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Abstract

Problem of the optimal parameters choice for the

charged particles beam is considered. It is supposed that

the beam is characterized by the set of quality characteris-

tics and may be controlled by multiple parameters. It is as-

sumed that in general case choice of the control parameters

that is optimal for all criteria is not possible. In the article

the optimization problem is formulated as the conflict con-

trol problem. The case is considered when parameters that

should be optimized form the vector. Two cases are under

consideration. In the first one fully optimal solution may

be found. In the second case finding of the compromise so-

lution is considered. Computing algorithms are proposed.

INTRODUCTION

The charged particles beams are used in different areas

of technics, science, medicine etc. Accurate adjustment of

the beam characteristics often plays crucial role in produc-

ing final results of a target irradiation. There are differ-

ent approaches to the optimization of the beam parameters

adjustment [1], [2], [3]. In many cases there are multiple

criteria of the beam quality which should be taken into ac-

count. Some of these characteristics should be considered

in tight connection with the target properties. For example

in the hadron therapy among possible characteristics of the

particles beam following ones may be mentioned: energy,

intensity, biological efficiency, depth of the Bragg peak lo-

calization, influence of the fragmentation products and so

on. Importance of the problem is confirmed by projects in

hadron therapy [4], new facilities in high energy physics

[5].

In the article [6] problem of the focusing system opti-

mization was considered with the only one beam charac-

teristic - beam divergence. The only control device was the

accelerator’s focusing system. In more general situations

few beam characteristics may be important and few control

channels may be used. For example, in stereotactic radio-

surgery a set of up to few hundreds of irradiation channels

are used which should be adjusted for more efficient action

on tumor. In these case all optimization parameters may

be considered as independent. On the other hand multi-

ple quality characteristics may be dependent. In the hadron

radiotherapy energy of the therapeutic beam is connected

with its biological efficiency. But change of the beam en-

ergy influences depth and width of the Bragg peak localiza-

tion. Shift of the depth-dose distribution maximum and its

broadening will affect treatment effect. Also increasing of

the beam energy will increase effects of fragmentation also
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affecting results of the hadron therapy. So some criteria of

optimization may be contradictory. In this case choice of

optimal parameters should be considered from the point of

view of finding of a compromise of all characteristics of the

particles beam.

At the present paper the problem of the beam optimiza-

tion with multiple quality characteristics is considered as

the problem of conflict control. Both cases of independent

and conflicting characteristics are considered. Formaliza-

tion of the problem and algorithms of its solution are pro-

posed.

FORMALIZATION OF THE CONFLICT

CONTROL PROBLEM

It is supposed that dynamic of the beam characteristics

may be described by the system of differential equations:

Ẋ = f(X,u,v), (1)

with initial condition

X(t = 0) = X0, t ∈ [0, T ] (2)

Here X ∈ Rm is state vector, u ∈ U ⊂ Rp are control pa-

rameters which should be adjusted to improve the beam’s

quality, and v ∈ V ⊂ Rq are control parameters, asso-

ciated with uncontrollable external actions. U and V are

compact sets in Euclidean spaces Rp and Rq. It is sup-

posed that vector function f(X,u,v) in (1) satisfies fol-

lowing conditions:

1. f is continuous on (X,u,v) ∈ Rm × U × V ;

2. f satisfies Lipschitz condition for X with constant A,

i.e. for any u ∈ U , v ∈ V and X,X ∈ Rm the

following inequality holds:

∣

∣f(X,u,v) − f(X,u,v)
∣

∣ ≤ A
∣

∣X−X
∣

∣ , (3)

3. f is bounded, i.e. for any u ∈ U , v ∈ V , X ∈ Rm:

|f(X,u,v)| ≤ B, (B > 0); (4)

4. for any X ∈ Rm set

{f(X,u,v) | u ∈ U, v ∈ V }

is convex.

We assume that these conditions hold for a wide range of

physical situations under consideration.

Definition. Measurable on the interval [0, T ] vector

functions u = u(t) (v = v(t)) which satisfies conditions
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u(t) ∈ U (v(t) ∈ V ) for any t ∈ [0, T ] are called admissi-

ble controls.

For any pair of admissible controls u(t), t ∈ [0, T ] and

v(t), t ∈ [0, T ] conditions 1–3 guarantee existence and

uniqueness of solution continuable to interval [0, T ] for the

system (1), which satisfies initial condition (2).

At the moment T of achieving of required quality, pro-

cess participant who makes control choice v gets pay-

off equal to H(X(T )), where X(T ) is final system state,

H : Rm → Rn is uniformly continuous bounded

vector-function which satisfies Lipschitz condition: for any

X,X ∈ Rm there exists positive constant L, such as:

∣

∣H(X)−H(X)
∣

∣ ≤ L
∣

∣X−X
∣

∣ .

Operator’s goal is getting the optimal solution for H(·) by

the choice of control u. External factors may be considered

as action of the other operator (let us call him ”operator 2”)

with opposite goal.

Definition Control strategy ϕ(ψ) of operator

(operator 2) is called pair (σ1,Kσ1
) ((σ2,Kσ2

)),
where σ1 =

{

t0 = 0 < t1 < . . . < tNσ1
= T

}

(σ2 =
{

t0 = 0 < t1 < . . . < tNσ2
= T

}

) is arbitrary

partitioning of interval [0, T ] and Kσ1
(Kσ2

) is mapping

that associates with state of information of operator (op-

erator 2) at time’s moments ti ∈ σ1, i = 0, . . . , Nσ1
− 1

(tj ∈ σ2, j = 0, . . . , Nσ2
− 1) admissible controls

ui(τ), τ ∈ [ti, ti+1) (vj(τ), τ ∈ [tj , tj+1)).
Set of control strategies of operator (operator 2) is de-

noted by Φ(Ψ). Trajectory χ(ϕ, ψ) is uniquely defined

by the pair of strategies (ϕ, ψ) in the following way. Let

σ = {t0 < t1 < ... < tNσ
}, σ = σ1 ∪ σ2 is arbi-

trary decomposition of the time interval [0, T ]. At any

subinterval [tk, tk+1), k = 0, 1, ..., Nσ − 1 images of maps

Kσ1
and Kσ2

are continuous controls u(t) and v(t) so

on subinterval [t0, t1) eq.(1) has unique solution X(t) =
X(X0,u(t),v(t)),X(t0) = X0, t ∈ [t0, t1). After that

eq.(1) should be solved with initial conditionsX(t1). Mak-

ing iterations of the algorithm the unique trajectoryχ(ϕ, ψ)
of control parameters may be obtained.

Payoff function of operator for the situation (ϕ, ψ) is de-

fined as follows:

K(X0, ϕ, ψ) = H(χ(ϕ, ψ)(T )),

where χ(ϕ, ψ)(T ) = χ(ϕ, ψ)(t) |t=T and χ(ϕ, ψ)(t) is

trajectory of control corresponding to (ϕ, ψ) ∈ Φ×Ψ.

Due to antagonistic type of operators interaction payoff

function of operator 2 is equal to −K(X0, ϕ, ψ).
In [7] it was demonstrated that ε-equilibrium exists in

games in complete metric spaces, when dynamics of the

game is defined by generalized dynamic system.

NUMERICAL SCHEMA FOR THE

HAMILTON-JACOBY EQUATION

Ω is uniform mesh in the configuration space of the sys-

tem Rm. The mesh steps over spatial variables are hα > 0,

α = 1, 2, . . . ,m and:

ωh =
{

X
j = (x1j1 , x2j2 , . . . , xmjm

), xαjα
= jαhα,

jα = 0,±1,±2, . . . ; hα = 1/Mα, α = 1, 2, . . . ,m}

where h = (h1, h2, . . . , hm), j = (j1, j2, . . . , jm) andMα

are positive integers.

Let us introduce uniform mesh also on the time interval

[0, T ] with step δ > 0

ωδ = {tn = nδ, t0 = 0, tNσ
= T, n = 0, 1, . . . , Nσ}

which coincides with partitioning σ.

Let us denote mesh function defined in mesh nodes ωhδ

as V
n

j1,j2,...,jm
, where:

ωhδ = ωh × ωδ =
{

(Xj , tn)| X
j ∈ ωδ

}

.

Change of the parameter h leads to mesh sequence {ωh}
which exhausts countable everywhere dense set inRm. Let

us denote this set as X = {ωh}.

The Hamilton-Jacoby or Bellman-Isaacs equation may

be written for the value function V(·) :

∂V

∂τ
= min

{u}
max
{v}

[

m
∑

i=1

∂V

∂xi
· fi(X,u,v)

]

(5)

with initial condition

V(X, τ)
∣

∣

τ=0
= H(X(T )), (6)

where τ = T − t, τ ∈ [0, T ].
Let us associate with the problem (5)-(6) following finite

difference scheme on the mesh ωhδ:

V
n

j1,j2,...,jm
= V

n−1

j1,j2,...,jm
+ δmin

{u}
max
{v}

[

V
n−1

j1+1,j2,...,jm
−V

n−1

j1,j2,...,jm

h1
· f1(X

j ,u,v) + . . .

. . .+
V

n−1

j1,j2,...,jm+1−V
n−1

j1,j2,...,jm

hm
· fm(Xj ,u,v)

]

,

ji ∈ Z, i = 1,m; n = 1, . . . , Nσ,

V
0

j1,j2,...,jm
= Hj1,...,jm , ji ∈ Z, i = 1,m; n = 0.

(7)

Properties of the scheme (7) and amenity of its application

to solve some control problems are considered in [8]-[10].

COMPROMISE SOLUTION OF THE

BEAM CONTROL PROBLEM

Let us consider a situation when it is impossible to make

one optimality parameter the best one without making any

other optimality parameters worse off. Such kind of op-

timization should be considered in cases mentioned in the

Introduction when improvement of some characteristic of

the beam leads to worsening of other characteristics. In

this case compromise solution of the beam control prob-

lem should be found.
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Definition. Compromise solution is defined as follows.

Let us X = {x} is the set of all admissible solutions then

CH =
{

x ∈ X |max
i

(Mi −Hi(x)) ≤

≤ max
i

(Mi −Hi(x
′))∀x′ ∈ X

}

Here

Mi = max
x∈X

Hi(x)

H = (H1, H2, ..., Hn) is vector-function which describes

the set of optimization criteria and Hi : X → R1, H :
X → Rn. Compromise solution CH of the optimization

problem may be found as a result of the following algo-

rithm.

1. Find ”ideal vector” M = (M1,M2, ...,Mn).

2. Fix x ∈ X and define corresponding discrepancy vec-

tor:

∆k = (M1−H1(x),M2−H2(x), ...,Mn−Hn(x)).

3. Rearrange vector’s components on increasing:

∆
′
k = (M ′

1−H
′
1(x),M

′
2−H

′
2(x), ...,M

′
n−H

′
n(x)).

4. Choose x ∈ X which leads to

CI
H = arg min

x∈C
I−1

H

max
i∈I

{M ′
i −Hi(x)

′}

where I = {1, 2, ..., n}.

5. If the set of compromise solutions includes few ele-

ments then steps should be repeated for the next beam

characteristic and so on.

Usually the resulting control is the only solution of the op-

timization problem.

CONCLUSION

In the article problem of finding of the beam optimal pa-

rameters choice is formulated as control problem. It makes

possible to use mathematical and computing techniques

of dynamic programming. Computational method for the

compromise solution is formulated. Some issues relating

to mathematical aspects of conflict control are discussed in

[11]-[14]. High-performance computing may be used to

reduce computing time [15].
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