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Abstract 

The facility monitoring system of cyclotron operational 
parameters at VECC is developed and commissioned 
recently. Storage Area Network (SAN) is used to isolate 
the control LAN and office LAN which ensures secured 
access of the control systems from outside world. EPICS 
gateway service and modified channel access save/restore 
tool have been used to integrate EPICS based control 
system of VEC and SCC with office network. This paper 
describes the implementation details of the overall facility 
monitoring system. 

 

INTRODUCTION 
The control systems of K130 variable energy cyclotron 

(VEC) and K500 superconducting cyclotron (SCC) at 
VECC, Kolkata, are isolated from each other as they run 
separately in their respective control network. However, 
online and historical monitoring of many important 
control parameters of both the facilities are required to be 
viewed from both the control rooms for proper diagnosis, 
maintenance and operation. Moreover, the facility 
managers, sitting at office network, require the automatic 
update of statistical information e.g. number of hours of 
beam time supplied to user, planned /unplanned shutdown 
etc. and hence, availability of  control parameters from 
office network for automatic generation of operating 
reports and statistic in an application like spread-sheet for 
both the facilities are required. A facility monitoring 
system has been developed to cater all these requirements 
while maintaining access security aspects of the control 
networks as described in the subsequent sections. 
 

PHILOSOPHY 
A storage area network (SAN) is a dedicated network 

which is primarily used to make storage devices, 
accessible to computer servers. These storage devices 
appear like locally attached drive to the operating system 
of the server. A SAN network of storage devices is not 
accessible through the local area network by other devices 
and hence transaction of data from one network to other 
by means of SAN storage reduces vulnerability of cyber 
security threats. The facility monitoring system at VECC 
has been developed by adopting this idea where all the 
important parameters of both the facilities are transferred 
to the Office network for facility managers. A EPICS 
Process variable (PV) Gateway server [1], which can be 

configured to collect PVs from isolated networks and 
transmit them to another network, is installed. A 
software-based Firewall is also installed in the same 
Gateway server to provide the required access to perform 
CA monitor process to collect PVs from the IOCs running 
in the control networks. As all the required parameters 
can be accessed from the gateway server, one SAN server 
(SAN-1) is connected with the gateway server in a 
separate network. A channel access save/restore tool [2] is 
modified and installed in SAN-1 to save all parameters, to 
be forwarded in office-network, in the common storage. 
The other SAN server (SAN-2) which is connected in 
office network can access data-file containing the control 
parameters from the common storage. With this 
philosophy, one would ensure security of the control 
networks while passing all the required parameters in a 
separate network. 

ARCHITECTURE  
The overall system is divided into two layers where the 

first layer is the PV gateway layer ( Dell PowerEdge) and 
second one is a storage area network where two servers    
( HP Server-1 and HP Server-2) are connected with a 
common storage through a point-to-point fibre channel as 
shown in figure 1. The gateway service is responsible for 
collecting all required parameters from SCC and VEC 
networks using EPICS channel access protocol. A 
channel access server process is available inside the 
gateway service which transmits all control parameters 
collected from the SCC and VEC control networks 
towards the SAN system. The gateway process has the 
ability to apply access security in addition to the access 
security configured in the firewall, running in the same  
gateway server, and hence,  all incoming PVs are 
configured with read only access in the  PV gateway.  

The process running on SAN-1 server collects the 
monitoring parameters from the gateway server using CA 
protocol and saves the data into the common storage. The 
office-side server i.e. SAN-2 contains an duplicate EPICS 
IOC with  all the PVs similar to the PVs collected from 
VEC and SCC control networks for monitoring. A 
modified channel access restore process on office-side 
retrieves the data from the common storage and update 
the duplicate IOC. An Apache-based web server running 
in SAN-2 collects the data from the IOC using EPICS 
CA-plugin application. The user can view the parameters 
in a web browser from the office LAN as shown in figure 
2 and figure 3. The common storage (2.1 TB) is 
configured with RAID 5 and is divided into three logical ____________________________________________  
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