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Foreword

The Ninth International Workshop on Personal Computers and Particle Accelerator Controls
(PCaPAC-2012) was held during December 04-07, 2012, at Kolkata, India. The workshop was
organized by Variable Energy Cyclotron Centre (VECC). The number of submitted abstracts in
PCaPAC-2012 was 152; the highest in the history of PCaPAC. It covered varieties of modern
aspects of control system design, implementation and technologies used in the scientific fields
including particle accelerators, fusion reactors, and telescopes available worldwide. A total of
101 abstracts were finally presented in the workshop including two keynote addresses. The
Program Committee classified all abstracts into eleven scientific tracks which were distributed
into thirteen scientific sessions during the workshop from Wednesday, December 5 to Friday,
December 7, as per their relevance. Two keynote speeches were scheduled in the Inaugural
session after the warm welcome address by Ranadhir Dey, Head, CPIESG, VECC followed by
the scintillating presentation of Chairman, PCaPAC-2012, about the Workshop. “The CSS
Story” was presented by the first keynote speaker, Matthias R. Clausen from DESY, Germany
and Y S Mayya from BARC, India, talked about “Evolution of Control Systems for Large
Telescopes and Accelerators: A retrospective” . The vote of thanks was offered by the workshop
Secretary, Dr. Sarbajit Pal. A total of 139 registered participants from 13 countries discussed
vigorously about the subjects related to up-to-date control systems and its future, in the scientific
sessions.

There were two pre-workshop tutorials held on Tuesday, December 4, in parallel sessions
before the inauguration of the workshop. Dr. Norihiko Kamikubota from High Energy
Accelerator Research Organization, Japan conducted the tutorial on the subject “EPICS & CSS
Tutorial Seminar and Hands-on” while “Programming EPICS enabled Real-Time and FPGA”
was arranged by National Instruments. A few leading-edge equipment providers from all over
the world exhibited their commercial products during the workshop and the exhibition was
inaugurated by the Chairman of the workshop on December 5.

The conference consisted of a set of plenary oral sessions with two poster sessions. The
plenary sessions consisted of invited as well as contributed orals. The different plenary sessions
with a total of 38 technical papers including 13 invited and 25 contributed oral were chaired by
the leading experts of the related fields across the globe. In the afternoon sessions of 27 posters
on Wednesday and 36 on Thursday, close interaction was observed among the participants to
exchange their ideas.

A banquet dinner was held at “Eco Hub Conclave”, Newtown on Wednesday and an
instrumental duet featuring the Sitar and the Indian bamboo Flute was staged on that evening. A
cultural programme of “Odissi” and “Kathak™ dance was arranged on Thursday which was
followed by dinner, hosted by Director, VECC.
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In the valedictory session, Wolfgang Mexner from KIT, Germany, declared the organization
of PCaPAC-2014 at Karlsruhe. The Isamu Abe Prize was presented to two winners, Rajendra
Nath Dutta of IUAC and Shantonu Sahoo of VECC at the valedictory session.

This proceedings contain not only the 101 contributions received from the participants but
also include the pdf copies of the orals and posters presented at the workshop. The editorial team,
led by Volker Schaa worked very hard to improve the quality and uniqueness of papers for this
proceedings to be published under JACoW collaboration.

The successful and memorable event of the workshop was the result of hard work and support
of many people. It all started in August, 2011, when VECC accepted the proposal from
International Advisory Committee, PCaPAC, to organize the ninth one in its series. We would
like to thank all the members of the National and International Advisory Committees, and
especially the Local Organizing Committee. Thanks are also extended to the colleagues of
VECC who put their untiring efforts and support directly or indirectly to ensure the success of
PCaPAC-2012, organized within this short period.

We also wish to thank the JACoW Team members especially Volker Schaa, Christine Petit-
Jean-Genaz, Matt Arena, lvan Andrian and Takashi Kosuge for their support to publish this
proceedings under JACoW collaboration.

The quality talks and discussion by the delegates made the standard of this workshop very
high. The feedback received from the participants ensured a grand success of PCaPAC-2012.
The participants look forward to meeting again at PCaPAC-2014 in KIT, Germany.
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Debranjan Sarkar

Chair, PCaPAC-2012
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THE CSS STORY

M. Clausen, J. Hatje, J. Penning, DESY, Hamburg, Germany

Abstract

Control System Studio (CSS) is designed to serve as an
integration platform for engineering and operation of
today’s process controls as well as machine controls
systems. Therefore CSS is not yet another replacement of
existing operator interfaces (OPI) but a complete
environment for the control room covering alarm
management, archived data displays diagnostic tools and
last not least operator interfaces. In addition we decided
to use CSS as the platform for the whole engineering
chain configuring EPICS based process control databases,
configuring and managing the I/O, editing state notation
programs, configuring role based access rights and many
more. Due to the ease of use of CSS as an Eclipse based
product, we decided to use the CSS core also for all our
stand alone processes. This helped us to reduce the
diversity of running products/ processes and simplified
the management. In this presentation we will describe our
experience with CSS over the last two years. How we
managed the transition from old displays to new ones,
how we changed our alarm/ message philosophy and last
not least which lessons we learned.

INTRODUCTION

The development of a new tool set was initiated by the
new project at DESY — the European XFEL. This project
will lead us through the next decades to come. All
existing hard and software for cryogenic and utility
controls had to go through a verification process to decide
whether components can pass ‘as is” or whether they have
to go through a process of refurbishment or even new
design.

For the existing operator tools it was soon clear that
they have to be replaced by a new tool set.

NEW TECHNOLOGIES
FOR NEW OPERATOR TOOLS

To prepare the new tool set for the future it was decided
to use Java as the programming language. The next
question to be answered was: Which development
environment tool shall be used? This covers also the
question about the core technologies to be used. Two
candidates were investigated: Eclipse and NetBeans.

At the time when Eclipse 3.1 was launched it was
chosen for the CSS core technologies. Many more basic
technology decisions had to be made. These were
identified in a workshop about three years before the first
beta release of CSS.

© Wikipedia under Creative Commons Licence
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INITIATING COLLABORATION

As a result of the workshop the CSS collaboration was
started between the initial partners DESY and SNS. In
addition two companies were involved in the exploration
of new technologies. But what is the best way to explore
the new fields? How can one set up a contract with a
company when the details cannot be specified? We had to
walk on new ground with respect to contracting and
project management. New techniques known from
extreme programming were used to setup and run these
development projects.

WATERFALL OR XP?

This is not a question any more. Waterfall
specifications are by definition always out of date and are
outdated. But which kind of extreme programming shall
be followed? A very basic concept is working in
iterations. Iteration steps are small they last only a few
days or weeks. The work to be done in these steps is
defined in tasks. The results are checked after each
iteration step. Especially when new technologies must be
explored it is important to stay in close contact and verify
that the team is still on the right path. Waterfall — or long
iteration steps will fail in this respect.

adaptability
transparency

Agility is...

simplicity
4 charter
" STRATEGY

estimat unity
RELEASE

’Working ;
Software

velocity e

Figure 1: The Agile Methodology ©
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Identifying Risk Factors

Risk factors first — this is one of the concepts for the
iteration steps. This will make sure that those tasks which
are critical for the whole project will be dealt with at first.
Other tasks will run on a lower priority and will be solved
later. In our case we had to check whether the GEF
(graphical editing framework) will be adequate for the
new operator interface. Several criteria needed
exploration: Will it be possible to use GEF not only in
edit mode but also in runtime mode? What will the
performance of GEF dynamic widgets be? (several
thousand updates per second were specified) And — can
the layout created in the GEF editor be stored in XML
and read back in?

All of these questions were checked and answered in
several iterations throughout the development process.
Each of these was not fully implementing the full
functionality of the final product but just enough to verify
the proof of concept of the individual step. All of them
worked as a cut through the technology layers proofing
that GEF can be used as the backbone for the new
graphical user interface for the operators.

CHANGE MANAGEMENT:
PATCHWORK OR POPPER?

During the course of software maintenance and change
management one will experience several different kinds
of approaches how changes get implemented.

Patchwork

If software changes are integrated ‘on the fly’ into
existing code they will most likely be not well integrated.
Many changes will in the end destroy the initial structure
of the code base. A patchwork of adjacent code snippets
will also make testing difficult — if not impossible.

It will be very likely that such code will not be
accompanied by the required JUnit test cases. In some
cases such code might even break existing functionalities.

Popper

A well structure code will ease modifications of the
code. Even functionality/ code extensions will be easy to
integrate when well defined interfaces (popper-alike) are
foreseen in the design. Well defined interfaces are also
mandatory for good test coverage with JUnit test.

TEST TEST TEST

Test Driven Development

Writing the test code before the production code gets
written is the ideal world but the real world differs from
that. If this order does not work it is important to keep in
mind — and actually write — the test code afterwards.
Writing JUnit test code is initially as popular as writing
documentation. As soon as the benefit becomes obvious it
will be written as an integrated part of the application
code itself.

Proceedings of PCaPAC2012, Kolkata, India

Healthy Collaborative Pressure

Any chain is as strong as the weakest link. This phrase
is also true for software packages. The bigger these
packages get the more complicated it gets to diagnose
errors and potential problems. Developing code in
collaboration with others will put a healthy pressure on all
developers to provide stable code which does not interfere
with anybody else’s implementations.

Dependencies with 3 Party Code

If your code is dependent from other code which is not
developed in-house it is mandatory to ‘protect’ your own
code base from that code by adding JUnit tests on your
side to detect problems when new versions of that code
(which you do not support yourself) gets committed.

CONTINUOUS INTEGRATION

Especially in a collaborative/ distributed development
environment it is necessary to check whether your final
product can still be built taking all of the latest commits
into account. A special server is set up at DESY and on
some of the other collaborator’s sites to perform this job.
It is continuously checking in all changes from the code
repository. The new code and all of the existing code will
be compiled. This method will identify code that does not
compile and also incompatibilities between different
packages. Ideally your own changes will be committed
after you have checked your code with the latest core
code from the collaboration.

|

Sgithub

Figure 2: Continuous Integration on a Jenkins Server
@ DESY.
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CONTINUOUS TESTING

The second step after the continuous integration of
software changes is to check for runtime errors. JUnit test
are meant to check for errors beyond compilation. While
most of the JUnit tests are typically started manually in
everybody’s own environment the intent of ‘Continuous
Testing’ is to run these test on the same server which
performs the tests after each continuous integration test.
Setting up these tests on a server platform is a complex
task especially when database servers or control system
protocols are involved. But — there is no doubt — any time
invested in testing and integration pays off in double in
time which is NOT spent in later debugging and
maintenance and in the end unhappy end users.

THE COLLABORATION TODAY

Since the early days in 2006 the collaboration has
grown. Besides DESY and SNS, BNL, ITER and KEK
have joined. The use of shared applications differs from
installation to installation. Many CSS instances are
running outside the CSS collaboration. There is no need
to become a core developer in order to actually run CSS.

SO WHAT IS CSS?

CSS can be configured in many different was. At
DESY we decided to make things as simple as possible.
So we create just one type of CSS product. Where product
means the CSS core and a rich set of plugins. All of these
files are zipped to a single zip file which can be unpacked
on the end user’s machine. In addition to these complete
packages it is also possible to just update you CSS
instance. The Eclipse update mechanism allows this kind
of incremental update when an update site is set up. At
DESY this update site is populated with the latest
versions of individual plugins. So only this selected
plugin gets its update while the rest of CSS stays the
same. The core installation with all its settings and
configuration files will not be altered.

Even though we are only providing a single kind of
CSS product, we have individual user groups which have
different views on CSS and are using completely different
sets of plugins for their work. This is possible because a
role based authentication scheme is implemented in CSS.
Logging in to CSS with Kerberos authentication will
make sure that only authorized people may perform
certain actions on the control system or make changes in
the configuration. What is CSS ...

... for the Operator

The main plugins for the operator are the tools he needs
to control the equipment and to get information when
something fails. In addition he wants to look back in
history what happened at a certain time or before an event
occurred.

The typical tools are: The synoptic display SDS
(Synoptic Display Studio), the alarm toolset consisting of
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the alarm table, alarm tree, message tree and archive
message table and the trend browser.

... for the Engineer

The engineer actually is using CSS to configure the
EPICS databases using the database creation tool DCT.
The EPICS records need proper addresses to read and
write from the distributed I/O system. The /O is
configured in the I/O configurator. Sequence programs
are running in the front end controllers (IOCs — Input
Output Controller). They are actually programmed using
the state notation language (snl) editor.

All of these programs are plugins to the CSS toolkit.

... for the Developer

The developer is using the Eclipse Java IDE to create
CSS which is based on Eclipse core technology. So — it is
a toolkit to generate control system applications. Together
with the other collaborators CSS is also a collaboration.

... for the Manager

The manager finds a stable basis he can rely on. New
applications can be added easily to the CSS core. After a
steep learning curve to create the first plugin it pays off in
the following applications to come. A homogeneous look
and feel ensures that new plugins will be easily adopted
be the end user. There is no different behaviour of each
implementation.

Last not least the collaboration has already reasonable
support from industry. New developments can also be
carried out by industrial partners. The latter is a
successful practise at DESY.

SUMMARY

The CSS idea has found its way through the world of
(mostly EPICS) control system installations. The
community is slowly growing. The collaborators have
found a practical non-bureaucratic way to define and
implement incremental improvements in the CSS core
while keeping as much freedom as possible on the
individual applications.

We can be proud of this success!
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Web2cToGo: BRINGING THE Web2cToolkit TO MOBILE DEVICES

R. Bacher, DESY, Hamburg, Germany

Abstract

The Web2cToolkit is a collection of Web services. It
enables scientists, operators and service technicians to
supervise and operate accelerators and beam lines through
the World Wide Web. The toolkit includes a synoptic
display viewer and editor, an archive viewer, a messenger
service, a logbook facility, an administration manager and
an HTTP gateway to control systems. Recently, a novel
view (Web2cToGo) has been added which is especially
designed for mobile devices such as tablet computers or
smartphones running i0S, Android or other mobile
operation systems. Web2cToGo is a frame which embeds
instances of all kinds of Web2c tools. It provides a single-
sign-on user authentication and authorization procedure.
Web2cToGo supports single- or multiple-touch user
gestures and is available as a platform-independent
browser-based Web application or as a platform-
dependent native app. This paper describes the conceptual
design of Web2cToGo and the technologies used behind
the scenes as well as the experiences gathered so far. It
presents an outlook of on-going developments including
user-device interaction based on voice recognition.

INTRODUCTION

The Web2cToolkit [1] [2] is a collection of Web
services including

(1) Web2c Synoptic Display Viewer: Interactive
synoptic live display to visualize and control accelerator
or beam line equipment,

(2) Web2c Archive Viewer: Web form to request data
from a control system archive storage and to display the
retrieved data as a chart or table,

(3) Web2c Messenger: Interface to E-Mail, SMS and
Twitter,

(4) Web2c Logbook: electronic logbook with auto-
reporting capability,

(5) Web2c Manager: administrator’s
configure and manage the toolkit,

(6) Web2c Editor: graphical editor to generate and
configure synoptic displays, and

(7) Web2c Gateway: application programmer interface
(HTTP-gateway) to all implemented control system
interfaces.

Web2cToolkit is a framework for Web-based Rich
Client Control System Applications. It provides a user-
friendly look-and-feel and its usage does not require any
specific ~ programming  skills. By design, the
Web2cToolkit is platform independent. Its services are
accessible through the HTTP protocol from every valid
network address if not otherwise restricted. A secure
single-sign-on user authentication and authorization
procedure with encrypted password transmission is
provided. Registered and so-called privileged users have

interface to

more rights compared to ordinary users (read-only
permission).

The Web 2.0 paradigms and technologies used include
a Web server, a Web browser, HTML (HyperText
Markup Language), CSS (Cascading Style Sheets) and
AJAX (Asynchronous JavaScript And XML). The
interactive graphical user interface pages are running in
the client’s Web browser. The interface is compatible
with all major browser implementations including mobile
versions. The Web2cToolkit services are provided by
Java servlets running in the Web server’s Java container.
The communication between client and server is
asynchronous. All third-party libraries used by the
Web2cToolkit are open-source.

The Web2cToolkit provides interfaces to major
accelerator and beam line control systems including TINE
[3], DOOCS [4], EPICS [5] and TANGO [6]. The toolkit
is capable of receiving and processing JPEG-type video
streams.

CONCEPTUAL DESIGN OF Web2cToGo

Web2cToGo is a novel Web2cToolkit service especially
designed for mobile devices such as tablet computers or
smartphones running i0S, Android or other mobile
operation systems. Web2cToGo is a frame which embeds
instances of all kinds of Web2cToolkit services.

Web2cToolkit Web-Client (HTML, CSS, XML, JavaScript)

Web2cToGo Web-Desktop Client (HTML, CSS, XML, JavaScript)

Web2cToGo App (e.g. Java/Android) / PhoneGap Device Interface

/ HTTP

Web-Server / Java Servlet Container (e.g. Apache / Tomcat)

Web2cToolkit Web-Servlet / Web2cToGo Web-Desktop Servlet (Java)

Control System Interface (e.g. TINE)

Figure 1: Web2cToGo client-server architecture.

Web-Desktop

The Web2cToGo service consists of the Web2cToGo
mobile app and the corresponding Web2cToGo servlet
(Fig. 1). By design an app is a platform-dependent
application. However, the Web2cToGo app consists only
of a few lines of native code creating a component
capable of parsing and executing platform-independent
HTML- / CSS-tags and JavaScript code snippets
implementing the Web2cToGo Web-Desktop Client.

Latest Trends in GUI
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Figure 2: Web2cToGo Web-Desktop.

Access to the platform-dependent and device specific
resources such as the network, the file system or a
microphone is provided by the PhoneGap (ver. 1.9.0)
library [7] interfacing Android, iOS and other mobile
operating systems. The Web2cToGo Web-Desktop client
is coded in Java within the Google Web Toolkit
framework [8] and compiled to HTML- / CSS-tags and
JavaScript code which can be handled by all modern Web
browsers or similar components ensuring platform
independence.

The Web2cToGo Web-Desktop (Fig. 2) provides an
Application Explorer which enables the user to select a
standard Web2cToolkit Web-Client application by
opening a browser window replacing the Application
Explorer window™. This browser window requests and
displays the corresponding Web2cToolkit application
page hosted by the associated Web server. Each
application may consist of multiple pages. At most fifteen
applications can be started at a single time and kept open
in the Virtual Application Window Set.

Navigation and Application Control by Touch
Gestures

The user sees only the so-called Active Application
Window and navigates between all started applications or
application pages and the Application Explorer window
using specific single- or multiple-touch gestures. The
navigation bars at the left and lower border of the display
are sensitive to the user’s Web-Desktop navigation
actions, only. Implemented touch-gestures are (Fig. 3)

: The Application Explorer can also launch ordinary Web pages.
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(1) tap “tile n” (opens a new application window or
displays the selected application window if already
opened),

(2) swipe “left <> right” (switches between
applications available in the Virtual Application Window
Set),

(3) swipe “top ¢ bottom” (switches between
application page windows of the active application
available in the Virtual Application Window Set),

4) tap “up”, tap “down”, tap “left”, tap “right”
(scrolls the active application page window upwards,
downwards, towards left, towards right),

(5) swipe “top ¢» bottom” and swipe “left ¢» right”
(zooms the active application page window),

(6) pinch “open” (opens the Application Explorer
window, and

(7) pinch “close” (terminates the active application).

i

Figure 3: Web2cToGo Web-Desktop navigation with single-
and multi-touch gestures (see text).
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Touch events captured by the browser of the Active
Application Window are accounted to and handled
exclusively by the corresponding Web2cToolkit Web-
Client application. They can be used for application
control and will not be passed to the Web2cToGo Web-
Desktop for navigation purposes.

Navigation and Application Control by Speech

In a simplified view neglecting the dynamics, speech is
an acoustic sequence of utterances (words and non-
linguistic fillers) and pauses. Utterances consist of various
distinct phonemes. A speech recognition system tries to
identify phonemes according to an acoustic model
representing the specifics of a language or the sound of an
individual speaker. In the next step the system browses a
phonetic dictionary listing words and their corresponding
decomposition into phonemes in order to find the best
match. Optionally, a specific language model constraining
the list of words to be recognized and / or defining a
grammatical order may guide or simplify the final search.

Web2cToGo uses the Sphinx-4 (ver. 1.0 beta) speech
recognition software [9]. Sphinx-4 is an open-source
library package entirely written in Java. Audio input to be
analysed by Sphinx-4 has to be provided according to the
WAVE/WAV audio file format. Web2cToGo speech
recognition is based on two acoustic models, US English
[10] and German [10].

In Web2cToGo short audio sequences which are only a
few seconds long are subsequently recorded by the
mobile device and uploaded to the corresponding Web
server. If required the uploaded audio file is converted to
the proper Sphinx-4 input format using Xuggler (ver. 5.4)
[11] providing a Java interface to the FFmpeg (ver. 1.0)
[12] media converter. The final audio file is
asynchronously analysed by the Sphinx-4 software and
the recognized words are finally published by the
Web2cToGo servlet to be used by the Web2cToGo Web-
Client for navigation or by other Web2cToolkit services
for application control purposes.

In our prototype set-up the speech recognition quality
turned out to be poor. Less than 20% of the words could
be properly recognized. Various reasons for these results
have been explored:

(1) An Acer ICONIA TAB A200 [13] tablet running
Android (ver. 4.0.3) records the audio files with its
internal microphone. The audio recording quality of this
device is very limited (dominant humming noise, acoustic
artefacts) and is the subject of numerous complaints in the
corresponding internet forums.

(2) Android provides audio files with lossy data
compression according to the AMR-NB (narrow-band,
mono, 8 kHz sampling frequency, 12.2 kbit/s bit rate) or
AMR-WB (wide-band, mono, 16 kHz sampling
frequency, 6.6 kbit/s bit rate) compression standard. Both
formats have to be converted prior to processing by
Spinx-4. Dedicated tests with well-known audio test files
demonstrate that data compression with AMR-WB and
final conversion to WAVE/WAV (mono, 16 kHz sampling
rate, 256 kbit/s bit rate) do not spoil the speech
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recognition quality, while compression with AMR-NB
results in a substantial degradation.”

(3) Both  acoustic models (US  English:
WSJ_8gau_13dCep_16k_40mel_130Hz_6800Hz [10]
and German: voxforge_de_sphinx.cd_cont_3000 [10])
suited for 16 kHz data sampling implemented in
Web2cToGo provide similar satisfactory  speech
recognition results, while the acoustic model (US English:
WSJ_8gau_13dCep_8k_31mel 200Hz_3500Hz [10])
suited for 8 kHz data sampling reduces the recognition
quality significantly.

In conclusion, the poor audio recording quality of the
mobile device used has been identified as the primary
source of degradation in the ultimate speech recognition
quality.

PROJECT STATUS AND GOALS

Web2cToGo is an on-going project. The deliverables
already implemented include Android 4.x.x Web2cToGo
app, platform-independent Web2cToGo Web-Desktop
client and servlet, Web2cToGo Web-Desktop navigation
by touch gestures and navigation by speech based on the
Sphinx-4 compliant acoustic models suited for 16 kHz
data sampling.

The goal is to provide additional mobile apps for iOS
and Windows RT as well as a Java application suitable
for desktop computers. Furthermore, touch gestures
dedicated to control Web2cToolkit applications such as
history plot zooming in the Web2c Archive Viewer have
to be defined and implemented. Finally, handling and
reliability of the speech recognition service embedded in
Web2cToGo has to be improved and application-specific
speech-driven control of the various Web2cToolkit
applications has to be implemented.
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EPICS CHANNEL ACCESS USING WEBSOCKET
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Abstract

Web technology is useful as a means of widely
disseminating accelerator and beam status information.
For this purpose, WebOPI was implemented by SNS as a
web-based system using Ajax (asynchronous JavaScript
and XML) with EPICS [1]. On the other hand, it is often
necessary to control the accelerator from different
locations as well as the central control room during beam
operation and maintenance. However, it is not realistic to
replace the GUI-based operator interface (OPI) with a
Web-based system using Ajax technology because of
interactive performance issue. Therefore, as a next-
generation OPI over the web using EPICS Channel
Access (CA), we developed a client system based on
WebSocket, which is a new protocol provided by the
Internet Engineering Task Force (IETF) for Web-based
systems. WebSocket is a web technology that provides bi-
directional, full-duplex communication channels over a
single TCP connection. [2] By utilizing Node.js and the
WebSocket access library called Socket.]O, a WebSocket
server was implemented. Nodejs is a server-side
JavaScript language built on the Google V8 JavaScript
Engine. [3] In order to construct the WebSocket server as
an EPICS CA client, an add-on for Node.js was
developed in C/C++ using the EPICS CA library, which
is included in the EPICS base. As a result, for accelerator
operation, Web-based client systems became available not
only in the central control room but also with various
types of equipment.

INTRODUCTION

One of the advantages of an EPICS-based system is the
unified communication protocol between the front-end
controller and client systems provided by the CA
(Channel Access) protocol. Thus, even when various
types of controllers were used as control systems, all the
client systems such as the OPI (operator interface) could
be developed on the basis of the CA protocol without
hardware dependencies. In general, a method that used the
CA libraries or display manager supported by EPICS
collaboration, such as CAJ/JCA, CA-Python,
MEDM/EDM, and CSS (Control System Studio) [4], was
adopted for the development of the GUI in the EPICS-
based system. On the other hand, the engineers at SPring-
8 proposed the development methods for the main OPI
using  WebSocket and conducted a prototype
implementation [5S]. The prototype system was
constructed using a MADOCA (message and database
oriented control architecture)-based system that was

*a-uchi@riken.jp
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developed at SPring-8. It was different from the EPICS-
based system. Since the web application with real-time
have many advantages, we started to develop WebSocket
server corresponding to EPICS CA, and implemented
Web applications using WebSocket for the EPICS-based
control system. The traditional Web application lacked
the interactivity needed to operate some of the hardware
for the accelerator control system. By utilizing
WebSocket technology, it is possible to solve the
problems of Web-based OPI, such as the interactive
response.

WEBSOCKET PROTOCOL

WebSocket is a new protocol for achieving the
bidirectional communication between a Web server and
Web browser. In the beginning, WebSocket was part of
HTMLS. It was formulated as an RFC6455 by ITEF in
Dec. 2011. An overview of the protocol is as follows.

1. A Web browser sends a handshake request to the
server for connecting to the WebSocket.

2. The server returns the handshake response after
approval.

3. After the establishment of the handshake, the
protocol switches to the WebSocket, and then the
bi-directional communication occurs between the
Web server and Web browser.

WebSocket makes interactive response realizable and
thus compensates for the disadvantage that could not be
eliminated in traditional HTML. Thus far, various types
of Web services in EPICS-based systems have been
implemented. However, there were only implemented in
Web-based systems, where a quick response and
monitoring are unnecessary such as in archive viewers
and electric-log systems. This is because it is difficult for
a Web-based OPI to realize a real-time response similar to
native applications such as EDM/MEDM/CSS, even if
Ajax technology is utilized. Since it becomes bi-
directional transmission between a server and clients has
become possible, the aforementioned problem is solved
by WebSocket. In practice, we confirmed sufficient
interactive response in a 100 ms cycle using WebSocket
on the Web browser, and it had a performance similar to
that of native EPICS applications such as EDM.
Furthermore, since periodic polling is not necessary like
Ajax, it becomes possible to reduce network traffic.
WebSocket does have a problem with Internet Explorer 9
(IE9), which is one of the main browsers, because a
WebSocket connection is unavailable. However, this
problem may be resolved in IE10, which is the next
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version, because Microsoft planned it to be compliant
with WebSocket. [6]

SERVER SIDE SYSTEM

We utilized Node.js and Socket.IO [7] as a WebSocket
library to develop the WebSocket server. Node.js is one
of the server-side JavaScript languages developed based
on the Google V8 JavaScript Engine. As a main feature,
Node.js works asynchronously with single-thread
processing. Although many human resources may be
required for the development of an asynchronous
WebSocket server from scratch, Socket.IO solve the
aforementioned problem. Node.js 0.6.18 and Socket.IO
0.9.6, which were stable versions of the languages, were
utilized for the development. In order to implement the
WebSocket server with a CA connection using Node.js,
Node.js has to call the CA API. Therefore, we developed
add-on software to interface CA from Node.js, that is,
NodeCA. Since Node.js can call the function developed
by C++, NodeCA utilized the CA library provided by the
EPICS base. To call CA from Node.js, caGet, caPut, and
caMonitor, which are basic functions in EPICS, were
prepared. In general, an event-driven caMonitor needs a
non-blocking algorithm in the program, although single-
threading Node.js causes the thread to be blocked by the
implementation negligently. Consequently, in order to
prevent the thread blocking, NodeCA is in waiting the
CA event into another thread, and then it send the
message queue to the main thread. Figure 1 shows an
overview of NodeCA. The software developed by this
research is shown in the gray area.

WehSocket Server for EPICS CA
Socket.|O
: NodeCA
Node.js
Google V8 Engine |EPICS base

Figurel: Overview of the System.

CLIENT SIDE SYSTEM

It is possible to realize a text update like EDM by
coding DOM (document object model) with JavaScript on
the Web. In addition, flot [8] and jsgause [9], which are
jQuery-based JavaScript libraries, were used for the
visualization of the accelerator parameters in our system.
Many JavaScript libraries, other than those mentioned
above, are also available for the visualization of
information, such as strip chart. As a result, the client
system has the advantage of low development costs since
money can be saved multiple steps. Figure 2 shows the
whole system chart.
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1. In the code of client side JavaScript, custom
events (caGet, caPut, caMonitor) are sent to the
server by using WebSocket protocol

2. WebSocket server connect to EPICS IOC via
NodeCA.

3. It is available to get the accelerator parameters
from EPICS IOC.

HTTP(S) J< HTTP Request |

Server HTTP Response

4

WebSocket
Server

caGet,caPut,
caMonitor, etc

Figure 2: Whole System Chart.

IMPLEMENTATION

After satisfying the need for interactive access for
WebSocket using an EPICS-based system, we attempted
to implement NodeCA and the WebSocket server as a
Web-based OPI. As a result, the OPI was found to have
adequate ability for accelerator operation compared to the
traditional EPICS-based OPI. Moreover, we confirmed
that almost all the browsers for the iPhone4S/Android are
capable of obtaining and displaying numerical values
from EPICS IOC via WebSocket. The present software
support for browsers and OS is shown in Table 1. In the
case of iPhone, it is difficult to install self-produced
software without the approval of Apple Store. On the
other hand, approval of Apple Store is unnecessary to
install the self-produced Web application on an iPhone,
although a Web server is required. We consider that the
Web application using the WebSocket server and
NodeCA have satisfactory performance as an OPI
compared with the native applications of the iPhone.

At present, we are implementing it for controlling the
28GHz-ECRIS at RIKEN RIBF on a trial basis. [10] We
already verified that we had a good response when
monitoring the vacuum of the plasma chamber,
controlling the gas-valve, and so on.

Table 1: The Present Software Support

OS Browsers

Windows/Linux  Google Chrome 20, Firefox 14,
Opera 11

Android 4.0 Google Chrome 18, Firefox 14

i0S (iPhone) Safari 5, Google Chrome 19,
Mercury
DISCUSSION

In 2000, GAN (global area network) was proposed by
ICFA (International Committee for Future Accelerators)
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as a network for ILC accelerator control. [11] Although
GAN aimed at an accelerator-only network with
international collaboration, it has not been realized thus
far. Currently, a WAN with has sufficient high-speed data
communication is already in place around the world for
the development of Internet technology. On the other
hand, it is difficult to gain direct access from other
networks using this WAN with the CA protocol because
firewalls are implemented between the accelerator
network and gateways. For this reason, we considered the
possibility of accelerator control using HTTP technology,
which is a standard protocol for the Internet, and
WebSocket.

First, we considered the following in order to protect
the accelerator networks from outside intrusion. In the
case of accessing the accelerator network from the WAN,
we ensure the security of WebSocket access by using
VPN and authentication with SSL. Additionally,
accelerator operators have to completely understand the
user attempting to access the networks (login ID and so
on) and access route (full domain of Internet providers
and so on) before WebSocket control is allowed.
Therefore, all of the accessing logs for WebSocket control
should be open to the accelerator operators.

Next, we considered instructions for accelerator
operation to EPICS IOC from the Web browser via
WebSocket. For caPut, which provides instructions to
each device or component during accelerator operation,
accelerator operators need to know the action and
behaviour perfectly. On the other hand, it would not
matter if they did not understand some simple instructions
in detail such as caGet and caMonitor, which are used to
monitor or obtain the numerical values for the accelerator
parameters. If some accelerator parameters are changed
using the Web application from outside the internal
networks without considering the beam tuning, the
accelerator condition will be complicated in many cases.
Thus, when using caPut, a policy is needed for between
the accelerator operators in the control room and a
maintainer exerting control remotely over the Web. The
following are proposed for this policy.

1. Before the maintainer exercises remote control
over the Web, they have to call the accelerator
operator or send an E-mail.

2. The maintainer authenticates wusers (and
passwords) using SSL on the Web. After the
authentication, it is possible to monitor the
accelerator parameters via WebSocket.

3. The accelerator operators check the user ID and
the domain or IP address of the Internet provider
for the maintainer.

4. The maintainer sends a request to the accelerator
operators when sending caPut instruction to the
EPICS record.

5. In response to the request from the maintainer,
the accelerator operators make a judgement
decision about whether the component in the
EPICS record may be controlled using
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WebSocket. A response is returned to the
maintainer about whether it is possible to operate
the component in the EPICS record.

6. After receiving this response, the maintainer can
not only monitor, but also operate the component
via WebSocket.

7. If the accelerator operators make a judgement
decision to interrupt the operation, the
WebSocket operation is discontinued as soon as
possible by the accelerator operator. In addition,
if a certain period of time passes, the permission
for the WebSocket operation will be cancelled
by a timeout.

CONCLUSION

We developed a server that makes it possible to connect
with EPICS CA by WebSocket. It enables the display of
information on the accelerator conditions and make it
possible to control it from the Web browser in real time. It
also makes it possible to call CA API from Node.js by
NodeCA as an add-on to the interface for the CA
protocol. We confirmed that we could control and
monitor one part of the accelerator parameters as well as
the traditional EPICS-based application. Additionally, the
developed Web-based OPI runs not only on the main PC-
based browsers, but also on almost all of the browsers for
Android and iPhone4S. We believe that this technology
will be useful as a means of accelerator operation using
Internet access, even if it has some problems of security.
In order to resolve these security problem for the
operation from a WAN, it is necessary to lay everything
out on the table to develop an access policy. In the future,
we will develop the NodeCA and WebSocket server for
the latest version of Node.js, which will be released as
open-source software.
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Qt BASED GUI SYSTEM FOR EPICS CONTROL SYSTEMS*

A. Rhyder#, R. N. Fernandes, A. Starritt, Australian Synchrotron, Clayton 3168, Australia

Abstract

The Qt-based GUI system developed at the Australian
Synchrotron for use on EPICS control systems has
recently been enhanced to including support for imaging,
plotting, user login, logging and configuration recipes.
Plans are also being made to broaden its appeal within the
wider EPICS community by expanding the range of
development options and adding support for EPICS V4.
Current features include graphical and non-graphical
application development as well as simple “code-free”
GUI design. Additional features will allow developers to
let the GUI system handle its own data using Qt-based
EPICS-aware classes or, as an alternative, use other
control systems data such as PSI’s CAFE.

INTRODUCTION

The Qt-based GUI system, known as QE framework or
simply QE, is a layered framework based on C++ and Qt
for accessing EPICS data using Channel Access (CA). It
is used on several beamlines at the Australian
Synchrotron. Channel Access is one of the core
components of an EPICS system allowing a CA client
application to access control system data which may be
located on different hosts throughout a network [1]. While
CA is the default means to access EPICS data, its use is
not trivial. A significant understanding on how this
component works is required to read or write data. The
complexity of setting up and terminating CA requests
leaves room for error. The QE framework handles much
of this complexity including initiating and managing a
channel. Applications using QE can interact with Channel
Access using Qt-based classes and data types. CA updates
are delivered using Qt signals and slots mechanism. It
provides access to EPICS data at several levels including
programmatic reading and writing of data, EPICS-aware
widgets such as push buttons, sliders and text widgets for
developing GUI applications [2]. When these plugins are
used within Qt Designer, GUIs interacting with EPICS
can quickly be assembled without the need for any code
development by meaning of simple drag & drop
operations.

FRAMEWORK OVERVIEW

The QE framework allows access to Channel Access
graphically through Qt-based widgets or through Qt
friendly data objects. The data objects manage Channel
Access connections and provide a simple, comprehensive,
object oriented view of the CA data and related attributes.
The QE graphical widgets and supporting QE data objects

*Work supported by the Australian Synchrotron
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form a hierarchy of classes that is open at all levels to the
developer. Appropriate use of these classes is shown in
Table 1. Also, the framework includes an application,
QEGui, which is available to present control centric Qt
user interface files.

Table 1: QE framework classes and their functionality.

Classes Functionality
Data objects: Provides a convenient object
QEObject oriented way to access the CA
EI library. Hides CA specific
Q nte.:ger complexity and provides
QEString read/write conversions to and
QEFloating from EPICS data types where
required. Adds Qt features such
as signals and slots to handle data
updates. These classes are used
programmatically.
Standard widgets: Graphical objects that allow
QEComboBox users to interact with CA data
EF using simple and familiar
QEForm graphical controls. These classes
QEFrame may be used programmatically or
QEGroupBox within Qt Designer.
QELabel
QELineEdit
QEPushButton
QERadioButton
QESlider
QESpinBox
Extended widgets: Graphical objects that allow
QEAnalogProgressBar  users to view CA data through a
QEBitStatus broad range of display models
EConfi dL ‘ and support sophisticated control
Q .on 1guredLayou system user interface design.
QEFileBrowser These classes may be used
QEImage programmatically or within Qt
QELink Designer.
QELog
QELogin
QEPeriodic
QEPlot
QEPvProperties
QERecipe
QEScript
QEShape
QEStripChart
QESubstitutedLabel
Latest Trends in GUI
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USAGE PARADIGMS

Thanks to its architecture, the QE framework may be
used by different people and in different ways. The
simplest is as a “code free” development environment
where the user builds GUIs without the need to program
by means of dragging & dropping EPICS-aware widgets
into a graphical user interface. Each widget can be then
configured through a set of properties and inter-connected
through Qt signals to exchange data with other widgets.
All these can be done within Qt Designer in a user-
friendly fashion (see Figure 1). A single application
QEGui is used to present a set of user interface files as an
integrated control system suite.
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EJ QEBitstatus

© QEConfiguredLayout
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Figure 1: QE framework within Qt Designer.

Another way of building GUIs is to use QE
programmatically (see Figure 2). This effectively allows
full control of the framework and even extends it to solve
specific issues through C++ inheritance mechanism. It
also allows the creation of non-graphical applications —
e.g. servers — interacting with CA. A complete rewrite of
the API reference documentation (generated by Doxygen)
is currently being done. It will help the developers to
better understand and use QE programmatically.

void show(void)

{
QFrame *myFrame;
QELabel *myLabel;
myFrame = new QFrame();

//creates object called 'mylabel’ of type QELabel (belonging to QE framework)
myLabel = new QELabel();

//connects ‘mylLabel’ to the PV called 'MACHINE CURRENT'
mylLabel->setVariableName ( "MACHINE CURRENT");

//adds ‘mylLabel’ to the frame layout and display machine current
myFrame->layout () ->addWidget (myLabel) ;

myF rame->show() ;

Figure 2: Using the QE framework programmatically.
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FUTURE DEVELOPMENTS

The development of the QE framework has been
intense in recent months and more developments are
expected for the near future. These will produce a
framework more stable/mature capable of coping with
ever changing requirements. Some key developments
were already identified namely:

e Testing. A suite of test units will be implemented to
ensure that QE complies with the requirements. It
will guarantee that nothing breaks if the development
effort intensifies and goes beyond the Australian
Synchrotron.

e Guidelines. The specification of guidelines is crucial
as the QE framework goes towards an international
collaboration development. These guidelines will
guarantee that QE maintains its architectural and
implementation coherence even if several people are
working on it in a scattered fashion. Some of these
guidelines will be enforced through automated tests.

e Binding. More and more, the Python programming
language is becoming the “lingua franca” of the
scientific community. Plans are being made to export
the QE framework into this language through
bindings. After initial analysis of binding generators,
SIP is the chosen one to accomplish such task.

e Layering. Further abstraction/separation between
data and graphical (widgets) classes. This will allow
other control systems data to be supported by the
framework without modifying the graphical layer.

e EPICS V4. New concepts were introduced in the
latest version of EPICS such as structured data or a
new channel access protocol called pvAccess [3]. QE
will be updated to support these.

CONCLUSION

QE is a framework which enables the creation of Qt-
based GUIs interacting with EPICS data in a “code-free”
fashion or programmatically via C++. This allows GUIs
to be built by people without programming skills or by
people that need more control. Future developments will
allow the use of the framework in Python by the scientific
community. Special concern will be made to support
EPICS version 4 and its new features.

REFERENCES
[1] P. Stanley, “Channel Access Client Tutorial”, Los Alamos
National Laboratory, November 1997;

http://lansce.lanl.gov/EPICSdata/ca/client/caXSFtutor-
4.html

[2] A. Rhyder et al., “Qt EPICS Development Framework”,
PCaPAC 2010, Saskatoon, October 2010.

[3] EPICS v4 Working Group, “pvAccess Protocol
Specification”, September 2012; http://epics-
pvdata.sourceforge.net/pvAccess_Protocol Specification.ht
ml
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DATA LOGGING SYSTEM UPGRADE FOR INDUS ACCELERATOR

R. Mishra”, B. N. Merh, R. K. Agrawal, P. Fatnani, C.P. Navathe, RRCAT, Indore, India
S. PalLVECC, Kolkata, India

Abstract

An accelerator has various subsystems like Magnet
Power Supply, Beam Diagnostics and Vacuum etc. which
are required to work in a stable manner to ensure required
machine performance. Logging of system parameters at a
faster rate plays a crucial role in analysing and
understanding machine behaviour. Logging all the
machine parameters consistently at the rate of typically
more than 1 Hz has been the aim of a recent data logging
system upgrade.

Nearly ten thousand parameters are being logged at
varying intervals of one second to one minute in Indus
accelerator complex. The present logging scheme is
augmented to log all these parameters at a rate equal to or
more than 1 Hz. The database schema is designed
according to the data type of the parameter. The data is
distributed into historical table and intermediate table
which comprises of recent data. Machine control
applications read the parameter values from the control
system and store them into the text files of finite time
duration for each sub-system. The logging application of
each sub-system passes these text files to database for
bulk insertion. The detail design of database, logging
scheme and its architecture is presented in the paper.

INTRODUCTION

Indus-1 and Indus-2 Synchrotron Radiation Sources
(SRS) housed in Indus complex are cyclic particle
accelerators that accelerate electrons up to 450 MeV and
2.5 GeV respectively [1]. These are supported by
Microtron injector, Booster Synchrotron and various
transport lines. In a multi accelerator complex like this,
involving various complex subsystems, an effective
system for comprehensive parameter data logging is
considered essential.

Ideally, data logging system should contain all the
information necessary to provide an accurate
representation of the state of system parameters at any
given time. The existing data logging system acquires and
stores all the subsystem parameters at varying time
interval of one second to one minute. Although this
strategy has worked satisfactorily but this data logging
scheme does not scale well as the number of control
parameters grow and it begins to strain network and
storage capabilities. This becomes a bottleneck in
efficient operational diagnosis of all sub-systems in Indus
accelerator. So an up gradation is aimed to design a data
logging scheme that can provide a platform to log all the
machine parameters at the same rate at which all the
parameters are acquired from the field i.e. at 1Hz.

#rohitmishra@ rrcat.gov.in
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Hence, a new data logging approach of gathering the
time series data in text files in the form of strings with
delimiters along with the timestamp is adopted [2].
Besides this some major modification at software level
has been introduced to achieve fast data logging of all the
parameters at 1 Hz.

HARDWARE AND SOFTWARE
ARCHITECTURE

Data Source Database and Java server *
o I [ : ‘ — \

User Web server

Figure 1: High level layout of data logging architecture.

The data collection process of Indus SRS machine is
based on three tier architecture. The top layer architecture
is shown in Figure 1. In the Indus control systems,
middleware collects and processes the data from the field
devices and sends it to the Indus control server based on
the PVSS [3] industrial SCADA system. The PVSS
control server continously puts the data into text files
with the timestamp for time span of five minutes and
copies the text files (data files) to Java application server
over TCP/IP. This process is repeated with time for each
subsystem. It also deletes the previous text files only on
receiving the successful acknowledgement of copy
operation from Java server. Hence the control application
running on PVSS control server also prevents the data
loss in critical situations of logging failure by retaining
the data in text files.

For each sub-system of Indus-2, Java application
interface exists between PVSS control server and
database server.The Java application peridocally checks
for recently received data file from the PVSS server and
pass on the data file name to database server through a
stored procedure call. These stored procedures after
recieving the the data file information, perform the bulk
insert operation into corresponding subsystem database

Control Databases
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table. The Java application also manage temporal
synchronization and serve as watchdog for any
application failure.
Table 1: Hardware Specifications
Hardware Resource Specification
Database Server HP Proliant DL 360 G7
Processor Intel(R) Xeon(R) CPU E5630 @2.52
GHz (dual processor)
Disk 6G DP 10K SAS,
4x146 GB
Memory 8.00 GB

Table 2: Software

Software Category  Description

System Software Windows Server 2008 R2®

Application MSSQL Server 2008 R2® (Enterprise

Software edition)

Application Java(TM) SE Development Kit 6

Software Update 26 (Oracle Product
version:1.6.0.260)

Application PVSS 3.9® (ETM professional

Software Control GmbH Product version:3.9)

DATABASE DESIGN

Separate databases are created for each subsystem of
Indus-1 and Indus-2 and database schema pattern
followed in this upgraded data logging scheme is based
on ‘data table per data type’ approach [4] i.e. same data-
type parameters values are stored in a single table.The
main advantage of this approach is its scalibility.The
collected data is distributed into two categories of tables:
main table and intermediate table on the basis of
timestamp associated with the particular data .

Main table holds all the past available data except data
residing in intermediate table. The intermediate table
holds the most recent available data (in case of Indus
database,intermediate table holds last one hour available
data).Table partitioning feature [5], supported by MSSQL
server 2008 R2 ®, has been implemented on the
intermediate table for achieving better performance in
data loading operation.

There is one main configuration table created in each
subsystem database.This table comprises of metadata or
configuration information of each parameter associated
with the subsystem.Besides this, there are two staging
tables in each subsystem database which support the
efficient flow of data at the time of switching of table
partition using sliding window scenario concept [5].

Control Databases
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Data Flow Cycle

There are certain prerequisites that are essential for
realizing data flow for implementing sliding window
model of table partitioning [5].To comply with the
prerequisites, the schema design of tables are kept same
among staging, intermediate and main tables i.e. table
schema for storing analog data type parameters and table
schema for storing status data type parameters are same in
all three tables categories.

Figure 2 shows the data flow cycle for analog data type
parameters inside SQL server database. A similar data

flow cycle is followed for table carrying status
parameters.
Staging table 1
Text Bulk insert | Logtime| floatl|— |floatlN
file >
Intermediate table Logtime| float1|— |floatN
Partition I { T e

v

Logtime| floatl|— [floatN

|

Logtime| floatl|— |floatN

DPartition 2

Partition N

Logtime| floatl|— |floatN

Staging table 2

Logtime floatl

Main table

Figure 2: Data flow cycle for analog parameters.

Diagnostics and Error Handling

In order to diagnose and monitor the data logging
system, a status panel is designed in PVSS. The Java
application edits the status information in the log file at
every five minute logging interval. The control scripts at
PVSS server reads the information in the log file and
subsequently reflect any undesired behaviour in the whole
logging system on the status panel. Error is reported if
required data files are not found or if bulk insertion
operation is not successful.
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RESULT AND CONCLUSION

A new upgraded data logging system has been designed
which is tested at the experimental server machine.It has
been demostrated that the scheme has successfully logged
approximately 1 GB of data per day. Almost 8000
parameters are logged at the rate of one hertz without any
loss of data at any time instant.Thus this logging system is
more suitable in terms of performance & scalibility and it
is being deployed in Indus control system architecture.

SUMMARY AND FUTURE PLAN

In comparison to previous data logging system of
Indus, this new logging system has enhanced the
reliability and data availability of the time critical data of
Indus systems.It improves the data logging rate by the use
of advanced features like table partitioning and modifying
the internal database schema.

Although the development phase of the data logging
system has been accomplished as per our requirements
but there still exists scope of improvements in the
database performance from database administrative and
maintenance aspect.
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CONTROL SYSTEM STUDIO ARCHIVER WITH PostgreSQL BACK-END:
OPTIMIZING PERFORMANCE AND RELIABILITY
FOR A PRODUCTION ENVIRONMENT"

M. Konrad', C. Burandt, J. Enders, N. Pietralla
TU Darmstadt, Darmstadt, Germany

Abstract

Archiving systems based on relational databases provide
a higher flexibility with regard to data retrieval and analysis
than the traditional EPICS Channel Archiver. On the other
hand they can suffer from poor performance compared to
the Channel Archiver for simple linear data retrieval opera-
tions. However, careful tuning of the database management
system’s configuration can lead to major performance im-
provements. Special care must be taken to ensure data in-
tegrity following power outages or hardware failures.

This contribution describes the hardware and software
configuration of an archiving system used in the production
environment at the S-DALINAC. It covers performance
and reliability aspects of the hardware as well as tuning
of the Linux operating system and the PostgreSQL server.

INTRODUCTION

Archiving systems that collect and store data from an
accelerator control system play an important role in mod-
ern control system environments. They can e.g. help
to identify broken hardware, decreasing performance of
components or wrong operation of systems by an opera-
tor. Thus archiving systems with high availability are de-
manded. Since wrong or inconsistent data from an archiv-
ing system can lead to wrong decisions by the operators
it is also important to ensure data integrity. On the other
hand data from the archive should be (read-only) accessi-
ble from many different applications ranging from simple
spreadsheet applications to mathematical software for so-
phisticated data analysis. These requirements make rela-
tional databases (RDBs) a reasonable choice as a storage
back-end.

The archiving system of the S-DALINAC is based on the
Control System Studio (CSS) Archive Engine. This ser-
vice collects data from control system channels and writes
it to different RDB back-ends (MySQL, Oracle or Post-
greSQL). PostgreSQL 9.1 running on Debian Linux has
been chosen as a back-end because it is a powerful open-
source RDB solution that comes without license fees.

Archiving systems usually have to manage a growing
amount of data making read and write performance an im-
portant issue. In the following we describe how to tune an
archiving system for maximum performance while ensur-
ing data integrity.

* Work supported by DFG through CRC 634
T konrad @ikp.tu-darmstadt.de
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DISK PERFORMANCE AND
RELIABILITY

Disk access is the most important factor for the perfor-
mance of a database system that deals with much more data
than can be stored in main memory. While modern disk
drives can deliver data rates of more than 100 MB/s for se-
quential reads and writes they can be very slow when they
have to deal with random access patterns. Heavy random
access workload can occur if data is read from an archive
by multiple clients using indexes. Thus database disks have
to be optimized for high random access performance.

Write Caching

To improve access time all recent hard disk drives use
integrated write-back caches and techniques to speed up
disk access by optimizing the order in which read and write
commands are executed to reduce the amount of drive-head
movement. To insure data integrity database management
systems (DBMS) flush operating system write caches af-
ter each database commit to make sure all relevant data has
been stored on disk before marking the transaction as com-
plete. Write-back caches on the disk drive itself are not
flushed and thereby can lead to data loss and corruption of
the database files in case of a loss of power. To avoid this,
disk write caches have to be disabled for a database server.

Unfortunately switching off this cache severely reduces
write performance. Part of this performance loss can be re-
gained by using an appropriate operating system I/O sched-
uler that sorts the commands before sending them to the
disk. But frequent flushing limits the possibilities for opti-
mizations. A solution that provides better performance is
using a hardware RAID controller with a battery backup
unit. These controllers contain a non-volatile write-back
cache that is powered by a battery in case of power out-
ages. Data still in this cache when a loss of power occurs
is written to disk after power resumes. Note that disk write
caches often have to be disabled explicitly using the con-
figuration tool of the RAID controller.

In contrast to hard disks, solid-state drives provide very
high random access performance, but usually their write-
back cache is volatile and cannot be disabled making them
a bad choice if data integrity is a concern. Write caching is
also an issue if a DBMS runs in a virtual machine because
reliably flushing data to disk is impossible with most of
today’s virtualization products. Thus a physical machine
is required for the RDB back-end of an archiving system.
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Table 1: Characteristics of RAIDs Consisting of N
Disks with Different Organization (Assuming Pairs of Two
Drives for RAID 10)

Space Fault
RAID efficiency tolerance I/O impact
level (disks) (disks) read write
0 N 0 1 1
1 1 N -1 1 N
5 N -1 1 1 4
6 N -2 2 1 6
10 N/2 1 per pair 1 2

The CSS Archive Engine on the other hand can safely be
run on a virtual machine.

RAID Organization

Redundant arrays of independent disks (RAID) are a
way to improve disk performance and reliability [1]. Ta-
ble 1 gives an overview of the characteristics of the most
common RAID levels. RAID 0 increases performance by
striping data over multiple disks. It is unsuited for most
archiving purposes because data is lost if a single disk fails.
RAID 1 mirrors data to multiple disks to improve reliabil-
ity. The size of the array is thereby limited by the size of
a single disk which is insufficient for big archives. RAID
levels 5 and 6 store additional parity information to make
the array tolerant against failures of one or two disks, re-
spectively, while still providing high space efficiency. The
disadvantage of these RAID levels is that modifying a sin-
gle block leads to 4 or 6 I/O operations, respectively. This
can significantly reduce performance of archiving systems
that constantly archive thousands of channels at high data
rates. RAID 10 stripes data over pairs of mirrored disks and
thereby provides high reliability along with good read and
write performance, even if a drive has failed. Therefore
RAID 10 has been chosen for the S-DALINAC’s archiv-
ing system. If space efficiency is more important than
write speed (e. g. for long-term archiving systems) RAID 6
might also be an option. Regardless of the RAID level,
modern RAID controllers distribute random reads over all
N disks resulting in an N times higher random-read per-
formance than a single disk can deliver.

The performance of a RAID can be improved by us-
ing faster spinning disks or a higher number of spindles.
For the S-DALINAC archiving system a higher number of
slower disks (10,000 rpm) turned out to be more economic.
Direct-attached storage has been favored over network-
attached storage for its lower latency. For systems that need
more storage than can be directly attached to a single ma-
chine storage area network technology might be an option.

Separate RAID volumes are used for the database itself,
the write ahead log (WAL) of the database, and the oper-
ating system (see Table 2). This makes sure that operating
system activity does not slow down database access. Sepa-
rate disks are used for the WAL because this file is written
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Table 2: Disk Organization of the S-DALINAC RDB
Server

Volume RAID level Number of disks
operating system 1 2
write ahead log 1 2
database 10 30
hot spare 2

very heavily while data is inserted into the database. Since
the write pattern of the WAL is sequential this almost com-
pletely avoids disk seek times. In addition to that separate
volumes simplify identification of bottlenecks as well as
continuous load monitoring.

Operating system configuration can also have a severe
impact on the performance of an archiving back-end. On
machines using a hardware RAID the noop operating sys-
tem I/O scheduler should be used to avoid false optimiza-
tion. In addition to that increasing read-ahead size can be
necessary to exploit full sequential read data rates.

MEMORY CONFIGURATION

The database back-end can answer queries a lot faster if
it does not need to read the data from disk. With 128 GB
the size of the system main memory has been chosen to be
large enough to hold the data of the last days including the
relevant indexes.

PostgreSQL spawns a dedicated process for each
database connection. All these processes perform read and
write operations against a common memory region called
buffer cache. Improper configuration of this memory can
severely reduce read and write performance. Note that this
parameter is configured for maximum compatibility instead
of maximum performance by default. For optimal perfor-
mance we had to increase the buffer cache size by three
orders of magnitude to roughly 25% of the main mem-
ory. This still leaves the operating system enough RAM
for caching reads. On Linux systems it is necessary to in-
crease the maximum shared memory segment size of the
kernel accordingly.

PARTITIONING

If the size of the sample table grows much larger than
physical memory and even its index stops fitting into mem-
ory query times can escalate. One way to improve perfor-
mance is to split data into several partitions that each fit into
main memory. At the S-DALINAC most database queries
ask for data from the last three or four days making parti-
tioning over time with a partition size of a week a reason-
able choice. When executing queries the DBMS can skip
partitions that are outside the requested range. For most
queries only one or two partitions have to be considered.

In contrast to enterprise databases like Oracle or MS
SQL, PostgreSQL does not provide built-in functions for
partitioning. Using PostgreSQL’s extensive server-side
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Table 3: Write Rates Obtained with Different Configura-
tion of the Archiver Database Table

Foreign key constraints Partitioning Rows/s

no no 18289
yes no 6075
yes yes 3865

Table 4: Hardware of the S-DALINAC PostgreSQL Server

Main-board Supermicro X9DRi-F

CPU 2xIntel Xeon E5-2643 @3.3 GHz
Main memory 128 GB DDR3 registered ECC
RAID controller Adaptec 6805 SAS2

Disks 36 x Toshiba MBF230LRC 300 GB

programming features a partitioning solution tailored to the
particular needs of the CSS archiver has been developed. It
uses table inheritance to combine the data of weekly sub-
tables into one table. A trigger function redirects INSERTS
to the appropriate partition. New partitions are added auto-
matically. The partitioning feature only affects the database
side of the archiver and has been included into the Control
System Studio distribution.

While partitioning can significantly speed up read ac-
cess it introduces checking of additional constraints during
INSERTs. This results in higher CPU load and can limit
maximum write rates.

PERFORMANCE MEASUREMENTS
Write Performance

Before the archiving system has been put into oper-
ation, write performance has been measured using the
RDBArchiveWriterTest.testWriteSpeedDouble ()
test included in the CSS Archive Engine code. This test
is very close to real archiving load because it uses the
same write scheme and the same code on the client side.
It has been used to verify the success of the tuning steps
described in this paper. Typical write rates obtained with
this test are presented in Table 3. An overview of the
hardware used for this benchmark is given in Table 4.

Write performance strongly depends on the configura-
tion of the database. Adding foreign keys between tables
to ensure referential integrity forces the DBMS to check
each row against all foreign keys before an insert operation
can be performed.

Performance of database writes also strongly depends
on the command that is used to write the data. The cur-
rent implementation of CSS Archive Engine improves per-
formance by submitting INSERTs to the database server
in batches before committing the data. Benchmarks im-
plemented in Perl confirm this performance gain but they
also show that other write techniques can provide even bet-
ter performance. Figure 1 clearly shows that much higher
write rates can be obtained by using multi-row INSERTS or
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Figure 1: Write performance obtained with different write
schemes and batch sizes.

the PostgreSQL-specific COPY command. Although perfor-
mance might depend on the library used for database ac-
cess, results suggest that performance might be improved
in the future by using more efficient write commands.

Read Performance

Benchmarking read performance is more complex than
benchmarking write access since synthetic benchmarks can
lead to unrealistic caching of relevant data. In contrast
to the write case multiple clients can issue queries at the
same time. Up to now read performance has only been de-
termined by measuring execution times of single queries.
These results confirm that partitioning improves read per-
formance. A more realistic benchmark is under develop-
ment.

SUMMARY

A battery backed up write cache as well as careful con-
figuration of the PostgreSQL back-end are important to
achieve high performance while at the same time ensuring
data integrity. Write performance can be improved by re-
moving foreign key constraints while at the same time los-
ing referential integrity checks. Another way to improve
performance in the future might be to use more efficient
write patterns like multi-row INSERTs or the COPY com-
mand. Read performance can be significantly improved by
partitioning the sample table. As soon as solid-state drives
are reliable enough they can also help to further improve
performance.
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FAST DATA ACQUISITION SYSTEM FOR BOOSTER SUPPLIES
READBACK

K. Saifee, A. Chauhan, P. Gothwal, P. Fatnani, C.P. Navathe, RRCAT, Indore, India

Abstract

Booster synchrotron at RRCAT is used to inject
electron beam in Synchrotron Radiation Sources - Indus-1
& Indus-2. Booster gets 20 MeV beam from Microtron,
ramps up its energy to 450/550 MeV which is then
extracted for injection in Indus-1/Indus-2. The Ramping
cycle repeats every second. For this, various magnet
power supplies are fed reference voltage & current
waveforms synchronously and accordingly they feed the
magnets with current for ~800 msec. A system was
required to synchronously capture data of all power
supplies to on cycle to cycle basis. Global machine data
monitoring system polling data at 1 Hz cannot acquire
sufficient points to do this. So a VME and PC based
system has been developed for parallel and fast capture of
data from 13 such power supplies.

INTRODUCTION

There are 13 power supplies in the booster which
participate in the ramping process to increase electron
beam energy from 20 MeV to 450/550 MeV. Successful
operation of booster depends upon the synchronous,
reliable and reproducible performance of these power
supplies. The development of fast, synchronous data
acquisition system provides simultaneously captured
waveform data sets for all the power supplies. This data
provides quantitative measurement of power supply
performance regarding the reproducibility of ramp
waveforms and tracking between them. The hardware has
been developed on VME platform consisting of CPU
(68040), 12 bit ADC cards and control card. User can
select- permit to capture, start delay, samples and time
interval between samples. Advantages are - [solated,
simultaneous capturing on 13-channels, capturing
synchronized with an event and selectable capturing-rate
and samples. The CPU board on the VME runs RTOS
0S-9 and control program on PC is developed using
LabVIEW.

SCHEME OF THE DATA ACQUISITION
SYSTEM

The implemented scheme has two-tier architecture. The
first layer has a PC and the second layer has a VME
station. The two communicate over Ethernet using TCP/IP
sockets. A control program in LabVIEW® runs on the
PC. The VME-station has a CPU board, 13 ADC boards
and a Control board as shown in Figure 1.
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Figure 1: Scheme of Data Acquisition System.

The ADC board has a 12-bit sampling ADC with
conversion rate of 100 KSPS and analog input range of 0-
10 V. There is also a FIFO memory of size 8 K words on
each ADC board. The board converts the input analog
signal and stores the digitized data in this memory in
response to an external trigger. The data that is captured
in FIFO is read by the CPU.

There is a Clock and Mode ‘Control Board’ in the VME
station. The CPU writes/ reads on this board to set the
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various modes and parameters related to the data
capturing scheme. The ranges/values of the various
parameters are:

- Permit capturing: ON / OFF

- Sampling Delay: 20 psec to 200 msec

- Sampling interval: 20 psec to 10 msec

- No. of Samples: 256, 512, 1K, 2K, 4K and 8K

words.

The CPU board is Motorola® MVME-162 board based
on 68040 Microprocessor with Real Time Operating
System OS-9® ported on it.

OPERATION OF THE DATA
ACQUISITION SYSTEM

The ‘Start of Ramp’ signal is connected to the input of
‘Control Board’. The card responds to this input if the
‘Permit Capturing’ parameter is set to ON. In response to
this input and as per the parameters set, the card outputs
the clock pulses. These clock pulses are given to a ‘Clock
Receiver and Distributor Board’ that duplicates this input
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clock on its 13 output channels. Each output channel is
connected to one ADC card and this clock acts as the
trigger for the ADC card. The parameter ‘Sampling
interval’ decides the frequency of the clock and ‘Samples
to be captured’ decides the number of clock pulses.

The OS-9 application program on the CPU Board
communicates with control program running on PC. It
receives various commands and acts on them. It sets the
parameters on the ‘Control Board’. It reads the FIFOs on
ADC boards and sends back the captured data. This
program accesses various VME cards using the OS-9
Device Drivers.

The control program running on the on the PC has
following functionalities:

- Operation mode selection.

- Get data and represent it in graphical form.

- Selectable plotting of multiple graphs.

- Logging of data with comments from operator

Presentation of the captured ramp data waveforms in
graphical form is shown in Figure 2.

/5! Booster Power Supplies Readback Signals Digitizer System. (Developed by Accelerator Controls Section. RRCA® — o] =
Booster Power supplies Readback Signals Digitizer System
Ho of Samples - ) TCRAP | 14 44 il za 4| 1z} zoos
3 &k samples __soply Settings || 10,0 Plat o [
' Sample iyl Flush FIFO a0
) 100 micro Sec 8.0
Dly in Sample Enable clk 7.0
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Log Data [C 1 = 4.0
3.0 \
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Figure 2: Graphical representation of captured ramp data waveforms.
RESULTS AND CONCLUSION reference and automatic report generation for the captured

The Fast data acquisition has been deployed in the
Booster hall and has been interfaced with the power
supplies. The data captured form the system is often
analyzed to investigate the operation of the Booster
system. Future plan includes extending the FIFO memory
on the ADC in order to capture more samples at higher
sampling rates, comparing captured waveform with the
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waveform.
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EMBEDDED CAMAC CONTROLLER: HARDWARE/SOFTWARE CO-
OPTIMIZATION FOR HIGH THROUGHPUT

P. M. Nair, K. Jha, P. Sridharan, A. Behere, M.P. Diwakar, C.K. Pithawa,
Electronics Division, BARC, Mumbai, India

Abstract

Advances in technology have resulted in availability of
low-power, low form-factor embedded PC based
modules. The Embedded CAMAC Controller (ECC) is
designed with ETX (Embedded Technology eXtended)
standard Single Board Computer (SBC) having PC
architecture with Ethernet connectivity. The paper
highlights the software and hardware design
optimizations to meet high throughput requirements of
multi-parameter experiments and scan mode accelerator
control applications. The QNX based software is designed
for high throughput by adopting design strategies like
multi-threaded architecture, interrupt-driven data transfer,
buffer pool for burst data, zero memory copy, lockless
primitives and batched event data transfer to host. The
data buffer and all control logic for CAMAC cycle
sequencing for LIST mode is implemented entirely in
hardware in Field Programmable Gate Array (FPGA).
Through this design, sustained throughput of 1.5MBps
has been achieved. Also, the host connectivity through
Ethernet link enables support for multi-crate
configuration, thus providing scalability. The ECC has
been installed for accelerator control at FOTIA BARC,
Pelletron and LINAC-Pelletron, TIFR and for multi-
parameter experiments at NPD, BARC.

INTRODUCTION

PC compatible architectures have become a popular
choice for embedded systems because of easy availability
of low powered, low form-factor embedded PC based
modules. Also, a large base of knowledge and resources
exist for these architectures. An Embedded PC meets
special needs of mechanical design, power consumption,
product lifetime, customized software and professional
support. All these readily available features of Embedded
PC-based technology coupled with optimum hardware
and software design allowed to develop an Embedded
CAMAC Controller (ECC) for high throughput
requirements of multi-parameter experiments. The paper
discusses various design optimizations in the hardware
and software of ECC.

EMBEDDED CAMAC CONTROLLER

Embedded CAMAC Controller [1] has been designed to
cater to the needs of process control systems and high
throughput of large nuclear physics experiments. Control
applications need more number of physically distributed
crates with regular scanning of all the parameters, the
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control being with a centralized computer, whereas
nuclear physics experiments need a high throughput with
a large number of parameters in one or more crates.

The Single Board Computer (SBC) of ECC interfaces
with PCI-CAMAC Interface logic through PCI controller
(see Fig. 1). The ECC allows interaction with remote host
by means of standard Ethernet services, such as TCP
socket based communication protocol. The processor runs
a version of QNX optimized for low memory footprint.
The FPGA holds List buffer, Data buffer and all control
logic for CAMAC cycle sequencing. Three modes of
operation have been supported:

o Single Cycle mode: In this mode, single ECC
command is executed in every cycle.

e Scan mode: In scan mode of operation, a list of
CAMAC commands is sent to the ECC and is
executed at regular intervals, and is suitable for
control applications.

®  List mode: The list mode is optimized for multi-
parameter experiments. In this mode a list of
CAMAC commands 1is stored in Field
Programmable Gate Array (FPGA) which is
executed on every Look At Me (LAM) from
signal acquisition module.

SALIENT FEATURES: HARDWARE

e List sequencing mode with 1.1 us CAMAC cycle
for multi-parameter experiments

e Scan mode with a period of 50msecs for control
applications

e Trigger source: LAM / External event / Timer

e Ethernet connectivity for remote and multi-crate
configurations.

e Built-in test features
display

with CAMAC data way

List Mode Optimization

ECC operates in List mode for multi-parameter
experiments. There are three lists of NAF commands in
multi-parameter mode of acquisition; EVENT LIST,
INI LIST and SCALER _LIST. The INI LIST is
executed once at start of acquisition to initialize the ECC.
EVENT LIST of up to 256 CAMAC commands is
executed upon generation of LAM and data is stored in
FIFO buffer. In List mode processing, once the setup is
complete and acquisition is started, the host does not
intervene other than to stop the acquisition. In this mode,
all acquired event data are stored in communication
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buffers and are send to host PC in batches for achieving
better throughput. The size of communication buffer is
user programmable so that throughput can be optimised
with reference to the number of parameters at experiment
time. At the end of every batch of event data which are to
be send to the host, SCALER LIST is executed. The
acquired batch of events and the scalar counts are sent to
the host PC.

The list processing is completely implemented in FPGA
hardware to achieve optimum CAMAC throughput of
I.1us  with only 100ns overhead per readout.
Optimization in hardware is done by maintaining two
event buffers in FPGA. When one buffer is full, event
data is acquired in the other buffer and first data buffer is
transferred to PC memory.

SALIENT FEATURES: SOFTWARE

The application software for ECC has been designed to
achieve high throughput for a burst nature of data for
nuclear physics experiments and the stringent periodic
scan requirements of control applications. ECC
application runs embedded QNX based software with a
low memory footprint designed for high throughput by
adopting  design  strategies  like = multi-threaded
architecture, interrupt-driven data transfer, buffer pool for
burst data, zero memory copy, lockless primitives and
batched event data transfer to host.

Architecture

Multi-threaded programming architecture was selected
to achieve maximum CPU utilization and to make the
application responsive to the wuser. Acquisition of
experiment data and transmission of data to host are done
concurrently. Through proper assignment of thread
priority, data transmission to the host is interspersed while
waiting for CAMAC readout. Acquisition is assigned
highest priority and sufficient buffers with a provision to
expand/contract the buffer pool have been provided to
help absorb event burst.

Communication module for data transmission to host is
designed based on Reactor pattern which allowed simple
coarse-grain concurrency without adding complexity of
multiple threads to the system. This pattern also allowed
prompt data transmission of List mode data to host by use
of common de-multiplexer (select) to notify
communication events immediately while remaining
responsive to user commands.

Object Pool

Event data generated during nuclear physics
experiments in bursts with an average rate of about 1K
events per second. Hence sufficient buffering is provided
to handle this burst data. Application, on Start-up, pre-
allocates all anticipated memory requirements on memory
pool. Allocation of memory on pool reduced the need for
dynamic memory allocation during application run
thereby optimizing on memory allocation delays. The
buffer pool is expanded as needed to maintain the
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specified number of free buffers in the pool. The buffer
pool contracts as necessary, to prevent the pool from
consuming system resources permanently as the result of
usage peaks. Application software provides a feature to
batch the acquired event data by providing adequate
communication  buffers.  This  strategy  reduces
communication overhead. Number of events that can be
batched is programmable from the host PC.

Interrupt-Driven Data Transfer

To achieve maximum throughput in list mode, software
has implemented Interrupt-Driven Data transfer. This
offloaded the CPU and resulted in low overhead, low
latency and better performance.

Lockless Primitives

The  traditional  approach  to  multi-threaded
programming is to use locks to synchronize access to
shared resources. Synchronization primitive such as
mutex, semaphore and critical section are kernel objects
and hence kernel switch times and also associated
bookkeeping add lot of overhead to acquire and release
lock. Application software was, therefore, optimized
using lock-free data structures such as Lockless Queues.
This avoided lock acquisition and associated overheads.
In cases where it is impossible to eliminate the need for
locks, application software used spin-locks based on
atomic operations such as compare and swap (CAS).

Zero Memory Copy

A zero copy message transfer mechanism was
incorporated which completely eliminated the overheads
involved in copying or cloning. The same pre-allocated
memory object was used throughout from data acquisition
to data transmission. This relieved the CPU of the task of
copying data from one memory area to another and
improved performance by saving processing power and
memory use while sending acquired data to the host.

Objected Oriented Design

Adoption of Object oriented design for the application
software kept the design modular, reusable and compos-
able. The use of well proven architectural and design
patterns [2] and generics has resulted in the software
being adaptable and extendable.

Selection of OS

QNX OS with its robust scalable microkernel
architecture and bounded response times ensured
deterministic behaviour to meet high throughput
requirements. The embedded software also needed to be
optimized for low memory footprint which could be
achieved using QNX. QNX with its microkernel
architecture allows embedded applications to be highly
configurable. The configured footprint for ECC consists
of ECC application software, QNX microkernel; TCP/IP
stack, drivers and QNX file system.
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Figure 1: The Embedded CAMAC Controller with its block Schematic.

APPLICATIONS

ECC have been deployed for accelerator control at
FOTIA BARGC, Pelletron and LINAC-Pelletron, TIFR and
for multi-parameter experiments at NPD, BARC, TIFR
and SINP.

PERFORMANCE

The major improvement for accelerator based multi-
parameter experiments is in the CAMAC readout, which
has been reduced to 1.1us. With optimum embedded
software using QNX operating system, sustained
throughput in excess of 1.5MBPS has been observed in
the lab irrespective of number of parameters and event
rate. This is a vast improvement over earlier CAMAC
controllers developed in-house with capability of
250KB/s. ECC also meets requirement of accelerator
beam line control application. A scan time of 50 ms has
been achieved for 280 parameters in scan mode operation.
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CONCLUSION

PC compatible architectures coupled with optimization
done in software and hardware design has helped in
achieving high throughput for CAMAC based data
acquisition systems, which are widely used in accelerator
based nuclear physics experiments.
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CLIENT SERVER ARCHITECTURE BASED EMBEDDED DATA
ACQUISITION SYSTEM ON PC104

J.J. Patel”, R. Rajpal, P. Kumari, P.K. Chattopadhyay, R. Jha, IPR, Gandhinagar, India

Abstract

The data acquisition system is designed on embedded
PC104 platform Single Board Computer (SBC) with
running Windows XP Embedded operating system. This
is a multi channel system which consists of 12 Bit, 10
MSPS Analog to Digital Converters with on board FIFO
memory for each channel. The digital control and PC104
bus interface logic are implemented using Very High
Speed Hardware Description Language (VHDL) on
Complex Programmable Logic Device (CPLD). The
system has provision of software, manual as well as
isolated remote trigger option. The Client Server based
application is developed using National Instrument CVI
for remote continuous and single shot data acquisition for
basic plasma physics experiments. The software
application has features of remote settings of sampling
rate, selection of operation mode, data analysis using plot
and zoom features. The embedded hardware platform can
be configured to be used in different way according to the
physics experiment requirement by different top level
software architecture. The system is tested for different
physics experiments. The detailed hardware and software
design, development and testing results are discussed in
the paper.

INTRODUCTION

The main objective to develop this system is to provide
PC based simple and easy solution for low channel data
acquisition requirement to support the basic physics
experiments carried out by the students. These
experiments often require few channels with high
sampling rate with short acquisition time. To avoid using
high end resources for data acquisition application for
small experiments, the system is developed which
requires very minimum resources and knowledge to
operate it. The Client Server architecture based embedded
data acquisition system is developed on PC104 [1][2]
platform which houses inside standard industrial 6U, 16T
enclosure which requires minimum space to install and
operate. As far as resources concerned, It requires only
Ethernet local area network connectivity for full fledge
operation. The basic data acquisition hardware consists of
5 channels with simultaneous sampling pipelined ADCs,
which are capable of doing sampling from 1Khz to
10MHz. Each channel consists of 64K location of FIFO
memory. The hardware design is very flexible and all data
acquisition parameters are software controlled. The
system can be operated in manual as well as external
trigger mode and it also accepts external clock. The basic
system level operational block diagram is shown in
Figure 1.

#jjp@ipr.res.in
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Figure 1: Basic system block diagram.
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HARDWARE

This embedded board is designed and assembled in-
house and it contains PC104 based Single Board
Computer which is procured commercially. The designed
and developed board contains analog, digital and mixed
signal components. The board is designed and fabricated
on four layered PCB. The hardware level block diagram
and the selected components are shown in Figure 2.

e Analog front end is designed with AD524 [3] high
bandwidth Instrumentation Amplifier followed by
ADB041 high speed ADC driver which translates the
signal level to dynamic signal range of pipelined
ADC AD9220.

e Each channel contains dedicated FIFO memory of
size 64K which has total three memory status flags
i.e. half, full and empty which can be used for status
monitoring and control purpose.

e All digital operational logic like hardware
initialization, clock control, ADC and memory
control, PC104 bus signal decoding are implemented
in Xilinx Complex Programmable Logic Deive
(CPLD), which is written in VHDL.

e The acquisition module supports internal as well as
isolated external clock and trigger.

e The system contains Advantech make PCM-3353F
[4] Single Board Computer which runs on Windows
XP Embedded Operating System installed on 4GB
size of compact flash card.
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Figure 2: Basic hardware block diagram.

SOFTWARE

The client server architecture is the most suitable for
this type of application, as it requires minimum
installations at client side and uses local area network for
data exchange. It also supports remote controlled
operation which is our prime requirement.

The software development is done in National
Instrument’s LabWindows/CVI [5] which is ANSI C
based development environment on windows platform
which also provides good support for graphical user
interface (GUI) development.

The LabWindows/CVI TCP Support Library
provides easy-to-use callback functions to create TCP
server and client applications, which are shown in Figure
3. The Callback functions provide the mechanism for
receiving notification of connection initiation, connection
termination, and data availability.

Client
[ ConnectToTCPServerEx

Server

[ RegisterTCPServerEx ]

TCP Cllent Callback

TCP_DATAREADY

TCP ClientTCP Read

-~ TCP_DISCONNECT:
/*server disconnected*/

[ ClientTCPWrite ]

D —

[ DisconnectFromTCPServer ]

[ Unregister TCPServerEx ]

Figure 3: LabWindows/CVI TCP support functions.
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APPLICATION

The software development is divided in main two parts
server application and client application. The custom
protocol is designed using the data packets, which are
exchanged between server and client application to
establish the operation, control and status monitoring of
the embedded hardware.

Server Application

The Server application runs on the embedded
hardware platform and it mainly controls the hardware
parameters of the module depending on user inputs
provided through client application running on remote
networked machine. Server application generates the
control commands and reads the status of the hardware
through PC104 bus. The generated PC104 bus signals are
decoded by the firmware implemented on CPLD and it
generates the low level hardware signals as shown in table
1.

Table 1: PC104 Address Decoding
PC104 Address

Decoding

0x306,0x308,0x30A,
0x30C,0x30E

16 bit read cycle for each channel
data read out(read)

0x301 FIFO Reset (write)

0x302 FIFO Clock Enable (write)
0x303 Trigger Status (read)
0x304 Trigger Mode (write)
0x305 Clock setting (write)
0x309 Half Flag Status (write)

The GUI of server application is shown in Figure 4.
The connections details and the commands received from
the client application are displayed in the text boxes. After
decoding the command, the server application sets the
hardware parameters and the status is indicated on the
panel in form of illuminated leds.
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-- Mew connection from 192.168.201.78 - ‘:]
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Server P Clignt IP:
[192.168.204.133 [192168.201.78

Server Name: Clignt Narne:

ieleclmnics‘l o ND. plasma. ernet.in

fElacironics Group. 1PR

Figure 4: Server application GUI.
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Figure 5: Client application GUI with acquired data.

Client Application

The client application runs on any networked
computer and it remotely controls the embedded data
acquisition system. The GUI of client application is
shown in Figure 5. It supports plotting of all channels and
some basic data analysis utilities like zoom, restore and
plotting from files.

After successful connection with server, all the
parameter settings buttons are activated through which
user can set the data acquisition parameters of the
embedded system. These are embedded in the data
packets with the starting string number ‘91° followed by Figure 6: Embedded Data Acquisition System.
the data parameter. After completion of the data
acquisition, the server application transfer the data of each
channel which are received by the client application and REFERENCES
stored in the file based database for particular defined [1] Y. Guozhen, S. Qiufeng, L. Li, “Design of electric power
shot number. The proper reception of the file is indicated data acquisition card based on PC/104 bus”, International
in the receive text box with the starting string number (CIOCIngEenngl (;))n Elzcltglgag 1a3n3d Control Engineering-2010
‘92’ which is sent by the server application and followed 1 PC/104 Conso’rtlijgr.n http: //wW.pcl 04.0rg
by the channel number. The connection details and the (3] !

]
]

. T http://www.analog.com
acquired data are shown in Figure 5. [4] http://www.advantech.in
The assembled and tested system with all  [5] http:/www.ni.com

components is shown in Figure 6.
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A LARGE CHANNEL COUNT MULTI CLIENT DATA ACQUISITION
SYSTEM FOR SUPERCONDUCTING MAGNET SYSTEM OF SST-1

K. Doshi#, S. Pradhan, H. Masand, Y. Khristi, J. Dhongde, A. Sharma, B. Parghi,
P. Varmora, U. Prasad, D. Patel, IPR, Gandhinagar, India

Abstract

The magnet system of the  Steady-state
Superconducting Tokamak-1 at the Institute for Plasma
Research, Gandhinagar, India, consists of sixteen Toroidal
field and nine Poloidal field Superconducting coils
together with a pair of resistive PF coils, an air core
ohmic transformer and a pair of vertical field coils. These
coils are instrumented with various cryogenic grade
sensors and voltage taps to monitor its operating status
and health during different operational scenarios. A VME
based data acquisition system with remote system
architecture is implemented for data acquisition and
control of the complete magnet operation. Client-Server
based architecture is implemented with remote hardware
configuration and continuous online/ offline monitoring.
A JAVA based platform independent client application is
developed for data analysis and data plotting. The server
has multiple data pipeline architecture to send data to
storage database, online plotting application, Numerical
display screen, and run time calculation. This paper
describes software  architecture,  design  and
implementation of the data acquisition system.

INTRODUCTION

The Steady-state Superconducting Tokamak (SST-1) is
a medium size fusion device to study the plasma
behaviour in steady state operation of 1000s [1]. SST-1
magnet system consists of sixteen Toroidal field (TF) and
nine Poloidal field (PF) Superconducting coils, together
with a pair of resistive PF coils, an air core ohmic
transformer and a pair of vertical field coils [2]. These
magnets need to be monitored during all operational
scenarios like cool down, ramp up, flat top, plasma
breakdown, dumping/ramp down and warm up. More
than 500 sensors, like temperature sensors, voltage taps,
venturi flow meters, hall probes, pressure sensors, and
displacement transducers are mounted on the magnet
system and its auxiliaries. These sensors produce very
low level signals and so they impose very strict
requirements on the signal conditioning and acquisition
electronics [3]. Magnet Data Acquisition System (DAS)
is required to amplify and filter the signal, digitize the
signal, acquire and store it, display the data in engineering
units and communicate with other subsystems, all in real
time. To satisfy all these requirements, a complete VME
bus-based real time data acquisition system is designed
and implemented for SST-1 magnet system. The
hardware consists of 64 bit backplane VME chassis, SBS-

# pushpak@ipr.res.in
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VG4 crate controller with PowerPC-755 processor from
SBS technologies, Analog input module IP330 and
Analog output module IP 220 from ACROMAG, 6U
AVME 9660 carrier board with four daughter card slots
from ACROMAG, Digital I/O module VMIVME-2528
from VMIC and a GPS timing module BC635VME from
Symmetricom Inc.

PROJECT SCOPE

The VME based DAS is suppose to monitor different
sensors mounted on the SST-1 magnets and its auxiliaries,
continuously and reliably during different phases of SST-
1 magnet operation. The total numbers of required
channels are more than 500 in numbers which are
required to be monitored continuously over long duration
during an experimental campaign. Table 1 shows typical
distribution of data acquisition channels for magnet
systems with different sensors and its primary application.
Sensor signals are coming from the different signal
conditioning cards mounted in the instrumentation racks
in the magnet control room [4] and are interfaced with
VME IOs through signal connection box. Figure 1 shows
the functional block diagram of VME DAS with its
associated hardware subsystems.

Table 1: Channel distribution for Data Acquisition system

No. Sensor Channels  Application

1 Temperature 150 Cryogenic Temperature
Sensors Measurement

2 Voltage-tap 224 Quench detection and
channels

magnet voltages

3 Hall probes 16 Magnetic field direction

and intensity measurements

4 Flow meters 32 Flow measurements
(Venturi)

5 Absolute 16 Helium Pressure
Pressure measurement

6 Displacement 12 Displacement measurement
transducers in cold mass

7 Strain gages 8 Stress measurement on

magnets
8 Joint 102 Inter-pancake and Inter-coil
Resistance joint resistance
Measurement measurement
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Figure 1: Functional block diagram of the system.

APPLICATION ARCHITECTURE

To cater to the varying need of magnet system, a
versatile multi client software application was developed
for the VME based hardware. The software application
can be divided in three software modules. First module is
a target board application which will take care of

WEPD12

configuration parameters and data transfer from the data
acquisition hardware channels. Second module is a Java
server application, which will receive data from the target
board application, store data into database and sends data
to the client applications. Third module is a Java desktop
intranet application, which is a graphical user operator
interface used for set configuration, data plotting, data
analysis and data monitoring etc. TCP/IP socket
programming is used for communication with the data
server and user database. One TCP/IP server is required
on target side that will communicate with host PC running
a TCP/IP client. The server application is developed in
JAVA and is ported on freely available sun java / Apache
Tomcat web server. This web server communicates over
TCP/IP with the dedicated target application as well as
multiple client applications. Raw data is archived on host
PC while online trends and numerical values are
displayed on client applications. Figure 2 shows the
application architecture block diagram of the DAS.
Following section discuss each module in detail.

SQLITE
File
Database-N

Target = = reate Maw
eq. Data
System Send Data
Simulation

Java Server

SQLITE
File
Duatabase- |

Returns data
from file

Chent-1

Chent-N

Figure 2: Application architecture of the data acquisition software system.

Target Board Application

Target board application takes care of the
configuration parameters of the data acquisition hardware
settings like set no. of channels to be used, acquisition
mode, scan rate, trigger mode etc. This is a platform
dependent application running over VxWorks 5.4 real
time operating system (RTOS) platform and is developed
in gnu C/C++, with Tornado 2.0.2 as IDE. It acquires the
analog signal from the signal conditioning hardware and
converts it into digital data using ADC cards, and store
into logical memory. Moving average type filter is
implemented on raw data which can be configured for
selected channels. No. of samples to average is adjustable
depending upon signal sampling rate. It has TCP/IP
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socket APl to communicate with the host program
running web server software. Using DAC channels,
Digital data can be converted into analog form selected by
the application server. It also has the VxWorks API for
configuring DI/O card to set /O modes, no. of channels
etc to perform the operation of displaying the status of the
quench channels or to detect the trigger from the different
subsystems to indicate the same to the Application server.
Time stamping is implemented with GPS receiver time
from the central control room to time synchronize the dtat
acquisition with all other subsystems. In the absence of
GPS card the application will automatically switch over
to the onboard controller RTC time with a ststus update
at server and an indication display at client window.
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Application Server

Second module is a Java server application, which will
receive data from the target board application, store data
into database and forward it to multiple client application
as per demand. It contains business logics like Roles,
Data management, Authentication, Data storage and
analysis. The main aim of this module is to acquire data at
high speed and transmit this data over Ethernet intranet
network. Along with server the host machine
accommodates two databases for the application. One is
MY Sql database which is used to store user login details,
roles, configuration details etc. Whereas other database is
H2DB which is the file database used to store the
acquired data. This database facilitates offline data
analysis as per user requirements at client end through
different analysis tab. Here, in this application the file
database is used instead of the file because of the
performance advantage of the file database over the file in
sense of the searching facilities for the off-line data
plotting and analysis.

Socket Utility is implemented to receive the set
configuration, get configuration, start acquisition, stop
acquisition, acquire raw data and acquire calibrate data
commands from the client application. It forwards these
commands to the target board application, receives the
acquired data from the target board application, stores it
into the database and forwards acquired data to all clients
who had requested it for the on-line plot. Delegate is
implemented for activities like authenticate user, user
creation and role assignment, provides the configuration
details, provides off line data and configuration of the
application.

Desktop Client Application

Third module is a JAVA desktop intranet application,
which is a rich graphical user interface (GUI) used to set
configuration, send commands, data plotting, data
analysis and many other functions. Initially, this module
was planned to be implemented as a web based interface,
but then it was implemented as a desktop application due
to its higher speed and better reliability. Set configuration
is used to program hardware for the required application
setting through a series of pop-up windows. There are two
types of users defined for the software operation,
Administrator and Normal user. Administrator has all the
access rights mainly to configure VME hardware
configuration parameters. Normal users have read only
permission, he can see current configuration setup and has
access to data for analysis and plotting. Only one
administrator login is allowed at time. Different tab
windows are provided for data monitoring and plot
display. As the no. of channels are large, different groups,
colours and line styles are provided to show large number
of channels at once. Output channel display supports
sensor readings in absolute unit (Kelvin, Gauss, mm etc)
using internal conversion of raw data with interpolation
equation, formula or by reading nonlinear calibration
curves. Java client application will provides login facility
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for the security purpose with defined user rights as per
role assignment. GUI provides the facility for the shot
comparison, export the data in form of excel, binary and
CSV and a scheduler for data backup at predefined
interval. A report generation tab is provided for generating
report of analyzed data as well as channels configuration.

RESULTS AND DISCUSSION

The DAS was used successfully during the recent
SST-1 engineering validation experimental campaign. The
VME processor, Server PC and an administrator client
were kept in the field at magnet control area. A local
intranet network was established using a five port switch
with an uplink connection from the central control room
SST network. All the user client machines were operated
remotely from the central control room. In the event of
network problems or failure client will be disconnected
but the VME and server will always be running and
acquiring the data due to local intranet connection. Client
application is made as a desktop application instead of
web based application and has worked fine. In case of
web application the rich graphic part will take large
amount of network bandwidth and can make online
plotting slower in case of large data access. Desktop
application has a local graphics and only data will be sent
over network reducing the bandwidth requirement. Web
server and database were integrated in the same machine
and has worked uninterruptible fashion.

CONCLUSION

A large channel count multi client DAS was developed
for the magnet systems of SST-1. The application has run
continuously over several weeks of magnet operation and
different modules and features were tested during the
execution. The software has shown minor bugs initially
and malfunction in data storage sequence and labelling
when all the channels were selected simultaneously which
were corrected during the usage. The software application
will further be modified in client user interface for better
visualization and ease of use.
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SERIAL MULTIPLEXED BASED DATA ACQUISITION AND CONTROL
SYSTEM

N. C. Patel*, C. Chavda, K. Patel, IPR, Gandhinagar, India

Abstract

Data acquisition and control system consists of analog
to digital converter (ADC), digital to analog converter
(DAC), timer, counter, pulse generator, digital input /
output (DIO) depending upon requirement. All the system
components must communicate with personal computer
(PC) for data and control signal transmission via one of
the communication protocol like Serial, Parallel, USB,
GPIB. Serial communication is advantageous over other
protocol due to several reasons, like long distance data
transmission, less number of physical connection, ease of
implementation etc. The developed Serial Multiplexed
based Data Acquisition and Control System, which can
control different modules like ADC, DAC, DIO, Timer
card using single serial port. A LabVIEW based program
is developed for the individual communication of each
module.

INTRODUCTION

The basic data acquisition and control system consists
of different types of application module like ADC, DAC,
timer, counter, pulse generator, DIO etc. The module is
selected depending upon the requirement. The modules
are individually controlled with personal computer (PC)
for data and control signal transmission using one of the
communication protocol. If communication is done using
different protocol for different modules in system requires
knowledge of different communication protocols,
communication hardware and large number of connection
with the PC.

In order to overcome the above mentioned difficulties,
we developed Serial Multiplexed based Data Acquisition
and Control System (SMDACS). In house developed
system consists of different application modules and a
controller module. The application modules are controlled
by controller module having serial connectivity. The
control program for each application module is developed
in Lab-VIEW environment.

FUNCTIONAL DESCRIPTION

A block diagram of SMDACS is shown in Fig. 1. The
system consists of different application modules which
are installed on back panel (mother board) of the system.
The physical address for the application module is set on
mother board from 000 to 111. When system is switched
ON, the application module read the physical address and
saves in local register of microcontroller. While
transferring command for Read / Write, the logical
address is sent first. The microcontroller in application
module compares logical address and physical address.

*ncpatel@ipr.res.in
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The module program command sequence is executed in
the application module whose logical address and
physical address matches. All the commands are treated
as either read or write considering as receive or send by
PC. Data and commands are sending or receive by the PC
to the application module via serial interface. The
application module can be installed in one to eight
locations while controller is placed on ninth position. The
application module has no physical position limitation,
i.e., any module can be installed in any position except
the controller module.

D - Application
TX Module
RX |= 1
D » Applicati
X Module
RX |= 2
Y
1
|
|
Mother |
Board :
I
1
|
[1+] Appli
X Module
RX 8
RX "| Controller
Modul
= odule

RX TX
PC

Figure 1: Block diagram of developed SMDACS.

Figure 2 shows the developed SMDACS assembly. The
assembly consists of 3U size, nine slot chassis. The
chassis as controller module, application module, back
panel and in-built power supply. The right-most module is
the controller module. Each application module
communicates with the controller module using back
panel 15 pin D-type for transmit, receive and power.
Three pins of thel5-pin D-type connector are used for
physical address of the module. The application module is
used physical address for data and control information
transmission. Each application module consists of logic
gates, microcontroller (AT89C52) and other related
components.

Controller Module

Controller module is the heart of the system. It is the
interface module which transmits data and control signals
between PC and application module. Front panel of the
module has power indicator and a data transmission
indicator. It has an external trigger which is used as bus
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trigger for the entire application module simultaneously.
A 9 pin D-type connector is used for communication
using serial bus .A 25 pin edge connector on the back
panel of this module is used to transmit and receive data
or control signal.

| Delayed | | igit: RS232
Pulse | i Controller
Generator | |

| Ext Trig Ext. Trig

Figure 2: Developed serial multiplexed based data
acquisition and control system hardware.
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Figure 3: LabVIEW based GUI program for application
module.

The system uses two types of programs for its operation
namely system program and module program. System
program as LabVIEW Graphical User Interface (GUI)
which is used by users while the Module program is the
program written in the microcontroller of the application
module. The LabVIEW GUI program controls the
operation of system as shown in the Fig 3. While
executing the LabVIEW GUI program, the following
sequence is followed:

e  Configure serial port by VISA resource name.

e  Select Station ID (logical address) and other related
parameters which are to be passed to the different
application modules.
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e  Activate required Station ID for passing the
parameters (All or specific station).

e  Select appropriate command (Write or Read).

e  The program can stop forcefully by Stop command.

Application Module

The Module program is written inside the
microcontroller [1] of the individual application module.
When power is switched ON, the microcontroller inside
individual module will read physical address from the
back panel and write it in the local memory pC. Figure 4
shows the flow diagram of module program. The
LabVIEW program sends the logical address to
application module through serial communication. The
logical address send by the LabVIEW program and
physical address written in microcontroller memory is
compared. If the match in address is found, next
commands end by the LabVIEW program will be
executed on that particular module. Depending upon the
command send by the LabVIEW program, data / control
word will be read /write in particular application module
using the serial interrupt. All the other interrupts are
disabled whenever application module places data on the
serial bus.

Read Station ID

Comprare
Station 1D with
Module ID

No

Read/ Write
Process command

L]

Figure 4: Flow diagram for module program.

The details of the different application modules are as
follows:

TTL Delayed Pulse Generator Module

The TTL delayed pulse generator module is one of the
application modules. It generates a variable delay between
trigger input and two independent channel output. The
trigger can be external hardware trigger or bus trigger or
software trigger. Both channels of the module have 50
ohm driving capability. The duration of the delay can be
set by LabVIEW GUI. The delay duration data is written
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in the application module microcontroller local memory
by LabVIEW program. When this application module
receives the trigger, it will generate pulses with required
delay with respect to the trigger. Figure 5 shows the
delayed pulses generated with respect to trigger for two
different channels.

—T 1
T 1
UL B IR

C
TT T T[T T T T[T T I T[T T T T[T T T T TTTT TTTT

H

1>f

SRR T TG BV 25 WS ]
2)CH1 5.V 25m5
JJCH2 5’V 25m5

Figure 5: Timing diagram (CH-1 External Trigger Pulse,
CH-2 output pulse of channel-1 and CH-3 output pulse
ofchannel-2).

Digital I/0 Module
The DIO module consists of eight digital inputs and
eight digital outputs. This module is developed

using AT89CS52 microcontroller. The module read the
digital input and displays the status of each bit on the
Lab-VIEW GUI. The different digital pattern is generated
by setting the bit pattern in the GUI. The GUI transfers
the digital pattern to the digital output port.

Digitizer Module

Figure 6 shows block diagram of the developed 8bit
digitizer module using ADC (ADC0804), Memory
(K6X4008) and microcontroller. The module is initialized
by the number of sample to read and the mode of trigger.
The ADC module continuously read the required number
of samples after getting start trigger. The start trigger of
the module is selected using either software or bus trigger
or external hardware trigger by GUI. The developed
module has maximum storage capacity of about 64 KB.
After getting the trigger, the microcontroller read the
digital data from ADCO0804and writes the required
number of sample in the memory. When module is
selected for reading the data, it will transfer data from the
module memory to PC via serial bus. The data for the
“number of data to be read” is written by LabVIEW
program. It will write the data in user defined file format.
User can define a file name or append to a file. The stored
data can be retrieved and analysed as per requirement
using Origin or MATLAB software.
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Figure 6: Block diagram of the digitizer module.
Digital to Analog Module

The 8 bit DAC (ADS558) is used for the conversion of
the digital to analog signal. The required control signals
for the DAC are generated using microcontroller. The
required output voltage from the DAC is defined in the
LabVIEW program. The digital number corresponding to
the voltage is loaded in the DAC input using
microcontroller. This number is loaded in the
microcontroller using LabVIEW “write” command. The
DAC module generates corresponding analog voltage
from 0 to 10 V on front panel BNC in step of 39 mV.

CONCLUSION

The developed SMDACS is stand alone and used in
small experiment. The system can be used for acquiring
slower sampling data for longer duration using digitizer
module. Other than this the module generates different
timing pulses using TTL delay generator to synchronize
with other system. The system also generate digital
pattern or to acquire system status using digital input /
output module. The analog signals generated using digital
to analog converter is used for analog pattern generation.
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VEPP-2000 LOGGING SYSTEM*
A. Senchenko, D. Berkaev, BINP SB RAS, Novosibirsk, Russia

Abstract

The electron-positron collider VEPP-2000 has been
constructed in the Budker INP at the beginning of 2007
year. The first experiments on high-energy physics has
been started at the end of 2009. The collider state is
characterized by many parameters which have to be
tracked. These parameters called channels could be
divided into continuous (like beam current or beam
energy) and pulsed. The main difference is that the first
one related to the moment of time while the second one to
the beam transport event. There are approximately 3000
continuous channels and about 500 pulsed channels at the
VEPP-2000 facility. The Logging system consists of
server layer and client layer. Server side are a specialized
server with an intermediate embedded database aimed at
saving data in case of external database fault. Client layer
provide data access via API, CLI and WUIL The system
has been deployed and is used as primary logging system
on VEPP2000.

VEPP-2000 PROJECT

VEPP-2000 is a new collider with luminosity up to
10*cm™s™ and the beam energy up to 2x1 GeV [1, 2].

converter

Figure 1: VEPP-2000 facility layout.

This project is a development of a previous facility of
VEPP-2M which has worked at BINP over 25 years in
energy range up to 1.4 GeV in c.m.s. and has collected of
about 75 pb! integrated luminosity. New collider uses the
existing beam production chain of accelerators: ILU — a
pulsed RF cavity with a voltage of 2.5 — 3 MeV, a 250
MeV synchrotron B-3M and a booster storage ring BEP
with the maximum project beam energy of 900 MeV (see
Figure 1). The lattice of VEPP-2000 has a two-fold
symmetry with two experimental straight sections of 3m
length, where Cryogenic Magnetic Detector [3] and
Spherical Neutral Detector [4] are located. Two other
long straights (2.5m) are designed for injection of beams

* Work partially supported by Russian Ministry of Education and
Science, basic project of BINP SB RAS 13.3.1, Physics branch of
RAS project OFN.1.1.2, Scientific school NS-5207.2912.2 and Grant
of the Novosibirsk region Government 2012
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and RF cavity, and 4 short technical straight sections
accommodate triplets of quadrupole.

The closed orbit steering and gradient corrections are
done with 1-2% coils placed in the dipole and quadrupole
magnets.

Beam diagnostics is based on 16 optical CCD cameras
that register the synchrotron light from either end of the
bending magnets and give the full information about
beam positions, intensities and profiles. In addition to
optical BPMs, there are also 4 pick-up stations in the
technical straight sections and one current transformer as
an absolute current monitor.

The magnetic field of 2.4 T in the bends is required to
reach the design energy of 1 GeV in the constrained area
of the experimental hall.

CONTROL SYSTEM
(SOFTWARE)

Modern accelerator facility is a complex system both
physical and technical meaning. It consists of many
subsystems and units, which are difficult to automatize.

Collider state is characterized by many parameters
which have to be tracked. These parameters could be
divided into two groups: continuous (like beam current or
beam energy) with typical speed of change from two time
at second up to one time at ten minutes and pulsed which
are related to some event (e.g. beam transport event called
“Shot”). There are approximately 3000 continuous
channels and about 500 pulsed channels at VEPP-2000
facility.

Control system is multilayer distributed system with
specialized hardware server at lower layer, client program
at upper and utility server between them. It was build
according to the concept of independent subsystem
control. Such approach allows us to create a small
program with strictly divided responsibility.

Other
Programs

'Log Server

Middleware

‘Specialized
. Server L

“Specialized -
Server

il i 1

Hardware Hardware

Figure 2: Control system schema.
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LOGGING SYSTEM

Rationale

The collider state is characterized by many parameters
which changes with a different rate. Some time operator
can’t detect deviation of parameter and analyse it. That's
why it is necessary to save changes of all parameters.

Such information could be used for investigation of
system faults and correlation of subsystems.

Architecture

The Logging system is built on client-server
architecture. Client layer provide data access via API, CLI
and WUIL Server side are a specialized server with an
intermediate embedded database aimed at saving data in
case of external database fault.

[ |

( Logging
; API Protocol -

CLI

~

e
& x 3
" Data Storagelayer s——

Client Layer Server Layer

DBMS

Figure 3: Logging system architecture.

Client Layer

Client layer consists of API for interacting with logging
server and CLI for accessing data. API and CLI were
implemented in C/C++, since most of the client
applications were implemented in C++. To simplify
extending VCAS [5] with logging, Qt version of API was
developed as well.

Web User Interface

Web user interface provide interactive access to stored
data. At the present time WUI is implemented in Python
using web2py framework [6] and mathplotlib [7]. This
framework was chosen for several reasons: author’s wide
experience with Python development and fast application
development.

— VEPPIFZ

o I —
|
L”W
a0 I
B e
Figure 4: Web user interface.
Server Layer

The server layer consist of logging server. Logging
server is a core of logging system. It perform data
collection and data optimization.
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Logging sever consists of network module, continuous
module, pulsed module and storage module(see Figure 5).

Network subsystem handles network communication
and dispatches request to the appropriate module.

Continuous module perform data optimization and
simple data validation.

Pulse module handles pulse data connect interesting
continuous data records to certain pulsed data record.

Storage module saves data to temporary database and
moves saved records from temporary database to main
database.

Continuous) Storage
» Network O
| Pulsed .

Figure 5: Logging server structure.

Temporary databased is used for data buffering before
bulk insert to DBMS. It allows to save data in case of
main DBMS fault or inaccessibility. For this purpose
BerkeleyDB Java Edition [8] was chosen. It has no
external non-Java dependencies and could be launched
regardless of the installed software.

The prototype of server was developed in python. It had
acceptable throughput, but peak loads may cause
instability of whole system. Current version of server was
implemented in Java. Test shows good server stability in
case of 8000 channels at constant load and up to 20000 at
peak load.

Optimization Algorithm

The main purpose of optimization algorithm is to
reduce disk resources used by stored data.

All continuous channels have different rate of change.
Some channels change every second (beam currents),
some every 5 seconds or more infrequently. That's why is
seems rational to introduce some threshold. If the
difference of the previous and new values is less than

threshold, then value considered unchanged.
Value

ZTI

\Threshold

XA

Y

Time / t

Figure 6: Optimization algorithm example.

This algorithm allows to reduce the rate of data growth
from 3.4 MB/day to 1.28 MB/day per channel.

Data Storage Layer

Logging system produces a large amount of data. To
access data in reasonable time, it should be indexed. The
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most common decision is to use relational DBMS.
Postgresql [9] was chosen. There are several reasons:
team of VEPP-2000 has experience of working with it, it
is in active development, it has tools for replication and
balancing.

CONCLUSION

VEPP-2000 logging system is a part of control system.
Architecture  of the system is based on
client-server approach. It provides interfaces to save and
access data. Temporary databased is used for data
buffering before bulk insert to DBMS. Test shows ability
to process up to 8000 channels at constant load and up to
20000 at peak load without affecting entire system.

Optimization of data is held by server. Optimization
reduces data rate reduce the rate of data growth from 3.4
MB/day to 1.28 MB/day per channel, producing up to 2
Gb per day.
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DEVELOPMENT OF DATA ACQUISITION SOFTWARE FOR VME BASED
SYSTEM

A. Kumar, A. Chatterjee, K. Mahata, K. Ramachandran, BARC, Mumbai, India

Abstract

A Data Acquisition system for VME has been developed
for wuse in accelerator based experiments. The
development was motivated by the growing demand for
higher throughput in view of the increasing size of
experiments. VME based data acquisition system
provides a powerful alternative to CAMAC standards on
account of higher readout speeds (100 ns/word) resulting
in reduced dead time. Further, high density VME modules
are capable of providing up to 640 channels in a single
VME crate with 21 slots. The software system LAMPS,
earlier developed for CAMAC based system and used
extensively in our laboratory and elsewhere has been
modified for the present VME based system. The system
makes use of the VME library to implement Chain Block
Transfer Readout (CBLT) and gives the option of both
Polling and Interrupt mode to acquire data. Practical
throughput of ~250 ns/word in zero suppressed mode has
been achieved.

INTRODUCTION

With increase in size of Nuclear physics experiments, a
secular trend toward higher throughput bus standards has
been observed. VME [1] - an acronym for VERSA
Module Euro card — provides a powerful alternative to the
CAMAC standard on account of higher readout speed
(100ns/word) leading to significant reduction in dead
time. High channel density VME modules significantly
bring down the expenses involved in acquisition of data
per channel. Further, usage of optical fiber link makes
sure that the interconnect technology doesn’t become a
bottleneck during data transfer. LAMPS [2] software,
earlier developed for CAMAC based system, has been
modified for VME based acquisition system. It currently
supports CAEN [3] V785 ADC, V775 TDC and V862
QDC and V830 scalar modules. Practical throughput,
using VME data acquisition system and LAMPS, of
~250ns/word in zero-suppressed mode has been achieved.

ARCHITECTURE

System Architecture

The VME data acquisition system (see Figure 1)
consists of VME digitizer modules plugged into the VME
backplane, controlled by master module. VME master
module (V2718) is a VME to PCI (Peripheral Component
Interconnect) Optical Link Bridge, housed in a l-unit
wide VME 6U (19” x 10.5” x 19.5”) module. Master
module is controlled using a computer equipped with PCI
optical controller card (A2818), capable of transferring
data at 80 Mbytes/second. The connection between the
master module and controller card takes place through an
optical fiber cable.

Experimental Data Acquisition

CAEN digitizer modules for VME provide features like
zero suppressed readout and overflow suppression. Zero
suppression, once enabled, prevents conversion of value
which is lower than user defined threshold. Overflow
suppression, once enabled, aborts the memorisation of
data which constitutes an ADC overflow.

y
VME Controller Driver VME Library
Slave il
VME
Master! LAMPS DAQPro
g
= Conroller
Iy PCI Bus
4 1 >
VME !
Sare Optica| Fiber B
Y

Figure 1: VME Data Acquisition system: System and
Software Architecture.

The maximum VME address space is made of 2 bytes
for VMEG64 standard. Each slave occupies a portion of
this space. Geographical addressing and address
relocation methods for setting base address are absent in
VMEG64. Thus, base address for slaves has been set at
hardware level by means of rotary switches. Various
registers of VME slave can be accessed, thereafter, by
adding relevant offset to the module’s base address.

LAMPS program

LAMPS is a data acquisition and analysis package that
supports, apart from VME, a number of CAMAC
controllers. It has been written in C and user interface has
been implemented using GTK.

It allows for online spectra building (see Figure 2) and
can also be used for offline data analysis. It provides,
inter-alia, tools for performing calibration, peak fit, peak
search, quick fit and obtaining the area and centroid of a
spectrum region.

It runs under Linux and can also be made to execute on
Microsoft Windows through Cygwin [4]. It is designed
for large scale experiments and is in use at BARC-TIFR
Pelletron laboratory, since August 2002.
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Integration with LAMPS program

The data acquisition program LAMPS was adapted to
work with VME hardware. It makes use of the VME
library provided by CAEN to transfer data using Chain
Block Transfer Mode (CBLT) over an optical fiber link.
The vendor supplied library provides function calls to,
inter-alia, open and close communication and execute
different read/write cycles.

CBLT with interrupts has been used for acquiring data.
CBLT mode allows sequential readout of multiple slave
modules selected by a single address cycle. It allows for
data readouts belonging to same physical event from
several contiguous boards in a crate limited to 256 words
per CBLT cycle.

Assignment of address to modules in CBLT chain is
done at the start of acquisition. The first module in CBLT
chain raises an interrupt after output buffer crosses a
threshold number of events. Upon receipt of interrupt,
CBLT data transfer is initiated which is completely
transparent to the master. It makes use of IACKIN-
TACKOUT daisy chain line present in VME backplane to
propagate the readout token across the CBLT chain.

[
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Figure 2: Spectrum acquired using VME DAQ through
LAMPS.

Master gate blocking is essential to have any
meaningful acquisition with VME, failing which a good
number of events could be corrupt depending on data rate.
In our setup, BUSY outputs, from digitization modules in
the CBLT chain, are ORed together to block the master
gate. This prevents event mismatch/corruption by
ensuring that the modules which have finished digitizing
quickly, as compared to others, cannot accept the next
master gate.

To present the same familiar GUI to users and retain the
overall structure of the LAMPS program, only minimal
changes in GUI were introduced to accommodate VME
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specific features. The system has been tested successfully
and is in use in at BARC-TIFR Pelletron facility.

CONCLUSION

The VME DAQ in the current form provides us with a
powerful system because of the large number of
parameters which can be acquired simultaneously and its
ability to handle high event rates. Broad based support
from all leading vendors has given an impetus to the
adoption of VME based system and has equipped users
with a potent alternative.
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MICROCONTROLLER BASED DAQ SYSTEM FOR IR THERMOGRAPHY
BY HOT AND COLD WATER FLOW

M. S. Khan, K. D. Galodiya, S. M. Belsare, S. S. Khirwadkar, T. H. Patel
IPR, Gandhinagar, India

Abstract

There are many Non Destructive Techniques used in
science and industry to evaluate the properties of a
material, component or system without causing damage.
Infrared Thermography (IR) is one of them. Different
types of IR thermograph is used for different purpose. We
are using hot and cold-water flow IR Thermography
method to evaluate the Performance of Plasma Facing
Components (PFC) for Divertor Mock-up [1].

The Set-up is designed in such a way that hot and cold
water can flow in both direction inside mock-up, like left
to right and right to left using electric pumps. Eight
numbers of Solenoid Valves have been used for selection
of Water Flow Direction, thermo-couples for temperature
measurement of water, IR camera to take the images and
many others devices. This needs a very good and versatile
DAC system. We have developed a DAC system using
micro controller and LabVIEW for the acquisition of
various parameters and controlling & synchronization of
other system. Development of DAC is described in this

paper.
INTRODUCTION

The main aim of this IR thermography is to evaluate
the quality of the braze joints between PFC tiles and the
copper alloy (CuCrZr) heat sink. Figure 1 shows the
schematic of PFC test mock-up and experimental
arrangement for IR-NDT. PFC is placed in front of IR
camera at a particular distance such that the FOV (Field
of View) of IR camera can cover array of tiles. The IR
camera captures thermal evolution at the tile surface and
transfers the information to the computer for data storage
device for further processing. We have developed an IR
thermography to test the PFC components by Hot and
cold water flow method. This paper described the DAQ
for hot and cold water IR thermography by using micro-
controller 8051 and Lab VIEW.
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Figure 1: Schematic of IR-Thermography.
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HOT & COLD WATER FLOW LOOP
SETUP FOR IR-NDT OF PFCS

A schematic diagram of water flow loop facility to be
developed for IR-NDT of PFCs is given in the figure-2.
The setup is designed in such a way that hot as well as
cold water can flow in both direction inside PFCs, like
Left to Right and Right to Left.

Eight numbers of water valves have been used for
selection of hot & cold water and also used to alter their
flow directions. Flow rate is controlled by VFD. A digital
water flow meter is located at the out-let of the water
pump for measuring the flow rate of water passing
through it. Two numbers of 1.5 kW electric water-heaters
are used to heat the water in hot water reservoir. Four
numbers of thermocouples are used to monitor the
temperature of water at various locations. A water cooler
is used to provide cold water. Table 1 shows the selection
procedures for Hot & Cold water and their flow
directions.
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"'3}‘ Pipe

- (=)
\_/

Return

Pipe V-1}{

Electric Motor Electric Motor
—» — - * —
r yr
V-2, ﬁ V'4A T'
TC-1 EWH TC-2
Fé il %L‘ A V= Water Valve
o
= ] TC = Thermo-couple
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tay)

Figure 2: Hot and Cold water flow loop setup.

BLOCK DIAGRAM OF DAQ

Block diagram of micro controller based DAQ System
is shown in Figure 3. We have used microprocessor 8051.
Serial communication RS-232 is used between PC and
micro controller. Solenoid driver circuit is used to operate
the solenoid valves. Variable frequency driver is used to
run the water pumps at different pressure require for IR
thermo-graphy. A signal is given to VFD from micro
controller to operate the water pump and same signal is
also applied to IR camera to store the images. A flow
chart is shown in Figure 4.

37



WEPD18

Table 1: Selection of Hot & Cold Water and their Flow
Direction.

S.N. Selection of Direction Open Close
Hot/Cold Water Valves valves
1 Hot Right to 1,7,6,2 3,5,8,4
Left
Leftto | 1,582 | 3,7,6,4
Right
2 Cold Rightto | 3,7,6,4 1,5,8,2
Left
Left to 3,5,8,4 1,7,6,2
Right
Thermocouples PC
IR
RS-232
r'y
Micro-
Water Pump »| controller
A v
_ Solenoid
VFD N Driver
A
A 4
Pressure Solenoid
Transducer Valve

Figure 3: Block diagram of microcontroller based DAQ
system.
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OPEN-V2,V3,V6,V8
CLOSE-VLVAV5,VT
RUN WATER PUMP-1
SWITCHON
IR CAMERA

COLD WATER

FLOW
DIRECTION

OPEN-V1,V3,VE,VT
CLOSE-V2,V4,V5,V8
RUN WATER PUMP-2
SWITCH ON
IR CAMERA

RIGHTTO
LEFT

LEFTTO RIGHTTO

LEFT

OPEN-V2,V4,V5,V8
CLOSE-V1,V3,VE,VT
RUM WATER PUMP-1
SWITCH ON
IR CAMERA

OPEN-VI,V3,VEVT
CLOSE-V2,V4,V5,V8
RUN WATER PUMP-2
SWITCHON
IR CAMERA

Figure 4: Flow Chart.
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CIRCUIT DIAGRAM

Circuit diagram of DAQ system using micro
controller P89VSIRD?2 is shown in Figure 5. Port P1 is
used to control the solenoids, water pumps and hot & cold
conditions. MAX 232 IC is used for the serial
communication with the PC.
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Figure 5: Circuit diagram of DAQ system using micro
controller PSOVS51RD2.

USER INTERFACE

We have developed the graphical user interface using
LabVIEW 2011. Front panel of the LabVIEW is shown in
Figure 6. First we have to select between right and left,
after that we have to select between hot and cold.

IR THERMOGRAPHY VALVE
CONTROL PANEL

VISA RESOURCE NAME TYPE OF WATER
Hcomz +| J|HoT

-
BAUD RATE (9600) DIRECTION OF FLOW
foe00 | LEFT TO RIGHT

Figure 6: Front panel.
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LABVIEW CODE

We have developed Lab VIEW code for four
conditions. Two for cold water flow and two for hot water
flow. For each hot and cold water again divided in two
parts. One is for left to right flow and second is for right
to left flow. One of the LabVIEW code is shown in
Figure 7.

d‘HOT" Default 'h

"LEFT TO RIGHT", Default |

8 ao\l
Wr

Figure 7: LabVIEW code for hot water, left to right flow.

HARDWARE SETUP

Hardware circuit is shown in Figure 8. We have tested
the circuit using LED in place of solenoid and water
pumps. Now we will integrate the circuit with the
electrical control panel.

Figure 8: Hardware circuit on general purpose PCB.

Figure 9: Electrical control panel.
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ELECTRICAL CONTROL PANEL OF
HOT AND COLD WATER CIRCULATION
SYSTEM

Hot and cold water system electrical panel is shown in
Figure 9. We will use the developed DAQ system in such
a way that we can operate the system for the control panel
as well as from the PC remotely.

RESULT

We have successfully implemented and tested the
hardware circuit on a general-purpose board. at present
we have tested it with led in place of solenoid valve and
motors. now we will integrate it with the electrical control
panel.
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SMART STRUCTURED MEASUREMENT PROCESS FOR VERSATILE
SYNCHROTRON BEAMLINE DATA AT ANKA

T. Spangenberg*, D. Haas, W. Mexner
KIT, ANKA - Synchroton Light Source, Karlsruhe, Germany

Abstract

An unstructured measurement process might deliver the
needed quantity of primary data for an experiment. But
the achievement of the scientific results depends more
and more from the offered opportunities of embedding
these measurement data into its specific context with a
metadata description and a complete life cycle
management.

Obviously the design of a measurement process
influences the potential applicability of an experimental
setup for its scientific purpose and of course its options to
fulfil a contemporary data management. ANKA’s Tango
based environment offers in principal varying approaches
with different implementation efforts and coverage of
scientific or information technology requirements.

At ANKA we have set up a smart structured
measurement process which stand out due to its seamless
integration into the overall data management, the support
of recent control concepts for fast data generation as well
as its support of well time-tested SPEC based scan
systems. The presented measurement process focuses to
the minimal implementation for all involved components
without a break of well accepted habits.

INTRODUCTION

Currently at synchrotrons used control systems like
EPICS, TACO, or TANGO [1] are focusing to the
problem of retrieving and delivering digitized data from
the measurement process at the experimental stations as
well as at all peripheral equipment.

The growing amount of available digitized
measurement data, which is organized by hand in a first
straight forward approach, led to a situation which does
not permit an automated data management. Solutions for
crosslinking and archiving them are strongly demanded.
Some effort is done - not only in the synchrotron
community, e.g. LSDF[2] and HDRI[3] - to implement an
extended data management to these scientific data.

The new at ANKA introduced smart concept offers the
base for the implementation of the desired automated
overall data management with minimised efforts.

The experimental beamline stations at ANKA were
originally designed on the basis of SPEC [4] (see Fig 1,
part A). In this context the SPEC output defines which
meta- and measurement data will be saved in an ASCII-
file. Measured data is collected from fast (~ms) directly
by spec driven devices (green part in Fig. 1) or other slow
speed-triggered-TANGO-devices (blue part in Fig. 1). As
SPEC can be used as TANGO server and client at the

*thomas.spangenberg@kit.edu
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same time [5] it is used as a user interface as well as a
scan server for X-ray beamline experiments.

Figure 1: The logical beamline layout (The realised part A
and the currently developed extension in part B).

Autonomous devices outside SPEC are partially
synchronized and triggered by an electrical signal based
trigger and gating system (yellow in Fig. 1). The
disadvantage of this scenario is that each device is
generating its own unmanaged data file separately. Also
the WinCC OA [6] overall SCADA system collects
asynchronously and independently peripheral data in
parallel. WinCC OA was extended by TANGO server and
client capabilities [7].

The resulting already three data sources (symbolised as
disks in Fig. 1, part A), indicates a strong evidence that
there is a reasonable demand for an experiment
coordination service (ECS).

The role of such an ECS in the experiment workflow is
in general not a new idea and was in our case already
implicitly present by the coded scheme of SPEC. The
sequential synchronous nature of that data acquisition
approach so far was the major reason to separate it from
spec and set up a special dedicated ECS device server.

The key for interlinking the retrieved information is the
metadata. Therefore the objective will be achieved by a
careful attention to the dedicated retrieval and processing
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this type of data. The currently used control systems are
offering no generalised approach to this issue.

The missing standardized functionality on control
system level currently is leading to different site
dependent solutions. At ANKA we are implementing a
new smart approach addressed to that problem which
respects the current control system implementation. Very
special attention was given to avoid bottlenecks in speed
or to loose flexibility for the future.

EXPERIMENT COORDINATION
SERVICE

A distributed TANGO setup of independent servers as it
is shown in Fig. 1 requires a task scheduler and a
dedicated system for collecting metadata. Both are
provided by the ECS which acts as a TANGO server and
client.

Created data has to be announced to the ECS by the
cooperating scan server or other special devices (e.g.
WinCC OA). Typical collected information are filenames
and data locations, owner of the data and directives for
their further processing. The measured data itself is not
touched at this stage of processing. Furthermore
peripheral logging data (e.g. vacuum pressure, air
humidity) can be collected and processed for archiving.

The ECS is focused to the needs of a further automated
organisation and archiving of the measured data. The
implemented ECS manages an order queue (FIFO) of
experimental demands (ED) (see Fig. 2). An ED-tag
contains 3 sub tags referencing the scan server, the results
and the administration part. As the majority of other
interactions to that device they are injected as a string by
a simple TANGO command. The string is formatted as a
XML based telegram.

A XML telegram might be considered as a container for
arbitrary information since any additional content can be
added to the ED-tag of the experimental demand.
Conforming to XML processing guidelines this additional
unchanged content needs to be transferred to following
processing stages.

As at ANKA the current user interface and scan server
are covered by SPEC, this new ECS approach becomes
elegant possible by only a few macro extensions. For any
future development no conceptual limitations are
expected. The only specific requirement is that GUI and
scan server are cooperating by the XML transmitted
content.

INTEGRATION

The workflow of measurements with SPEC is on one
hand defined by macros and might be easily varied. On
the other hand the habits of the users are strongly
engrained and therefore recommend a hidden change in
the data collecting strategy.

From the users view the data collection is defined by a
3 level process. First of all the general output directory
for the whole experimental series is defined. This is
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currently done by an external script. In a second step the
basis name of any output is defined by a macro in SPECs

<ED #=n> <ED #=n+I>
</ED> </ED>

<experimental demand id="“12x"“>
<scanserver>

</scanserver>
<results>

</results>
<administration>

</administration>
</experimental demand>

Figure 2: Schematic construction of processing EDs.

command line (newfile). As a third step the actual scan
macro realises the desired scan and with it the data
collection is done. The data is stored in SPECs ASCII file.

Additionally triggered devices - electrically by the
yellow trigger or by the TANGO bus (see Fig. 1) are
offered directories to store their data. Following-up the
smart integration concept the produced results has only to
be declared to the ECS. A modification or special
adaption of the used device servers with respect to storage
behaviours is avoided.

The hook concept of SPEC permits the customisation
of the latter two steps in such manner that SPEC respects
the ECS order queue and cooperates by exchanging
logging information.

Virtually SPEC is divided thereby into a (G)UI and a
scan server and becomes a simple server which might
trigger other devices. The logical division is not visible for
the user but technically the command line UI from SPEC
might be used for any scan server and vice versa a
separate GUI might drop a SPEC scan server request.

SUMMARY

At ANKA we have set up a new smart structured
measurement process (ECS). The new at ANKA
introduced smart concept offers the base for the
implementation of the desired automated overall data
management with minimised efforts. The implemented
ECS manages in a first approach an order queue (FIFO)
of experimental demands. Currently the ECS is collecting
metadata in a XML file added to the experimental results.
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The ECS itself was introduced into the well time-tested
SPEC measurement environment without breaking
accepted habits and SPEC was improved to act in the
TANGO environment as a virtually divided cooperating
UI and scan server.
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POST-MORTEM ANALYSIS OF BPM-INTERLOCK TRIGGERED BEAM
DUMPS AT PETRA-III

G.K. Sahoo, K. Balewski, A. Kling
DESY, Hamburg, Germany

Abstract

PETRA-III is a 3" generation synchrotron light source
dedicated to users at 14 beam lines with 30 instruments.
This operates with several filling modes such as 60, 240
and 320 bunches with 100mA or 40 bunches with 80mA
at a positron beam energy of 6 GeV. The horizontal beam
emittance is 1nmrad while a coupling of 1% amounts to a
vertical emittance of 10pmrad. During a user run
unscheduled beam dumps triggered by Machine
Protection System may occur. In many cases the reason
can be identified but in some it remains undetected.
Though the beam is lost some signature is left in the ring
buffers of the 226 BPM electronics where last 16384
turns just before the dump are available for post-mortem
analysis. Scrutinizing turn by turn orbits and the
frequency spectrum measured at a BPM can improve
understanding of such a beam loss and may help to
increase the efficiency of operation by eliminating the
sources. Here we discuss in detail the functionality of a
Java GUI used to investigate the reasons for unwanted
dumps. In particular, the most effective corrector method
is applied to identify correctors that might have perturbed
the golden orbit leading to violations of the interlock
limits.

INTRODUCTION

PETRA-III [1] is a 3" generation synchrotron light
source commissioned with positron beam energy of 6
GeV and 100mA stored current at betatron tune values
(36.12, 30.28). The horizontal beam emittance is 1nmrad
while a coupling of 1% amounts to a vertical emittance of
10pmrad. The machine is dedicated to users for
experiments from 14 beam lines with 30 instruments. This
operates with several filling modes, such as 60, 240 and
320 bunches with 100mA or 40 bunches with 80mA.
During the normal user operation, there are unscheduled
beam dumps triggered by Machine Protection System
(MPS) [2, 3]. These triggered dumps may be before or
some times after the loss of beam. The loss of beam after
the beam dump by MPS is understood as the reason as
implied by the protection system. But the loss of beam
before the beam dump by MPS or sudden fall of beam
current and subsequently filled up by top up are
unexpected. In these cases the reason is not identified or
some cases it is undetected. But, though the beam is lost,
it left some signature on its post-mortem data. From these
data proper scrutinization of turn by turn orbits and the
frequency spectrum measured at a BPM can improve
understanding of such a beam loss and may help to
increase the efficiency of operation by eliminating the
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sources of disturbance. For these purposes, there are 226
Beam Position Monitors (BPM) distributed in 2303.952m
ring to monitor the transverse orbits by Libera System[4].
These BPMs are connected with a Ring Buffer where
continuously 16384 latest turns of data for each BPM is
stored in Libera. When the Libera server receives a beam
dump signal from MPS, it dumps 16384 turns of orbit
data for each BPM to an Archive Server with an event
time stamp for post-mortem analysis. It is worth to
mention that the revolution frequency of PETRA III is
130.121 kHz. Though there are 226 BPMs, all are not
activated to trigger a MPS signal. The BPMs in damping
wiggler sections in West and North, the BPMs in DBA
sections are activated with lower and upper limit of orbit
deviations in transverse plane. If the orbit deviations are
beyond these limits at any of such special BPM then
Libera initiates an interlock event to MPS to fire a beam
dump signal. As mentioned above the post-mortem data
not only contains orbits but includes these interlock orbit
bounds and the X-signal of beam intensity. These post-
mortem data are huge and contains a lot of information
which we want to extract and analyze in this paper using a
Java Graphics User Interface (GUI) Web application.

The GUI is developed in Java. It requires JRE 6+ or
Java Web Start 1.5+ to run with a memory of 1024MB. It
uses FORTRAN subroutine MICADO[5] of CERN
library of MADx program for its most effective orbit
corrector [MEOC] method. The FORTRAN subroutine is
called via a Java Native Interface (JNI) written in C. To
run in every computer, where FORTRAN library routines
are not available, this code temporarily copies FORTRAN
runtime library files (DLL) into TEMP directory of the
user. The post-mortem data are downloaded iteratively
from the Archive Server [6-8]. Due to heavy demand on
this server, sometimes maybe bit difficult to retrieve data.
If occasionally null data is retrieved then one has to read
the event once again.

Here we describe the beam dump events for the
tripping of corrector magnets, wrong setting of power
supplies, failure in RF system temperature regulations,
unclosed injection kicker bumps etc. The main features
are looking into the frequency spectrum [9] of turn by
turn orbits of a particular BPM; the MEOC method is
applied to identify correctors that might have perturbed
the golden orbit leading to violations of the interlock
limits at an active BPM. Due to transient malfunction of a
magnet, the orbit will grow and surpass the interlock
limits at some special BPM and the beam will be dumped
by MPS. In post-mortem analysis this change in orbit can
be corrected by a few correctors using MICADO to
investigate the cause of beam loss in transverse plane.

43



WEPD22

Fure 1: The graphics user interface GUI-MEOC used
for Post-Mortem Analysis of BPM-Interlock Triggered
Beam Dumps.

GUI-MEOC

The Java GUI-MEOC as shown in Figure-1 has 3major
panels along with the menu bar at the top. They are the
Graphics Panels in the left, command Button Panel in the
middle and information Table Panel at the right. These are
briefly discussed below.

The Table Panel contains information about the 226
BPMs, 687 horizontal correctors, and 608 vertical
correctors. These are real or artificial correctors
assembled to analyze the cause for beam loss. For this
purpose the dipoles, quadrupoles, and sextupoles are split
into two parts and an artificial corrector is inserted in
between.

In the left there are 5 Tabbed Panes that display the
graphics for four different types of observations. These
tabbed panes are:

Orbits: This displays the transverse orbits (x, y) for
selected BPM and selected range of turns. Once you are
in this pane and want to show the orbits for another BPM.
Then select the BPM and click ‘Update Plot for (Orbits/
Sum Signal)’ button.

Sum Signal: This shows the ) -signal (sum of BPM 4
plate voltages) of the selected BPM in the top and the
transverse orbits below. With this you can observe the
orbits as a function of sum signal. Once you are in this
pane and want to see the orbits for another BPM. Then
select the BPM and click ‘Update Plot for (Orbits/ Sum
Signal)’ button.

Orbit Correction: Mostly it is blank as you select it.
This pane is automatically selected for most effective
orbit corrector method and the corrected and uncorrected
orbits are displayed.

Frequency Spectrum: As you observe the orbits in the
first pane. In the back ground the frequency spectrum is
calculated and plotted in this pane. One can observe the
spectrum only after the first pane is clicked.

Archive Interlock Events: This pane is open in the
beginning of initialization of the GUI. It displays the
recent interlock events occurred for last 7 days including
the current day. By default the most recent event is
selected in the Event List Table of ‘Select an Interlock
Event’ Panel. Now select the event of your interest by
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clicking over the list. Click the button ‘Read data for
Selected Event’ to read post-mortem data from Archive
Server.

In the middle, the Button Panel has four subpanels such
as Correction Panel, Turn by Turn Panel, Update Panel
and Axes Control Panel. They are briefly described here.

Correction Panel: This Panel is mostly used for
MEOC. The button ‘Save Reference Orbit’, once
clicked, saves the reference orbit for the turn number as
mentioned in the text field of ‘Reference’. The button
‘Save Perturbed Orbit’, once clicked, saves the
perturbed orbit for the turn number as mentioned in the
text field of ‘Perturbed’. nCx and nCy are the number of
correctors to be used for MEOC in horizontal and vertical
planes respectively. In the left, there are choices for
horizontal or vertical plane for orbit correction. By default
both are selected. One can select or deselect for particular
plane. Once the reference orbit, perturbed orbit, No. of
correctors and plane are selected, it is ready for orbit
correction. Click the button ‘Execute Correction’.

Turn by Turn Panel: This Panel is used for turn by
turn data analysis. The current turn number may be
entered by typed in or be selected by clicking in the chart.
The turn by turn orbit is displayed by clicking the button
‘TbyT Show Orbit’. If the selection box ‘Difference
Orbit’ is ticked, then the difference orbit between the
reference orbit and the current orbit is displayed.

Update Panel: This Panel is used for update of
transverse orbits or sum signal display. To navigate to
another BPM you may click the button ‘Update Plot for
(Orbits/Sum Signal)’. As you know the Fast Fourier
Transform (FFT) works for 2™ data points. To keep the
data points to this order, once the upper limit of turn
number is selected, you may use Combo Box to select the
lower limit of turns so that it will lie within 16 to 16384.

Axes Control Panel: This last portion of the Panel is
used for graphics axes control. In addition, the Menus in
the Menu bar extend some additional jobs that necessary
for users. ‘Show Poincare Map’ shows the Phase Space
plots at the center of undulator sections for all the DBA
cells for 16384 turns or for a selected range of turns.

RESULTS AND DISCUSSIONS
Tripping/Wrong Setting of a Magnet

The orbits are corrected using slow orbit correction [10]
with SVD using 191 horizontal correctors and 187
vertical correctors employing 226 BPMs. In normal
operation, the golden orbits are maintained with Fast
Orbit correction using SVD with 40 fast correctors on
either plane. During the process of correction some
correctors may set higher currents than desire leading to
high orbit oscillations. This can also happen due to
improper setting of other magnets such as quadrupoles
and sextupoles etc. A small change in set current can be
treated as an effect of an artificial corrector incorporated
in it. So, in case of unknown beam dumps, the change in
orbits in post-mortem data may be corrected choosing a

Experimental Data Acquisition
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few numbers of correctors. The MEOC is utilized to
investigate the suitable corrector that might have
perturbed the orbit beyond the interlock limits. For
example, the event (Sun Dec 04 09:18:13 CET 2011) was
due to the failure of the wvertical corrector magnet
PKVSX SR 82 which was setting wrong values that lead
to beam dump. You can see from Figure 2 that the
difference vertical orbit was well corrected to zero using
the same corrector.

o 11l | )
ol 111 \ |1

vn\l‘ll ‘VIHI“’I 1 M“‘Y“
AR AR N A

i

¥ (mm)

A‘A‘l,]ll’i]"" l”l““ “Yl'

Positi

Figure 2: Vertical orbit correction for the Interlock Event
on Sun 04 December 2011 at 09:18:13 which indicates
PKVSX SR 82 wvertical corrector as the source of
disturbance.

Regulation Problem & Tripping of RF System

As per statistics the major beam dump is associated
with RF system of PETRA III, though gradually it is
delivering more stable operations. We have seen drop in
beam current during top up mode as shown in Figure
3(a,c).Sometimes it is refilled with top up and sometimes
not, rather leads to self-triggered beam dump. This may
be due to not proper regulations in temperature control of
cavities. We have seen the frequency in spectrum analysis
of orbits during such a failure. As shown in Figure 3(b),
we clearly see the dispersion orbit in arc sections looking
to the difference orbit in the trailing edge of BPM sum-
signal, indicating the failure of RF system when all
magnet power supplies are on.

Figure 3: (a)The effect on sum signal and the transverse
orbits during the unregulated temperatures of the cavities
in the RF system; (b) The dispersion orbit is produced as
you look into the difference orbit during the failure of RF
system while all magnet power supplies are on; (c)
frequency spectrum at a BPM.

Unclosed Injection Kicker Bump

The machine operates in top up mode with 1% current
variation. Depending on number of bunches filled, the
beam lifetime varies and as a result the beam is injected at
different time intervals. It is observed that due to some
unforeseen reasons the injection bump is not closed in
some rare cases. This led to beam dump due to large
oscillations in orbit in the injection plane as shown in
Figure 4(a).
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Drifting of a Quadrupole Magnet Power Supply

In rare cases the read back current of quadrupoles or
other magnets drift from their corresponding set values
resulting gradual drift in orbits leading to MPS beam
dump. In Figure 4(b,c) one can observe the behavior of
quadrupole QA4 OL 61 and the dipole magnets in new
DBA sections respectively.

Figure 4:(a) unclosed injection kicker bump; (b)the
transient behavior of QA4 OL_61;(c) 600Hz oscillations
on power supplies of new DBA octant dipole magnets.

CONCLUSION

This Java GUI Web application is used for post-mortem
analysis of MPS beam dumps for PETRA III. It
reproduces the source of disturbance accurately for
simulated beam dumps by setting higher currents in
corrector magnets. This may be intuitively used to apply
for other unknown cases, where a corrector set wrong
higher value temporarily and come back leading to a
beam dump. Same may be applicable for quadrupoles,
sextupoles etc. This program is also utilized to trace the
orbit perturbation and frequency spectrum left behind by
RF system, injection kicker, quadrupoles and corrector
magnets which has enabled us to remove the cause of
such perturbations for optimal operation of PETRA III
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DESIGN AND IMPLEMENTATION OF LABVIEW™ BASED GUI FOR
REMOTE OPERATION AND CONTROL OF EXCIMER LASER FOR
PLASMA WAKEFIELD ACCELERATION EXPERIMENT

K.K. Mohandas, K. Mahavar, "R.A.V. Kumar, IPR, Gandhinagar, India
S. Joshi, A. Sharma, Nirma University, Ahmedabad, India

Abstract

The paper describes the development of a GUI based
control software for control/operation, maintenance and
data logging of a Coherent CompexPro 102 Excimer
Laser (ArF, 193 nm) using LabView ™ instrument control
software.

INTRODUCTION

The Coherent COMPexPro102 Excimer laser (Fig.1) is
an ArF gas based UV laser operating at a wavelength of
193 nm. This laser uses Ar, F2, Ne, and He gases for its
operation. The laser can deliver a maximum energy of ~
200 mJ at 15 ns pulse width and capable of operating at a
pulse repetition rate of 1-20 Hz. The laser is normally
controlled using a tethered control panel which has a
cable length restriction of around 3 meters. In order that
the laser can be controlled and monitored remotely, it is
essential that a GUI based interface be developed. The
block-diagram of system showing the gas feed system, the
I/O system and the energy meters is shown in Fig.2.

Currently, the operation of the laser is carried out
manually using the wired keypad. The main motivation of
the development of this GUI is for easier user
convenience as well as for future use when the laser will
be used to generate lithium photo-ionized plasma for the
plasma wakefield accelerator experiment system. In the
experiment, the laser operation will be carried out
remotely and the laser system will be integrated with the
accelerator system operations via LabView™ instrument

Figure 1: The Excimer laser system.
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control software. The GUI of the laser will be integrated

with the GUI’s of other components of the experiment

Main Secondary
walve valve

MV-1 sV
Gas 2 (Butfer) ’-
-
Hec h V2
Internal Energy
Gas-3 [Rara) T | e | Laser
5. re) b
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Compaex Pro Excimer Laser

FleldMAX-II
Energy Meter

PPC running LabView

Figure 2: Schematic diagram of the excimer laser system
showing the gas lines, /O interfaces and energy
calibration layout.

such as accelerator operation, precision heater controls for
the plasma chamber, vacuum /gas fill systems as well as
data acquisition equipment, thus providing a single
window control of the whole experimental system.
Routine laser operation (setting of parameters and running
of laser), maintenance operations like gas fill and energy
calibration, logging of laser parameters etc., which are
currently being carried out manually will be automated
using the GUL

This paper presents the development of the module for
the excimer laser, i.e.,, the required LabVIEW™ virtual
instrument modules, GUI interfaces and the required
display screens for laser control, parameter display, gas
fill operation as well as documentation/logging of the
operational parameters of the laser system. The paper also
presents the development of a completely automated
module for calibration of the internal energy meter of the
excimer laser with a calibrated external laser energy
meter (Coherent FieldMax-II). This procedure is
necessary as the performance and calibration of the
internal energy meter which is used by the laser system to
stabilize its laser output can vary over a period. This one-
switch, automated operation provides a linear-fitted
calibration of the internal energy meter with that of a pre-
calibrated commercial energy meter. This procedure is

Latest Trends in GUI
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usually carried out after each gas fill to make sure that the
health of the laser system is good.

Start

1

[ closemvatomvs |
]
| Flushing GASA will b done |

[ Close MVt to WV ighty Open SV to sV4 |
|}

| Flushing 6481 o GAS4 willbe done |

| Close sv1to5v4 0pen V1104 | | [ purging Halogen will b done |

I Open SV1 oSV atdr | [ Read parametersandsave |

New Fill wil be done

Figure 3: Flow-chart for Gas-Fill Operation.

The I/O control of the laser is established via a standard
RS-232 interface coupled to the PC through a RS-232-to-
USB interface. LabVIEW™ tools like web-publishing
Tool, structure palette, string, VISA palette have been
used to design this graphical user interface.

The laser is designed to be controlled either from the
control panel or from a remote PC but not from both at
the same time.

Field-MAX-II-P energy meter with an energy sensor
optimized and calibrated for use with 193 nm UV laser is
used for external energy measurement. The UV sensor
incorporates a DUV quartz diffuser for increased coating
damage resistance. The energy meter has USB I/O
connectivity and hence could be seamlessly integrated
into the laser GUL

MODULE FOR GAS-FILL OPERATION

Excimer Laser uses a mixture of various gases
depending on the wavelength of operation of the laser.
The 193 nm operation of the laser uses he, Ne, Ar and F
gases in various proportions which are decided by the
laser system at the time of gas filling operation. The gas

Figure 4: Front-Panel for Flushing gas lines.
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Figure 5: Front-Panel for New fill and Purge line.

fills have to be carried out periodically so as to maintain
the laser at its operating energy. The flow-chart of the
gas-filling process based on which the GUI has been
designed is shown in Fig.3. In this GUI, gas flushing,
new-fill, purge-gas line and data logging are
automatically carried out.

Front Panel for Flushing gas Lines

Gas flushing is an essential step to clear the gas lines of
all impurities before the actual gas fill operation is
initiated. When this operation 1is initiated from the “Flush
Line” GUI, all the gas lines will be flushed using helium
gas and since Fluorine is a corrosive gas, that line is
flushed twice as a precautionary measure. The image of
the GUI for Flush Line is shown in Fig.4.

Front Panel for New-Fill and Purge Line

This GUI assists in the gas-fill procedure. Once the
“NEWFILL” operation is initiated, the GUI will prompt the
user to open or close appropriate gas valves (MV1/SV1 to
MV4/SV4) and go through the process of first evacuating
the gas lines and the laser cavity and then filling all the

Figure 6: Front-Panel for post gas fill parameters.

=
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| Monitor system Date and Time |

l

Set MODE by use "Select Mode’
(HVNGR. HVPGR. EGYNGR. EGYPGR)

Set parameters
HV, Energy, Repetition rate

Set Burst mode
(Burst pauses and Burst pulse)

Monitor system parameters
And data logging

Figure 7: Flow chart for monitor and set laser
parameter.

required gases at appropriate pressures into the laser
system. Currently, these gas valves are manually
operated. In future, the whole operation could be fully
automated if the manual valves are replaced by
electrically controlled valves. Once the gas fill is over, the
GUI will automatically flush the gas lines and purge the
lines with inert gas for safety. The GUI for the gas fill is
shown in Fig.5. Post gas-fill parameters of the system
are shown via GUI shown in Fig. 6. This also logs the
data to the log file.

Front Panel for Display of Laser Maintenance
Parameters

Other system maintenance parameters such as gas
pressures, filter ratio (lifetime of the halogen filter), total
laser pulses, pulses after refill, tube temperature etc can
be displayed.

By using the “STARTRP” command, these parameters
can be logged into an Excel file for laser maintenance
purposes. The flow chart for this GUI is shown in Fig.6.

VUL FUR CALLMER LADCR
PORT INTIALIZATION MOMITOR ALL PARAMETER  GAS-FILL OPERATION ENERGY _CALIDRATION STOP MELP

Se_Parwier | st ooy

srame |12:04:05

oppeRATION WovE | OFF,0

ENERGY |2 ml

HoOE HV NGR
repar (10 Hz comT 28656 I
e 30 kv REPETATION RATE () Hz

L 00 gy

MEBEST 1) g)q0s
PRESSURE 3061 mbar
CEECEN00 G
ENERGY 200 md

SToP LAcER.

Figure 8 : Front-panel of Monitor and laser Set paramé;[-er.
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MODULE FOR LASER MONITOR AND
SET PARAMETERS

This GUI is basically to display the various operating
and set parameters of the laser. Parameters such as laser
energy, laser repetition rate and mode of operation
(Constant energy or constant voltage) can be set. Also,
there is an option to activate the burst-mode operation of
the laser if desired so by the user. Flowchart for this GUI
is shown in Fig.7. Front-panel for this is shown in Fig.8.

There are four basic operating modes under “Select
Mode” viz, HV-PGR, HV-NGR (constant voltage mode
with and without gas purge), EGY-PGR, EGY-NGR,
(constant energy mode with and without gas purge) for
setting the running mode for the excimer laser. At a time,
only one of the four options can be activated and can be
changed only after laser is in off mode.

MODULE FOR LASER ENERGY
CALIBRATION

The internal energy meter of the excimer laser taps a
small percentage of the laser beam to monitor the beam
energy. This is used for stabilizing the laser output. Over
time, the calibration of this internal energy meter
deteriorates and needs to be corrected over time. The
calibration of the internal energy meter can be done
against a pre-calibrated external energy meter. By plotting
the outputs of both the internal and external energy meters at
various operating voltages, one can determine if the internal
energy meter is correct. If the calibration is found to off
by more than an acceptable percentage, then the internal
energy meter needs be physically recalibrated. The flow-
chart for energy calibration is shown in Fig.9. The
“START CALIBERATION” process requires the outputs
of both the laser and the external energy meter to be read,
the data averaged and standard deviation determined for

I Set HV and step increment I

| Set data averaging of Laser Energy |

v

| Start Calibration |

¥

Set HV automatically |

—
2
I Laser Run I

¥
| Inerement HV | Read Ein and Eex

Take Std.dev. and mean

Compare is
HV=max.?

Save in Excel file
Plot Eex, Ein vs. HV
With linear fit

Figure 9: Flow-chart for Energy Calibration.
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GUI FOR EXCIMER LASER

PORT INTIALITATION | MONTTOR ALL PARAMETER, | GAS-FILL OPERATION ENERGY CALTBRATION |STOP| WELP|

yacpe o V(]

B~

=

Figure 10: Front-Panel of Energy-Calibration GUI.

various voltage levels. The averaged data is plotted in the
graph in-situ. After the process ends, the data is saved in
Excel form, and finally plotted against laser high voltage,
as shown in Fig 10. The data points are then linearly fitted
to obtain slopes, which are then compared to determine if
the calibration of the internal energy meter is within
acceptable limits. The internal statistical math modules of
LabVIEW™ are used for this. The logged data in Excel
format is shown in Fig.11.

Time HV E, Linfir E. Linfit Slope Slope SID
E. E, E. E. E.

H:M:S kV mJ mJ mJ mJ

11:13:52 24 103.13 104.18 109.42 108.85 14.65 1453 T35

11:15:50 25 1232 118.83 113.64 12339 14.65 1453 8.15
11:17:32 26 13742 13348 129.25 137.92 14.65 14.53 720
11:19:46 27 155.79 148.12 151.34 152.45 14.65 1453 745
11:21:52 I8 168.85 162.77 162.17 166.99 14.65 1453 6.43
11:23:43 29 181.06 177.42 178.28 181.52 14.65 1452 797

11:25:52 a0 19373 192.07 191.75 196.06 14.65 1453 735

Figure 11: Data for energy calibration saved in excel file.

LABVIEW™ DRIVERS FOR EXCIMER
LASER

In this Virtual Instrument driver (VI) file, all the Sub-
VI drivers for different commands related to the excimer
laser operation have been developed and incorporated.
The VI-Tree showing the various VI’s generated for
compiling this GUI depicted schematically in Fig.13.

Flush Command

There are four “Flush” commands are used to flush gas
lines of the various gases used for operation of the
excimer laser (Halogen, Buffer, Rare, and Inert gases).

Write Command

The four sub-routines under this VI are set/control
functions related to running of the laser ie., “Run Laser”,
“Stop Laser”, “Change value of HV”, “Repetition Rate” .

Latest Trends in GUI

Read Command

All parameters (like operation-mode, mode, repetition-
rate,HV, Energy, Pressure, System time and date, tube
temperature, etc.) of excimer laser are read by running
this VL.

LOGICAL SUB-ROUTINES
There are five sub-routines under this VI. Password
sub VI is used for the security purpose. Call VI is used
for to call VI from folder where it has been saved.
Regression is used to find relation between two
parameters by linear fit.

Mathematics

These sub-VIs are used for to estimate mean, min,
max, standard deviation and slope for data in the energy
calibration operation.

Save file
All data logging operations are carried out by this VI.

Multi Y-axes Graph
All multi X-Y graphical representations are carried out
by this VL.

Steps for Gas-fill

All  user messages related to  step-wise
explanation/confirmation of the manual part of the gas-
fill operation are displayed to the user when this VI is
run.

MODULES FOR EXCIMER LASER

There are four sub VI modules (like Port
Initialization, Gas-Fill operation, Monitor and set
parameter and Energy calibration) for excimer laser
which have been designed under this module.

CONCLUSIONS

GUI for port initialization, setting and monitor all
parameters of excimer laser, gas fill operation and energy
calibration for excimer laser are designed by serial
interface using RS-232, DB-9 connector. But, all
parameters of excimer laser are monitor and set with one
second or two second delay. Virtual instrument of
Excimer laser and external energy meter is designed using
LabVIEW™ software. Real-Time Data acquisition
will be done in various file like .doc,.pdf,.xls,.txt etc. All
laser operation will be done on internet in LabVIEW™
environment if all computers are connected
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Figure 12: View of the plasma accelerator laboratory showing the ArF laser and the plasma accelerator chamber.

in LAN.Automatic programming will be design for Laser
operations and it will be change. Laser operation will be
become faster and safe than it operate manually. Laser

| Laser VI Tree |

. S L Read | Write Data
C +
| Flushing/Sg | Command Logging

R

¥
| Buffer | I Rare I

| HV “ Energy [ Mode ] ::1:;9

Step for Gas Fill

Multi Y-Axes Graph

Laser Modules

Field-Maxll Sub VI
—hI Error Messages

Figure 13: The V-I tree for the Excimer laser.

operations are easy to operate and understand by user.
Laser Data will be transferred for long distance using RS-
232 to RS-485 converter.
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STARS ON ANDROID

T. Kosuge, Photon Factory, KEK, Tsukuba, Japan

Abstract

STARS (Simple Transmission and Retrieval System)
[1, 2] is a message transferring software for small-scale
control systems with a TCP/IP socket, and it works on
various types of operating systems. STARS is used as a
beamline control system for controlling the optical
devices (mirrors, monochrometers, etc.) for beamlines at
the Photon Factory.

We have succeeded in running a STARS GUI client on
Android using the STARS Java interface library. This
achievement has brought with it the capability of
developing a user-friendly GUI terminal using
smartphones or tablet devices. Such a GUI terminal will
help beamline users check movement near optical
devices.

OVERVIEW OF STARS

STARS consists of a server program (STARS server)
and client programs (STARS clients). Each client is
connected to the server through a TCP/IP socket, and
communicates using text-based messages (Fig. 1).

Devl

!

Device Device

Device

Figure 1: Message transfer between STARS clients and a
STARS server.

Each client program has its own unique node name, and
it sends text-based messages using the destination node
name to the server, which then delivers the messages to
the destination client. Through this extremely simple
solution, STARS is able to provide basic control system
functionality.

The STARS server program was written in Perl, and it
can therefore run on various operating systems.

BEAMLINE CONTROL SYSTEM USING
STARS

STARS has been installed in more than 20 beamlines of
the Photon Factory as a beamline control system.

Latest Trends in GUI

Before STARS was developed, the beamlines of the
Photon Factory used various control systems (e.g., the
originally developed software, LabVIEW, or SPEC) and
the hardware was controlled using a software directory.
At that time, staff members had to prepare their own
hardware driver for each control system. Since the
installation of STARS, however, hardware drivers are
now developed by a “beamline control group,” and the
beamline control system using STARS provides a
common interface to GUI programs, etc., (Fig. 2) for
handling the beamline components. This interface can
also be accessed by various data acquisition systems.

Common interface

A TCPTP S0
N Socket and
\ Iﬁ\‘l’_‘_ Common command

Ring Current

D
etc.

> Rl
- O
il i

Y

Figure 2: Common interface for handling beamline
components using STARS.

Several types of driver software for beamline devices
and common GUI programs have recently been developed
at the Photon Factory.

STARS JAVA INTERFACE FOR ANDROID

STARS client programmers are required to use TCP/IP
sockets and handle text-based messages, and although
beginners may find it difficult, it is very easy for
programmers with prior knowledge of TCP/IP socket
programming to develop a STARS client. STARS is
equipped with interface libraries for certain programming
languages (Perl, VB, C# [3], C [4], and Java).
Programmers need not be concerned with TCP/IP socket
programming using these interface libraries. We modified
a few parts of the source code for the STARS Java
interface for Android.

DEVELOPMENT OF CLIENTS USING
STARS JAVA INTERFACE FOR ANDROID

Development Environment

We used Eclipse for the development of the STARS
client program for Android. Eclipse requires the
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installation of the Android SDK and the Android Plugin.
Figure 3 shows a STARS client for Android developed
using Eclipse.

File Edt ctor Source Navigate Search Project Run Window Help
SRR B R i

B S L = |
[ | &9eve 1 Debug 5 2eve Browsing @ DOWS [F30L)
1wz -

s (SR, BoRER AR

wiitable Smart fnsert

31535 Android SOK Content Loader

Figure 3: Development of STARS client for Android
using Eclipse.

Methods

The STARS Java interface for Android was ported
from the original STARS Java interface. The same
methods used in the original interface were also used in
the ported interface, although UI (User Interface)
functions, such as Form Widgets and Text Fields, were
handled differently. This difference is described further in
the Callback Function section.

Before employing the STARS Java interface methods,
the following objects need to be defined:

import com.example.stars_control_panel.Starsinterface;
import com.example.stars_control_panel.StarsCallback;
import com.example.stars_control_panel.StarsException;
import com.example.stars_control _panel.StarsMessage;

static Starsinterface stars
= new (myNodeName, starsServerName, keyFileName,
starsPort);

In the above program, “stars” is used as the object
name, whereas “myNodeName,” “starsServerName,” and
“keyFileName” are string values, and “starsPort” is an
integer value. In addition, “keyFileName” and “starsPort”
are omissible, in which case default values are used.

Connect

The “connect” method is used for establishing a
connection. This method executes the keyword checking
procedure of STARS automatically, and throws an
exception if a connection is not established. An example
of the “connect” method and error handling is given as
follows:
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try{
stars.connect();
Jcatch(StarsException se){
//Error handling
viewPresent.setText(se.toString()),

/
Send

The “send” method is used to send messages to the
STARS server in the following manner:

//Send “GetValue” command to a node name “Devl”.
stars.send(“Devl GetValue”);

/or

stars.send(“Devl”, “GetValue”),

The “send” method throws an exception, in which case
the “try”” and “catch” functions must be used.

Receive

The messages received by the client program can be
read from the receive buffer using the “receive” method
given below:

StarsMessage rcvMsg = stars.receive(timeOut);

“timeOut” is an integer value (in m seconds) and is
omissible (default: 5000).

“StarsMessage” has the following fields and methods:

o The “getAllMessage()” method is used for receiving
all messages.

e The “from” field is the message source node name.

o The “to” field is the destination node name.

e The “command” field retains the command part of
the message.

e The “parameters” field retains
parameters used in the message.

o The “getMessage()” method returns “command” and
“parameters.”

Callback Function

When a message arrives from the STARS server, the
function set by the programmer is called using
“startCallbackHandler,” an example of which is shown
below.

some of the

public void onCreate(Bundle savedInstanceState){
super.onCreate(savedInstanceState);

setContentView(R.layout.activity _stars__control _panel
)’.

//Set callback “StarsMessageHandler()” will be called
// when a message arrives from the STARS Server.
handler = new Handler();

StarsCallback Cbh = new StarsMessageHandler(),

ry{
stars.starsCallbackHandler(Cbh);
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Jcatch(StarsException se){
//Write error handling codes here.
/
/

//Handle messages.
class StarsMessageHandler implements StarsCallback{
public void starsCallbackHandler(StarsMessage st){
if(st.command.equals("@GetValue"){
//Write message handling codes.
handler.post(new Runnable(){
public void run(){
viewPresent.setText(curVal.toString());
5
y2u
}
/

The “Callback” function of the STARS Java interface
is delivered using a “thread.” However, the Android Ul
cannot be handled from another thread. One solution to
this issue is creating a “Runnable” object and then calling
a “post” method. Thus, this is the difference between the
STARS Java interface and the interface for Android.

MOTOR CONTROL PANEL GUI FOR
SMART PHONES

We developed a Motor Control Panel for smart phones,
which is anticipated to will become a common beamline
GUI at the Photon Factory. Figure 4 shows a design view
of the Motor Control Panel on Eclipse.
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Figure 4: Design view of the Motor Control Panel.

Figure 5 shows a photograph of the Motor Control
Panel running on a smart phone (Sony Ericsson Xperia).
The Panel connects to the STARS server through a
wireless LAN and communicates with clients using a
stepping motor controller. Beamline users can remotely
control the stepping motor (Fig. 6).
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Figure 6: Stepping motor controller operated by the
Motor Control Panel through STARS.

CONCLUSION

We ported the STARS Java interface to Android, which
was demonstrated to work satisfactorily. We then
developed a Motor Control Panel for smart phones. The
development of a GUI for an Android tablet is also
possible using a similar method.

The STARS Java interface for Android and the GUI for
smart phones or tablets will be useful tools on STARS-
based control systems.
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DEVELOPMENT OF EPICS CHANNEL ACCESS EMBEDDED ACTIVEX
COMPONENTS FOR GUI DEVELOPMENT

A. Roy#, R. B. Bhole, S. Pal, VECC, Kolkata, India

Abstract

The paper describes the integration of Experimental
Physics & Industrial Control System (EPICS) Channel
Access (CA) protocol and Microsoft ActiveX technology
towards developing a generalize operator interface (OPI)
building facility for Windows platform. EPICS is used as
the development architecture of the control system in
Superconducting Cyclotron (SCC). Considering the
operators’ familiarity and compatibility with third party
software, it was decided to use MS-Windows platform at
operator interface level in SCC during commission.
Microsoft Visual Basic (VB) is used on trial basis as OPI
building platform to incorporate user specific features e.g.
file system access for data storage and analysis, user
authentication at OPI level etc. A set of EPICS Channel
Access embedded ActiveX components is developed to
ease the programming complexity and reduce
developmental time of the OPI for Windows platform.
OPIs, developed using these components and containing
hundreds of process parameters, are being used reliably
over a considerable period of time.

INTRODUCTION

The Kpeng=520 Superconducting Cyclotron, under
commissioning activity at the centre, is expected
accelerate heavy ion beams to energy up to 80 MeV/A for
fully stripped light heavy ions and about 10 MeV/A for
heavy ions. The Microsoft Windows XP was considered
as the best suited platform at operation console level
during the commissioning phase due to its compatibility
with third party software, commonly used Microsoft tools
and operators’ familiarity. EPICS [1], a standard open-
source dual layer software tool for designing distributed
control system, is adopted to implement the in-house
supervisory control software in SCC. The lower layer of
EPICS i.e. Input Output Controllers (IOC), are realised
mostly on Linux platform of various flavours to minimise
compatibility issues and maximise operational reliability
against malwares. There are standard EPICS tools e.g.
EDM, MEDM etc. for developing OPIs in general for
Linux platform. But porting these X windows based OPIs
to windows platform require third party X server e.g.
Exceed, Xming etc with expertise during installation. The
users, ranging from operators to physicists to system
personnel, have the requirements e.g. data archiving into
local file for offline / online analysis, authentication based
service, integrity with third party system etc. during
commissioning phase. As the overall control system was
not grown up to its fullest and there are no standard
facilities/methods available in the standard OPI tools to
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meet those custom requirements. Hence a methodology
was required to be devised to meet specific requirements
of this heterogeneous system. Developing OPIs for
Windows platform integrated with standard Windows

facilities, meeting user requirements, was the best option.
The development of OPIs for Windows platform involved
selection of developmental tools among the popular ones
e.g. Microsoft Visual C or Visual Basic or National
Instrument’s LabVIEW, and Borland’s Delphi and C++
Builder etc. The CA functionalities were to be
incorporated for data access by integrating the CA library
with developmental tool. This method, however, required
us to understand each development tool’s requirements
for accessing C language function calls and maintaining
this extra layer of code [2]. This results into longer
developmental time and larger coding with associated
complexity, efforts for testing and debugging for
individual OPI.

Microsoft ActiveX technology is chosen to creating
reusable, platform-independent, distributed, object-
oriented binary software components with encapsulated
CA functionalities. Microsoft Visual Basic (VB) is
chosen as the OPI development platform considering its
object oriented structure, rich GUI library and less
complicated coding style. A number of different options
currently exist for building CA clients on the Microsoft
Windows platform [3]. These include Easy Channel
Access (EZCA) [3], ActiveX CA, Simple CA (SCA) [2],
Java CA (JCA), CA Java (CAJ) [4], and calling native
code in CA via C++. EZCA is chosen to implement CA
functionalities. Several CA ActiveX components,
commonly used in OPI, are developed and are being used
to develop OPIs in considerably reduced time frame.

EASY CHANNEL ACCESS (EZCA")

The EPICS channel access APl was designed to
implement a high performance network protocol
including such features as data and connection call-backs,
event notifications and smart aggregation of data requests
[2]. EZCA is designed to provide an easy to use interface
to CA [3]. The library composed of around twenty five
API functions supporting CA functionalities e.g. data
access (process value, precision, control limits, graphical
limits etc.), error handling, grouping, monitors, and
tuning. The data types supported by the library are byte,
string, short, long, float and double. As VB is selected as
developmental tool, EZCA is chosen due to its readily
available VB interface supporting, not full but, necessary
and sufficient CA functionalities. Although the tuning
parameters of EZCA i.e. timeout and retry-count, are
provided for improving reliability, the default parameter
values are found to be suitable for our purpose.
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ACTIVEX TECHNOLOGY

ActiveX control has a number of advantages for
Microsoft Windows based systems. Among other well
developed tools for building them, we use VB in VECC.
These components are registered with the OS. This
registration tells a client application, in a standardized
manner, where they are and what features they have and
which makes late binding possible. [2]. Due to late biding
feature, once an ActiveX component is selected from the
list of registered components, all methods and features of
the component are readily available to the developer
during coding. These components can be installed /
uninstalled using standard Windows facility for adding
and removing programs.

Since the ActiveX components make calls across
process which may take more time compared to library
function call. Hence the performance issues using
ActiveX components may not be suitable for some time
critical applications. In our case, mostly the OPIs are
developed for systems e.g. Vacuum, LCW plant, trim coil
cooling system, trim coil interlock monitoring etc.
involving PC based soft IOC with minimum scan period
of 100 msec. Hence the OPI response time for monitoring
satisfies the purpose. There are control parameters e.g. set
points, binary operations (ON/OFF or OPEN/CLOSE
type) which require time criticality of the order of 100
msec. Thus the performance of ActiveX control is found
to be satisfactory.

COMPONENT LIBRARY

After surveying the types of control components
commonly used in Graphical User Interfaces (GUIs), it is
found that the components can be divided into six
categories comprising of display of textual values, display
of status using colours & images, display of alarms in
text, set-point modifier, command issuing button and
trending w.r.t. time. Therefore six ActiveX components
are developed. The CA interface is minimised to a
property called, pvName, for attaching an EPICS process
variable to the component. A function called, init, is
required to be called only once per component to initialise
CA connection management, while loading the GUI for
execution. As these components are developed using MS
Windows components, hence other properties e.g.
visibility, colour, font, border style, tool tip text etc. are
incorporated by default. A detailed description of the
components with embedded features is described below.

CA Text

The CA Text control component is used to display a
channel’s value textually. There are properties to specify
HiLimit, LoLimit and corresponding colours for
specifying alarm conditions. The display value can be
formatted either in scientific or in general format with
precision and engineering unit specified by user.

CA Alarm

The CA Alarm component is used to display colour
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coded text information corresponding to HiLimit and
LoLimit of a channel specified by user. It is developed to
replicate the conventional alarm window used in control
panels.

CA Image

The CA Image component is used to display the status
(ON/OFF or OPEN/CLOSE) of field components e.g.
valve, pump etc. with colour coded industry standard
symbols. Each display state is represented by an image
file. These may be bitmap, jpeg, png etc. The standard
Windows Mouse actions are incorporated in this
component for allowing user to take action.

CA Set-point

The CA Set-point component is used for controlling
numeric value of a channel in textual format. This is
required for modifying set-points in control system.

CA Button

The CA Button component is used for controlling state
of a binary channel. This is required for ON/OFF or
OPEN/CLOSE type operation of field components e.g.
vales, pumps etc.

CA Trend

The CA Trend component is used for trending of
process variable. This component has features e.g. Auto
scale, time span etc.

SOME EXAMPLES

The ActiveX components, developed above, are used
extensively for building GUIs for various subsystems of
SCC, RTC and other projects. These GUIs are being used
for a considerable period of time and have earned wide
acceptance among the users. Some of the GUIs are shown
in Fig. 1, 2, & 3 below.
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Figure 1: GUI for RTC Vacuum control system.

CONCLUSION

The use of the CA enabled ActiveX components results
into more user friendly, colour & textually more rich
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GUIs with less development time. As the GUIs are
developed using VB environment, hence other Windows
feature e.g. user authentication, message box, file
handling for data storage, multiple windows can be
incorporated without any extra effort.
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Figure 3: GUI for SCC LCW plat monitoring system.
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Of course, an ActiveX control is not installable on
other operating systems. ActiveX has now been subsumed
by Microsoft .NET which defines a new object model.
However, an ActiveX control can still be used directly in
the .NET environment [2].
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DEVELOPMENT OF FAST CONTROLS FOR BEAM WIRE SCANNER FOR
SuperKEKB

A. Roy#, VECC, Kolkata, India
T. Okazaki, EJIT, Tsuchiura, Japan
N. lida, K. Furukawa, KEK, Tsukuba, Japan

Abstract

Recent development towards the data acquisition
system of the wire scanner (WS) systems of the
SuperKEKB injector linac (LINAC) and beam transport
lines (BT’s) is described. A VME based system,
comprised of charge sensitive ADC (CSADC) board,
scaler board, DAC board and Event receiver board, has
been installed. The primary aim of the system is to utilise
global linac event timing system for synchronized and
mode-dependent data acquisition. A set of EPICS device
driver has been developed for new hardware e.g. CSADC,
scaler and DAC boards. The combination of latest
versions of firmware and EPICS device driver for Micro
Research Finland (MRF) Event receiver board is also
evaluated and further incorporated in this system. The
application software is developed for simultaneous
acquisition of multiple beam mode data during multimode
injection of the LINAC. The developed system is tested
successfully after integrating with the existing wire
scanner driving mechanism. The system enables the beam
size measurements at four consecutive locations that
derive Twiss parameters and ensure the reliable beam
transport to four downstream storage rings.

INTRODUCTION

The KEK 8-GeV linac injects electron and positron
beams with different characteristics into four storage
rings: KEKB high-energy ring (HER), KEKB low-energy
ring (LER), Photon Factory (PF) and PF-AR [1] [2]. The
distance from the linac to the injection points of various
storage rings is about lkm. A well controlled stable
operation is required to maintain high luminosity. A wire
scanner (WS) is useful for non-destructive monitoring of
the beam profile for such long beam lines. A set of four
WS are used for beam emittance and Twiss parameter
calculation in optics matching. There are seven such
matching sections in LINAC and BT's. The design of
WS's and its measurement software were reported
elsewhere [1, 3, 4].

At present, the WS's data acquisition system is
comprised of CAMAC based front-end hardware e.g.
CSADC, Scaler and DAC. A VME based supervisory
system, running EPICS 10C on VxWorks 5.5, is used to
control the pulse motor based WS system and
Photomultiplier Tube (PMT) high voltage. An
independent application program is used to acquire data
from CAMAC hardware and save it in a memory based
table. The supervisory system acquires the data from the
table. The data acquisition process is synchronised with
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the beam pulse by an independent gate generation system.
Since LINAC is used for injecting beam of different
characteristic into three storage rings (HER, LER and PF)
simultaneously [5], hence a system synchronised with
LINAC timing system, may be useful to acquire various
beam mode data simultaneously. A VME based system,
as shown in Fig.1, is developed to utilise timing system
events for WS data acquisition. The speed of the wire is
also changed while scanning the beam for obtaining
maximum data points in minimum scanning time.
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Figurel: Hardware architecture of the system.

HARDWARE

The new system is comprised of Motorola MVME-
5500 CPU, Hoshin V004 Scaler, Hoshin V005 CSADC,
PVME DAC, Agilent LAN/GPIB converter and Micro
Research Finland Event Receiver (EVR). The system is
connected to LINAC timing system using single mode
optical fiber through EVR. The EVR is used to generate
gate pulse for CSADC synchronised with incoming
events from global event generator of the timing system.
The movement of the wire is controlled through pulse
motor controller using LAN/GPIB converter. A GPIB
based multi-channel digital voltmeter is used measure the
absolute ~ wire  position through  potentiometric
arrangement. The DAC is used to control the PMT bias
voltage.

SOFTWARE

The Experimental Physics & Industrial Control System
(EPICS), a standard open-source dual layer software tool
for designing distributed control system, is adopted to
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implement the supervisory control software in LINAC as
well as in all four storage rings. An EPICS Input-Output
Controller (I0C), running on VxWorks 6.8, is developed
for control and data acquisition for the WS system.

Since the user interface panels are developed and tested
for the existing IOC of the WS system. Hence it is
decided to retain the same software interface with user
interface panel while developing the new system. The
foregoing requirement is resolved by designing a new
EPICS record, Wire Scanner (WS) record. In this record,
data from various sources e.g. CSADC, Scaler, Beam
Position Monitor (BPM) etc are acquired through input
links and stored in a predefined array format while
processing of the record. The maximum number of such
array is to be specified while defining the record. To
incorporate BPM data, options are kept for obtaining
BPM signals and further calibration of the BPM signals.
The Beam mode data is appended dynamically to the
array through an additional field. A field is also provided
to specify the delay in processing the record to fine tune
the hardware e.g ADC with event signal. The record is
designed as a ring buffer of the data array. A header is
provided to specify total size of the buffer and the latest
data position in the buffer. In this system, the buffer
length is kept for storing 2048 events. On each event, the
record acquires data from four scaler channel, three BPM
signals and twelve CSADC channels.

In LINAC and BT, the simultaneous top-up injections
to three rings, KEKB-HER, KEKB-LER, and PF is
realised by a global fast event-based control system [6].
In this system, various beam line equipments are
controlled through a set of event codes, broadcasted
sequentially for each beam mode. An event generator,
clock synchronised with RF, is used to sent event codes
along with clock to various event receivers distributed
along the beam line through optical link. The event
receivers decode the event codes and generate timing
signals for the related IOC's to control subsequent beam
line equipments e.g. klystrons, magnets etc. A set of
Micro Research Finland event generator and event
receiver modules are used for timing system in LINAC
and BT. There are maximum six event codes e.g.
preparation, klystron-1, klystron-2 etc. for each beam
mode in the present configuration. In the wire scanner
system, the event signals for klystron 1 & 2 are used for
data acquisition. The event signal for klystron-1 is used to
set the gate width and gate delay value in EVR depending
on the beam mode. The subsequent klystron-2 signal is
used for gate generation and data acquisition.

A set of EPICS device drivers are developed for
CSADC, Scaler and DAC hardware, while ‘asynDriver’ is
used for LAN/GPIB and existing latest driver is used for
EVR. Since there are three distinct positions of the wire
scanner for maximum signal, peak, in PMT. Hence a
combination of slow and fast speed is used during
scanning to get maximum data at the desired wire position
keeping overall scanning time to a minimum. The options
are provided for specifying high speed, slow speed, peak
positions and width around the peaks by the user.
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TESTING & TEST RESULT

The new wire scanner system is installed in the Sector
— 5 of the LINAC. After installation, the gate delay and
width are adjusted with PF, PF Study, AR and AR Study
modes. The wire speed, peak positions and width are
optimised after multiple scanning. Some minor changes
are also done in the user panel to adopt software interface
of the new system. The final system is tested with PF and
PF Study modes. The test results are shown in Fig. 2 & 3.
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It can be seen that the wire speed is fast at the
beginning of scan and becomes slow down around the
three wires. Owing to that, we can speedily take the data
points enough for obtaining the width of the peak
although the beam repetition rate is constant, e.g. 10 pps.
A user panel is developed using EPICS MEDM tool for
fine tuning of the system by specifying various
parameters e.g. wire speed, peak position, width, beam
mode etc. It is shown in Fig.4.
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Figure 4: User panel.

CONCLUSION

The new system is developed to acquire wire scanner
data of multiple beam modes simultaneously. This system
will contribute significantly for beam tuning during
SuperKEKB commissioning and subsequent stages.
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GRAPHICAL USER INTERFACE (GUI) FOR TESTING CAMAC MODULES
S.G. Kulkarni, J.A. Gore, A.K. Gupta, P.V. Bhagwat, S. Kailas, BARC, Mumbai, India

Abstract

A new program (GUI) for testing CAMAC modules
(CAMAC ADC, DAC, Input Gate, Output Register) is
developed using LabVIEW and dynamic link libraries
(DLLs). On start-up, the program initializes the CAMAC
Controller via PCI bus interface, thus enabling
communication with CAMAC modules. It can test
CAMAC modules through different controls like slider
bars, buttons etc. and display status of individual channels
with soft panel meters and LEDs. The GUI is extremely
useful in troubleshooting hardware problems of CAMAC
modules and also in developing new modules.

CAMAC TEST SET-UP DESCRIPTION

The CAMAC modules test program (GUI) is written in
LabVIEW and has one page for testing CAMAC
ADC/DAC modules and other page for testing CAMAC
Input/output Gates. Figure 1 shows the basic block
diagram of CAMAC Test set-up. The GUI communicates
with the dynamic link libraries (DLL) which in turn call
the PCI driver (associated with PCI Interface card).
Separate DLLs are used to implement CAMAC read
command and CAMAC write command. The DLL
initiates the PCI Interface card to communicate with
CAMAC controller via parallel bus interface. The
CAMAC controller accepts command from PCI Interface
card and passes that command to CAMAC modules via
CAMAC bus. If it is a “CAMAC WRITE” command then
the module receives data from PC in appropriate register
(channel number called sub address). If it is a “CAMAC
READ” command then the module sends data (from
appropriate channel number) to PC via CAMAC
Controller.

The CAMAC ADC/DAC page has user interface to
enter station number N (where the module to be tested is
present). The DAC has 8 channels and hence 8 slider bars
are used to control each channel’s voltage output from 0
to 10 V. If it a 12-bit CAMAC DAC module located in
slot number 12 and we want to set 5V at channel number
6, then station number entered into GUI is 12 and sixth
slider is used to set 5V. 0 to 10 V is converted into 0 to
4095 (as DAC is 12 bit). 5 V is converted into 2047 by
the slider control. This data is passed to CAMAC
Controller which passes this to station number 12 (it also
sets sub-address as 5 for channel number 6). The ADC
has 16 channels and hence 16 meters are used to display
individual channels voltage. The range of each meter is
from 0 to 10 V. Each channel converts analog input
(range 0 to 10 V) into digital number (0 to 4095) and this
number is read by the CAMAC controller from ADC
module’s appropriate channel register and send to PC via
PCI Interface card. The LabVIEW program will convert
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this digital number into analog voltage (0 to 10V) and
display it on respective channel meter. The page for
CAMAC ADC/DAC module testing can test one ADC
and one DAC module simultaneously.

The CAMAC Input/output gate page has user interface
to enter station number (N). The Output Gate has 24
channels with each channel controlling an isolated relay
contact. Whenever the channel receives logic ‘1’ i.e 5 V
input the relay operates and connects the output contact.
Hence if we want to turn on the contact at 8" channel
number, we have to press the eighth button (which when
pressed turns green). Internally the GUI program converts
this information into binary 24 bit word in which the
eighth bit will be ‘1’ and all other bits will be ‘0’.

Figure 2 shows us the snapshot of GUI program in
LabVIEW which controls Output register and displays
status of Input Gate. It also displays the internal logic
value of Output Register which the user has changed. This
internal register is first written by CAMAC Controller
and then read by the LabVIEW program and displayed as
24 LEDs (instead of 24 bits).

Software

CAMAC GUI LabVIEW program
7'}

\ 4
Dynamic link libraries (DLLs)
y'

A
Device Driver (PCI)
7'}

Hardware v

PCI Interface Card

A

\ 4
CAMAC Controller
A

v
CAMAC Modules

Figure 1: CAMAC Testing Set-up Block Diagram
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Figure 2: Snapshot of LabVIEW program testing CAMAC Output Register’s 8" channel (turning 8" channels relay
ON/OFF) and also watching the status of all channels.

LabVIEW GUI PROGRAM

The reason for choosing LabVIEW was ease of
programming, easy interface to DLLs (active X controls),
having many instrument palettes etc. [1]. The graphical
way of programming is easier to understand and imple-
ment. The call library node is used to call DLL files.
Separate DLL files are used for read and write operation.
The ADC status is displayed continuously by using a
Timer in the LabVIEW program which executes CAMAC
read function every one second.

The program takes the input (station number) N and
then makes a CAMAC NAF (station Number, Sub-
Address, Function) command internally for each channel.
This command is then passed on to appropriate call
library node which executes the CAMAC command and
writes/reads CAMAC data to/from DAC/ADC respect-
tively. For DAC module plugged in station number 20,
there are eight channels and hence eight sub-addresses
(0000 to ©111) whereas the function is write (CAMAC
function code = 10000). Hence the CAMAC NAF (station
number, Sub-address, Function) command for channel 1
is “10100000010000”. For ADC module situated at
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station number 20, there are sixteen channels and hence
sixteen sub-addresses (0000 to 1111) from where the
ADC data is read (CAMAC function code = 00000). NAF
command for reading from channel 1 s
“10100000000000”. While reading data from CAMAC
Controller even parity is checked and data is considered
valid if parity of all data bits is even. This parity checking
logic is also implemented in LabVIEW program. Timer
control is used to trigger measurements every one second
for ADC and Input gate modules.

ADVANTAGES

The LabVIEW program is useful for troubleshooting
different CAMAC modules and tested modules are used
for control of Pelletron Accelerator Facility, TIFR. This
program has helped in preventive as well as breakdown
maintenance of CAMAC electronics. Development of
new modules is also possible due to this test program.

REFERENCES

[1] Jeffrey Travis, Jim Kring, “LabVIEW for Everyone”,
Pentice Hall.
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RE-ENVISIONING THE OPERATOR CONSOLE FOR DHRUVA

CONTROL ROOM

S. Gaur, P. Sridharan, P. M. Nair, M. P. Diwakar, N. Gohel, C. K. Pithawa
BARC, Mumbai, India

Abstract

Control Room design is undergoing rapid changes with
the progressive adoption of computerization and Automa-
tion. Advances in man-machine interfaces have further ac-
celerated this trend. This paper presents the design and
main features of Operator consoles (OC) for Dhruva con-
trol room developed using new technologies. The OCs
have been designed so as not to burden the operator with
information overload but to help him quickly assess the
situation and timely take appropriate steps. The consoles
provide minimalistic yet intuitive interfaces, context sensi-
tive navigation, display of important information and pro-
gressive disclosure of situation based information. The use
of animations, 3D graphics, and real time trends with the
benefit of hardware acceleration to provide a resolution-
independent rich user experience. The use of XAML, an
XML based Mark-up Language for User Interface defini-
tion and C# for application logic resulted in complete sep-
aration of visual design, content, and logic. This also re-
sulted in a workflow where separate teams could work on
the UI and the logic of an application. The introduction
of Model View View-Model has led to more testable and
maintainable software.

INTRODUCTION

With years of Dhruva reactor operation, a need for up
gradation of some of the instrumentation was felt in the
data acquisition and processing systems, due to either ob-
solescence or for augmenting the facilities provided by the
existing systems. Hence, taking due care of the retrofitting
problems, some PC based systems have been implemented
and others are being implemented in Dhruva. The Operator
Consoles for these systems in Dhruva Control room have
been upgraded with the latest UI design trends and tech-
nologies and created intuitive and flexible UX models. The
computer based user interfaces with consistent and large
screen overview displays have been introduced which has
replaced the existing recorder-based displays.

DHRUVA OPERATOR CONSOLES

The Operator Consoles has been developed for contin-
uous monitoring of nuclear, process parameters, radiation
parameters and relevant status signals of Rector Trip Logic
System, Alarm Annunciation System, Emergency Core
Cooling System and Start-up Logic System. The OCs ac-
quire the data from the corresponding embedded systems
via dual redundant Ethernet links. The primary function of
OCs is data reception, storage and display in various for-
mats.
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They provide:

e Multiple views of plant state for quick assessment of
situation.

e Alarm Visualization(Analysing, organizing, filtering,
viewing alarms)

e Archival of Periodic Data, Alarms, Diagnostics with a
data life cycle of 5 years.

e Logging and reporting with data export to Excel.

e Real-time and historical data trending.

DESIGN APPROACH

The OC has been designed keeping in mind the common
requirements across systems of similar categories while al-
lowing the UI to be tailored to specific requirements of
the system. This has resulted in a common OC plat-
form. Variability between these applications were anal-
ysed and addressed through configuration points. A flex-
ible XML schema was designed to describe configuration
information related to UIL. Windows Presentation Founda-
tion (WPF) helped in separating design and code, and pro-
vided comprehensive binding framework, command infras-
tructure, specialized layout builders for flexible UI cre-
ation. Loose coupling of the View from the supporting
logic and data (Model) was achieved through the Model-
View-View Model (MVVM) pattern. Asynchronous invo-
cation, thread pooling and object pooling resulted in effi-
cient use of multi-core hardware to achieve the required
performance. Use of lightweight embedded relational stor-
age engine resulted in high performance concurrent storage
and retrieval system.

The design of UI was mainly focused to achieve visu-
ally appealing, feature oriented, intuitive, and less cluttered
graphical user interface. The rest of the paper describes the
UI concepts that were used for building the user interface
of Operator Consoles.

Separation of Concerns

Model-View-ViewModel (MVVM), a design pattern for
Ul development consists of three conceptual parts - Model,
View and ViewModel. The Model is the data, completely
UI independent that stores the state and does the process-
ing. The View consists of visual elements. The ViewModel
is an abstraction of the view, but it also provides a special-
ization of the Model that the View uses for data-binding.
This resulted in complete separation between visual design,
content, and logic. The separation of concerns enabled Ul
Unit-testing, designer-developer workflow and decoupling.
The layers could be developed and changed independently
of one another, resulting in parallel development. View-
Model classes are easy to unit-test since they have no spe-
cific dependencies on visual elements.

Latest Trends in GUI
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Figure 1: Alarm Windows for RTLS.

Configurability

The data model for plant data acquisition systems was
captured using XML technologies such as XML schema
and XPath. With its flexible tree-like data structure frame-
work, XML provides more natural alternative for knowl-
edge representation as compared to traditional databases.
XML schema with its strong type sensitivity and capabil-
ity to define new complex types allowed capturing the data
model accurately. Structured hierarchal in-memory rep-
resentation of XML data and use of Language Oriented
Query technology (LINQ) resulted in a declarative, query
processing.

Modernization of User Interface

The Operator Console is built around the minimal inter-
face principle such that it contains only features that are
absolutely necessary for users to complete the activity the
application is meant to support; supports the user’s men-
tal model of what it does. It contains uniformly designed
interface elements, but leverages on irregularity to create
meaning and importance.

Info Graphics

Visual metaphors have been provided to traditional and
familiar objects to make the interface more intuitive. The
OCs use monochromatic icons and simple solid colours for
its new interface. The alarm windows from the Alarm An-
nunciation System that consists of alarms for the particular
OC are represented in the same format and colour defini-
tions as its available to the operators in the Control Room
(see Fig. 1).

Laser Focus

Laser focussed interfaces helped to put visual focus on
the most important details. The most valuable information
like current alarms remains permanently available, while
there is a shared area which is used for viewing specific
in-detail data and for executing commands. The key ben-
efit of this approach is simplicity. The Ribbon framework
has been used to implement a command UI that is an al-
ternative to the layered menus, toolbars, and task panes of
traditional Windows applications. The tabs are used for
displaying different peer groups of content or functional-
ity. The application features are organized into a series of
ribbon tabs at the top of a window for each kind of visu-
alization: Trend, Alarm, Configuration, Health Messages
and Snapshot. This has increased discoverability of fea-
tures and functions, enabled quicker learning of the pro-
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gram as a whole, and made users feel more in control of
their experience with the application (see Fig. 2).

Context Sensitive Navigation and Collapsed
Content

The OC implements Context sensitive navigation and
collapsed content to de-clutter the design. Thus, only the
required navigation elements are present on screen all the
time and others are shown only in certain situations. Fig-
ure 3, which shows the Trend Page where group selection
panel automatically collapses, providing more space for
trend viewing.

Content Chunking

Content chunking has been provided for presenting a
large number of alarms in smaller visual chunks so its eas-
ier for operators to understand and interpret.

e The current alarms display is designed to provide a
consolidated highest priority status (ORing of three
channels alarm status); so that any signal causing sys-
tem disturbance can be easily identified.

e Trend view supports “Recently viewed trends” along
with the signals selected for trending. This feature
provides the last three recent trends that have been se-
lected to be viewed at a coarser resolution.

Attachment Boxes

They are an alternative to popup boxes with certain ben-
efits. The Attachment boxes are tied to the form/ button and
can be located on of its edge; as against pop up boxes that
open up anywhere on the screen. This retains the context on
which it was opened. It supports Hidden Navigation (Dont
Leave the screen principle). The pop-up boxes have to be
closed explicitly whereas the attachment boxes are hidden
as the cursor is moved out. The Date Time Change, user lo-
gin and shut down are provided in the form of Attachment
Boxes (see Fig. 3).

Windows Presentation Foundation

Windows Presentation Foundation (WPF) has been used
for UI design and development and provides the following
advantages:

e Hardware acceleration: The OC workstations are pro-
vided with high end graphics that incorporates paral-
lel computing architecture and supports Microsoft Di-
rectX. WPF built on top of DirectX allowed fast data
acquisition rate, archiving and responsiveness to the
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Figure 3: Operator Console for RTLS.

operator, permitting smoother graphics and enhanced
performance.

e Resolution independence: WPFs vector graphics al-
lowed the same user- interface to be designed for dif-
ferent monitor sizes of the control room(20 inch and
30 inch)

e Declarative programming: Extensible Application
Mark-up Language (XAML) declarative program-
ming was used to define the layout of application ob-
jects. This has now become a common trend in UI
development for the design / code separation. This al-
lowed parallel workflow of UI design and logic by dif-
ferent team members. Also, tool support helped com-
plete an iterative lifecycle of design development and
testing.

e Data Binding: OCs use the data binding capability of
WPF, look-less control model and data templates, to
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achieve strong separation of display from state and be-
haviour promoted by MVVM.

e Rich composition and customization: The OCs for
different systems of Control room featured the same
design and layout but were customised through
themes and skins to create a radically different look.

CONCLUSION

OCs have been successfully developed for Reactor Trip
Logic System, Alarm Annunciation System, Start-up Logic
system and Emergency Core Cooling System for Dhruva
Reactor. OCs were designed with continuous discussion
and suggestion with the operators and maintenance staff, so
as to provide user-centric visualization to effectively cope
up with the increasing complexity of the processes to be
monitored.

Latest Trends in GUI



Proceedings of PCaPAC2012, Kolkata, India

WEPD33

EMBEDDED PC BASED CONTROLLER FOR USE IN VME BUS BASED
DATA ACQUISITION SYSTEM

G. Verma*, M. Kalra", S. K. Jain, D. A. Roy, B. B. Biswas
BARC, Mumbali, India

Abstract

An embedded PC based Controller module, named
System Controller Module (SCM), has been developed at
Reactor Control Division (RCnD), BARC. This module
uses standard PC-104 bus based CPU module integrated
with a protocol translator card to provide an interface
between the CPU module and VME bus. The signal
interface between PC-104 bus of CPU module and
translator card is achieved through stackable connectors.
SCM can be interfaced with 16- bit slave I/O modules on
VME bus for Data Acquisition and Control. This
development provides low cost PC based platform for
developing I/O intensive embedded system requiring high
processing power. SCM module is fully compatible with
PC architecture and is available in Double Euro modular
form factor. Module has self diagnostics features to test
software integrity using onboard watchdog timer. The
module provides dual Ethernet link for communication.
The SCM has been assembled, integrated and
successfully tested along with VME based high speed
data acquisition system (Machinery Protection System),
which has been developed in RCnD for condition
monitoring of rotating machines. SCM acts as a
configuration controller and data manager for this system.

INTRODUCTION

There are many different industrial buses and
technologies used for different applications. VME is one
of the popular 16/32/64 bit backplane bus [1] which has
been used in many applications like control, aerospace,
military etc. Embedded systems utilizing PC-104 bus
based modules are also widely used in many data
acquisition applications because of its features like small
structure size, self-stacking, PC platform, high quality and
low cost. Using these two widely used technologies,
System Controller Module has been developed, which
uses PC-104 bus based CPU module along with VME
interface with standard VME based 1/O modules for data
acquisition and control. The VME interface is achieved
by using a Protocol Translator Card, also known as
Protocol Interface Card, which provides protocol
interconnection between PC-104 bus signals and VME
bus signals. The SCM has been designed, assembled, and
successfully tested along with a VME based data
acquisition system (Machinery Protection System).

* gaurav(@barc.gov.in
#kalra@barc.gov.in
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VME BUS STRUCTURE AND
CHARACTERISTICS

VME bus is one of the most popular standard bus
because of its mechanical and electrical robustness. A
large number of commercial products are available for
this open standard. A product designed using the VME
bus standard can be easily interfaced with off the shelf
standard products. The VME bus standard specifies a
high-performance backplane bus. The VME bus supports
8-, 16-, 32-or 64 bit data transfers over a non-multiplexed
data and address highway. The transfer protocols are
asynchronous and fully handshaken. The mechanical
specifications of boards, backplanes, subracks, and
enclosures are based on IEC 297 specification, also
known as the Eurocard form factor [1].

The mechanical structure of a VME bus system consists
of a backplane on which system bus resides. The
backplane has 21 slots where CPU boards, memory
boards or I/O boards connect to the system bus.

PC-104 BUS BASED MODULES

PC architectures are popular in both general purpose
and dedicated (embedded) applications [2]. But because
of the large form factor of PC motherboards and 1/O
cards, its application in embedded systems is limited. The
embedded PC-104 bus uses the PC card specification but
changes the form factor. The specification defines a new
mechanical foot print and card power requirements. The
PC-104 bus is an adaptation of the ISA bus for embedded
computing use. It uses the same signals as ISA, but uses a
smaller connector and cards that are stackable, which
eliminates the need for a backplane. Use of PC-104 bus-
based CPU modules in embedded systems provides PC
hardware and software platform and ensures upgradability
and protects against chip obsolescence [3]. PC-104 bus
supports 8- and 16-bit data transfers.

The PC-104 bus based CPU module used in System
Controller Module consists of 300 MHz Geode processor
and 256 MB of SDRAM system memory. It provides
10/100 Mbps dual Ethernet port which can be used for
high speed data communication. It also provides standard
interface for I/O devices like USB, CRT, TFT, Mouse and
Keyboard. It implements a Watch dog timer for software
and hardware integrity. PC-104 module provides PC-104
expansion interface which is utilized for development of a
Protocol Interface Card to facilitate VME interface.

DESIGN OF INTERFACE

The PC-104 bus based CPU module along with the
Protocol Interface Card forms the System Controller
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Module (SCM) as shown in Figure 1. The Protocol
Interface card provides interfacing between PC-104 bus
and VME bus. The interconnection between the CPU
module and Protocol Interface Card is through stackable
connector. The Protocol Interface Card has Eurocard
formfacor. Figure 2 shows the block diagram of the SCM.
SCM acts as a master module and can control slave 1/0
modules on the VME bus. The Protocol Interface card
utilizes a CPLD which translates signals from one bus
type to the other. VHDL language is used for the
implementation of CPLD logic. The Algorithm

implemented in CPLD for data transfer between the PC-
104 card and VME slave module is as follows:

Figure 1: System Controller Module.

— Assert address strobe on VME bus on valid address of
PC-104 bus.

— Wait for write signal from the PC-104 and assert data
strobes and write signal on VME bus and de-assert
ready signal on PC-104 bus on reception of write
signal on PC-104 bus.

— Wait for acknowledgement on VME bus from /O
slave and assert ready signal on PC-104 bus after
reception of acknowledgement.

— Wait for write signal to de-assert on PC-104 bus and
then de-assert data strobes, write signal on VME bus.

— De-assert address strobe on VME bus after de-
assertion of acknowledgement.

. 1/0 Board
¢ SYSTEM CONTROLLER MODULE

Ethernet Interface| PC-104 PC-104 BUS| protocol | VME BUS /0 Board
: hased =————1 Interface
! Card Card 1/0 Board

Figure 2: Block Diagram of System Controller Module.
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EXPERIMENTS AND RESULTS

SCM has been tested and validated on two
experimental setups. In the first experimental setup, the
SCM is validated by integrating and testing it with
standard VME bus based Analog Input Board (AIB).
VME based AIB is a high performance analog I/O board
designed for safety applications. Application software for
SCM has been developed on Borland C. In this setup, one
Al board and SCM sit on the VME back plane. A
reference analog input is connected to the Al board. The
SCM configures the Al board and periodically reads the
analog input data. Reception of correct data validates the
VME interface of the SCM. Figure 3 shows the timing
diagram of the VME and PC-104 signals taken through
oscilloscope for one cycle of data transfer. Diagram
shows valid signal generation on the VME and PC-104
bus.

8 ] S -1844% 20003/ Stop £ @ 00V

Figure 3: Timing diagram of VME and PC-104 Signals.

In the second setup the SCM has been assembled,
integrated and successfully tested along with VME based
high speed data acquisition system known as Machinery
Protection System (MPS) [4]. This system has been
developed in RCnD for condition monitoring of rotating
machines. SCM acts as a configuration controller and data
manager for this system. In this setup, processing module
of MPS known as Machinery Protection Module (MPM),
having VME interface, is mounted on the VME back
plane along with SCM. MPM acts on the configuration
data received from the user through Engineering Console.
In this setup SCM provides configuration data to the
MPM  through VME interface. SCM receives
configuration parameters from the Engineering Console
through Ethernet communication. Reliable Ethernet
communication between SCM and Engineering Console
is achieved via TCP/IP over Ethernet. Open source
TCP/IP stack is used to facilitate TCP/IP communication.
In this experiment SCM is able to configure the system
and the required data transfer rate of 2Mbytes/second is
achieved.

CONCLUSION

This paper has presented an embedded PC based
Controller module which provides interface between the

PC vs Embedded Systems
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CPU module and VME bus. The design provides a low
cost PC based processing platform for VME bus based
/O boards.
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A LOW-COST HIGH-PERFORMANCE EMBEDDED PLATFORM FOR
ACCELERATOR CONTROLS

Stefano Cleva, Alessio Igor Bogani, Lorenzo Pivetta
Elettra-Sincrotrone Trieste S.C.p.A., Trieste, Italy

Abstract

Over the last years the mobile and hand-held device
market has seen a dramatic performance improvement of
the microprocessors employed for these systems. As an
interesting side effect, this brings the opportunity of
adopting these microprocessors to build small low-cost
embedded boards, featuring lots of processing power and
input/output capabilities. Moreover, being capable of
running a full featured operating system such as
GNU/Linux, and even a control system toolkit such as
Tango, these boards can also be used in control systems as
front-end or embedded computers. In order to evaluate the
feasibility of this idea, an activity has started at Elettra to
select, evaluate and validate a commercial embedded
device able to guarantee production grade reliability,
competitive costs and an open source platform. The
preliminary results of this work are presented.

INTRODUCTION

During the last years the requirements of particle
accelerator control systems moved from the traditional
distributed architecture, based on modular but complex
platforms, such as VME, to even more distributed
systems based on simple embedded devices [1,2,3]. The
ever-growing performances of the modern hand-held
oriented system-on-chip devices allow nowadays to fulfil
these requirements. Desirable characteristics are:

e a large set of Input Output (I/O) subsystems (GPIO,

SPI, UART, PWM, ...);

e remote control/communication interfaces;

e multiple communication protocols (UDP, TCP/IP,

field-bus based);

e full Operating System (OS) support,

multitasking, multi-user, real-time capabilities;

e hardware, software and documentation support by

either the manufacturer or a dedicated third part
player;

¢ long term commercial availability and support;

o flexibility and modularity to cover a wide range of

different fields of application;

e competitive cost-performance ratio;

e competitive development and maintenance costs;

o deterministic (real-time) capabilities.

with

Commercial-off-the-shelf (COTS) products that can
match most, even if not all, of the described features are
now available. Adopting the “system integrator” point of
view, the available devices can be classified into the
following levels:

e SOC (system on chip) level;
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e SOM (system on module) level;
e SOB (system on board) level.

Design complexity, available resources and manpower
are practical reasons that lead to choose the easiest, fastest
and most effective solution: find the most suitable
commercial SOB and customise it in order to fit the
specific requirements.

MARKET SURVEY

A market survey has been carried out to find COTS
products to compare, taking into account performance,
reliability, lifetime and, last but not least, cost. This
preliminary step has led to three product platforms: the
iMX by Freescale [4], the OMAP and the Sitara by Texas
Instruments (TT) [5].

The Freescale iMX53 “QSB” board has turned out to
be a clean design, quite powerful for an embedded board,
allowing the native porting of the Tango control system
framework [6] in use for the FERMI@Elettra project [7].
On the downside, lacking a simple way to reach the I/O
connector, the flexibility of the platform hasn't been
satisfactory.

On the TI side, the “Beagle” family boards have been
evaluated with good and encouraging results .

THE “BEAGLE” PLATFORM

Formally announced by Digi-Key [8] on July 28th,
2008, the “Beagle” project has been immediately able to
collect the attention of a large community of developers
whose main interest is focused on real and complete open
source projects [9]. The Beagle family includes, at
present, three different SOB's:

o the BeagleBoard, the first member of the family, a
fully featured, low-power, high-performance Single
Board Computer (SBC) based on TI OMAP3530
SOC, designed for user-oriented applications;

e the BeagleBoard-xM, the evolution of the
BeagleBoard, based on OMAP compatible TI
DM3730 SOC;

o the BeagleBone (Fig. 1), the most recent board of the
family, based on TI Sitara AM335x SOC, designed
for machine and/or industrial-oriented applications.

The BeagleBoard and the BeagleBoard-xM are, in
principle, very similar to the iMX53 QSB board. This
means that they are powerful devices from the
computational point of view but, due to design decisions,
they feature a small expansion connector, too limited to
be used in an industrial oriented platform.

PC vs Embedded Systems
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Figure 1: BeagleBone board.

On the other hand, the BeagleBone has some key

features as:
e compact form factor;

robust, accessible expansion connectors;

large number of exported I/O pins;

enough computational power;

deterministic execution hardware support by means

of a dedicated processing unit;

256 MB RAM and microSD card slot:

e native Ethernet interface;

e open source approach, on both hardware and
software;

e manufacturer board support packages (BSP) for
Linux and Android;

e large community of developers and users.

Furthermore, a number of interesting projects have
already been based on the BeagleBone platform.

THE AM335X PROCESSORS FAMILY

The core of the BeagleBone is presently the AM3359
SOC, a member of the AM335x family. The general
architecture of this family is shown in Fig. 2.
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Figure 2: AM335x SOC architecture.

The main features of the AM3359 device are:
e ARM Cortex-A8 core running at up to 720 MHz
clock frequency;
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e programmable real-time subsystem unit (PRUSS)
[10], made of a couple of deterministic RISC cores
able to access the whole SOC memory space;

e rich set of peripherals accessible from both ARM and
PRUSS cores;

e native Ethernet interfaces supporting PTP (IEEE
1588) and Ethercat.

Currently the AM3359 is the top level device of the
AM335x family and supports the whole set of
functionalities depicted in Fig. 1. The AM3358, AM3357,
AM3356, belonging to the same family but less feature-
rich, could be, nonetheless, suited for specific
applications where Ethercat and PTP capabilities are not
required. Due to the lack of the PRUSS engine, the entry
level devices AM3354 and AM3352 have been discarded.

PLATFORM EVALUATION

The board evaluation process has been split in three
phases. The first phase has been dedicated to testing of
both the native and cross development tools (GCC tool
chain) and building and running a number of sample
applications. A Ubuntu [11] distribution flashed on a
bootable microsSD card has been used. These tests have
shown that it is possible to compile and run natively
OmniORB, Tango and Tango based device servers, both
locally on microSD and remotely on an NFS mounted
root file system. A number of minor issues have still to be
fixed to successfully cross compile Tango based
applications.

The second phase has been focused on testing the
Linux kernel and platform BSP. The device drivers for
specific peripherals such as SPI, PRUSS and the support
for kernel subsystems have been studied and modified to
fulfil the required performance figures. Starting from the
official TI Linux BSP, an extended kernel has been
obtained by patching and cross compiling the original
one. The original Ubuntu distribution root file system has
been kept on the microSD card whereas the new kernel
has been booted by TFTP and some remote storage has
been mounted via NFS. This set up has been extremely
helpful because it has allowed to share the same remotely
stored kernel and applications under test between multiple
boards, leading to a simple, quick and effective bug fix
activity, especially for the PRUSS.

Finally the original BSP kernel on the microSD card
has been replaced by the renewed one, tested and
validated. In this way, the device has become a complete
stand-alone system that boots from the local removable

storage and then loads the specific drivers and
applications.
THE FIRST APPLICATION

Within the context of particle accelerators control
systems the set of possible applications of the
BeagleBone ranges from low to middle level complexity.
It could be used as an intelligent hub for networks of
sensors directly connected to the machine, as a gateway
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between different interface field-buses or as a controller
embedded into a device or equipment.

A concrete example is the “TipTilt Controller” (TTC),
a real-time mirror mover designed in house. In order to
perform  “pump and probe” experiments at the
experimental stations, a laser transport system (LTS) is
currently under development at the FERMI@Elettra Free
Electron Laser. The LTS is made by a multiple-mirror
170-meter long optical path wherein the laser beam
trajectory must be kept stable within few microradians.
Each mirror is controlled by a dedicated TTC that, after
receiving an UDP packets containing the X/Y offset
information, issues the required voltages by a
piezoelectric drive. The control system generates and
distributes the UDP packets at up to 1 KHz repetition rate,
and every TTC must be able to apply the driving signal at
the same rate.

The final release of the TTC, i.e. the assembly of
BeagelBone plus the expansion piezoelectric driver board,
depicted in Fig. 3, is in the final stage of development,
and all the main functionalities have already been tested
and validated in laboratory.

The laboratory set up consists in a crate hosting an
adapter board that carries a couple of SPI DACs driven by
the PRUSS, and a variable rate UDP packet generator that
simulates the control system.

Figure 3: TipTilt board (Courtesy P. Sigalotti).

The UDP packets collected by the TTC are managed in
user space by a routine that extracts the set points and
sends them to the SPI control loop running in the PRUSS
subsystem. Inside the PRUSS a smooth ramp is calculated
and the mirror is moved to the new X/Y position before a
new UDP packet arrives.

It is worthwhile to observe that, in principle, the SPI
channel could be driven by Linux itself, without using
the PRUSS. However, dedicated tests have shown that the
performance that the PRUSS can guarantee is at least one
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order of magnitude higher and, even more important, the
PRUSS has a deterministic behaviour.

Moreover, the use of a real-time capable kernel [12] or
of some real-time extensions [13] is foreseen to guarantee
the determinism of the whole system.

CONCLUSIONS

The tests for the final validation of the BeagleBone
platform is not yet complete, but the already obtained
results are very encouraging and no important difficulties
have been encountered so far. The AM335X family has
the potentiality to cover both low-end embedded system
and high-end demanding applications, where the
determinism of the PRUSS can help. The design of the
TipTilt controller has been the first BeagleBone based
project at Elettra, and is the starting point for future
applications, such as the ones in the field of power supply
and motion control.
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A WIRELESS CONTROL SYSTEM FOR THE HTS-ECRIS, PKDELIS AND
LOW ENERGY BEAM TRANSPORT

R.N. Dutt, Y. Mathur, P.S. Lakshmy, U.K. Rao, G. Rodrigues, D. Kanjilal, [UAC, New Delhi, India

Abstract

The 18 GHz High Temperature Superconducting ECR
ion source at the Inter University Accelerator Centre
(IUAC), New Delhi is the first High Temperature ECR
Ion source designed for operation on a 400 kV high
voltage platform as part of the High Current Injector
development programme. For automation of source
operation and control of source parameters, a wireless
control system has been developed. Connection to the
Ethernet based central control system has been provided.

INTRODUCTION

The 18 GHz High Temperature Superconducting ECR
ion source (ECRIS), PKDELIS[1, 2], is designed to inject
multiply charged ion beams into the superconducting
linear accelerator. The HTS-ECRIS is driven by an 18
GHz, 1.8 kW Kklystron and has been recently upgraded
with an additional frequency by incorporating a TWT
amplifier for alternate frequency injection and for double
frequency operation [3]. The low energy beam transport
section consists of the HTS -ECRIS, beam extraction
system and a large acceptance mass analyser followed by
a diagnostic system consisting of double slits, beam
profile monitors and faraday cups [4]. The control system
has been designed keeping standardization and reliability
of the complete system. Module backplane, isolation
channel, 10 hardware and embedded hardware are
industrial ~strength, fail-safe, reliable and widely
supported. Speeds of module backplane, IO hardware and
isolation channels are sufficient for feeding the control
and automation requirements. Incorporation of spark
protection and safety interlock systems are additional
requirements for smooth operation of the complete
system. Fieldbus technology offers several benefits in an
ion source control  application. An  RS-485
MODBUS/RTU module backplane can be implemented
using a single twisted pair and connect seamlessly to a
wireless isolation channel, forming an industrial strength
system. Simplicity of this bus helps ruggedness and easy
maintenance. Multiple sourcing of industrial strength
ADCs, DACs, DIO, relays and thermocouple modules is
supported. Large amount of software development bus
has been implemented as module backplane. This
network, spread across the isolation channel (Radio
Modems), appears as a local RS-485 MODBUS to the
control computer on the ground. Such direct integration
support for both Windows and LINUX systems is
available. An RS-485 MODBUS/RTU twisted pair local
of the isolation channel makes control parameters
available in real time. The system has proven to be
simple, rugged, robust economical and reliable. Common
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electrical isolation channels in ion sources are fibre optic
links. However, a radio channel can maximize reliability
and minimize downtime due to total absence of any
mechanical contacts and make source operation easy and
convenient. Commercially available ISM band 2.45 GHz
CDMA radio modems have high data integrity and
reliability. The TWT amplifier and associated function
generator provide only GPIB channel for control. These
systems are connected using a GPIB to RS-232
conversion and connection via a Radio Modem. An
additional software module for interfacing to the GPIB
functions via the converter is then required. The central
control system of IUAC runs a high level protocol using
an Ethernet TCP/IP based central control scheme. A
distributed control topology is used to enable control from
the control room of IUAC. Several enhanced control
functions are available in the local mode. Local control
also supports enhanced graphics and GUI based control
functionality. The system has been running for more than
five years with reliable operation.

DESCRIPTION

A block diagram of the system architecture is shown in
Figure 1. Radio modem links RM1a-RM1b and RM2a-
RM2b provide the basic isolation channels for systems of
the source on a 400 kV high voltage platform. The RM1a-
RMI1b link provides control of all the parameters. The
RM2a-RM2b link is for the GPIB based second link for
the TWT amplifier and the function generator associated
with it. The ground potential systems have more
flexibility due lack of the limitation of the isolation
channel. A non-isolated RS485 MODBUS serves this
purpose. The MODBUS parameter scan program scans
the bus for all the parameters at a regular interval. The
scaling and linearization is done individually and the
parameters are displayed graphically as well on GUI
objects.

Interlocks are provided via PLCs as they provide the
most modern and reliable mode of interlock. They can
also be connected to the control system to provide the
interlock status. They also provide connectivity using
standard protocols.

SOFTWARE SYSTEM

A simplified block diagram of the software is shown in
Figure 2. The program uses GUI for display of control
and read-back parameters.  Graphical plots provide
histories of vital parameters like gas pressure, vacuum
levels at various positions in the beam-line, drain currents
from power supplies etc. Addition of auto-scan and
interlock features has been implemented. To support
Ethernet based control protocol, a service interface has
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Figure 1: Schematic of the wireless based control system.

been implemented on Ethernet for connection to main
control after parsing are passed on to the front end for 10
access. Parameters are looked up from database file
containing local MODBUS addresses and parameter
scaling information.

INTERLOCKS

Interlocks are provided for high voltage power
supplies, magnet power supplies, RF amplifier, vacuum
pumps and other sensitive systems. To maximize
reliability, a PLC system has been incorporated with
interlocks set at the hardware level.

SERVICE, MAINTENANCE AND
UPGRADATION

All the control hardware including the control modules,
the isolation channel, the server hardware, the control
hardware and other systems are devised as industry
standard systems. A standard RS-485 has been used as the
standard backplane and MODBUS as a standard protocol
sourcing of control hardware is standardized. The
Ethernet server and hardware are built using standard
Intel based fan-less systems. A strong support exists for
MODBUS libraries for all the platforms including UNIX,
LINUX, Windows(TM) and LabVIEW (TM).

CONCLUSION

The wireless based control system for the HTS-ECRIS
and low energy beam transport has proven to be a reliable
workhorse in terms of smooth operation [5] inspite of the
severe spark environment. Interference due to sparks
during the communication and control of various
parameters has not been observed, since the spark
frequency spectrum is way below the control frequency of
2.45 GHz.
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DEVELOPMENT OF AN ETHERNET ENABLED

MICROCONTROLLER BASED MODULE FOR SUPECONDUCTING
CYCLOTRON ECR BEAM LINE CONTROL

M. Chatterjee# , D. Koley, P.Y. Nabhiraj, VECC, Kolkata, India

Abstract:

An Ethernet enabled control and data acquisition
module is developed for remote control and monitoring of
the ECR beam line equipment of the Superconducting
Cyclotron. The PIC microcontroller based module
supports multiple general purpose analog and digital
inputs and outputs for interfacing with various
equipments and an embedded web server. The remote
monitoring and control of the equipment are achieved
through the web based user interface. The user
authenticated access to control parameters and module
configuration parameters ensures the operational safety of
the equipment under control. This module is installed in
Superconducting Cyclotron ECR beam line for the control
and monitoring of vacuum pumping modules, comprising
of pumps, gate valves and dual vacuum gauges. The
installation of these modules results in a distributed
control with localised field cabling and hence better fault
diagnosis.

INTRODUCTION

The Electron Cyclotron Resonance Ion Source (ECRIS)
plays a major role in generation and injection of the
different ions to be accelerated by the Superconducting
Cyclotron. ECR ion source develops multiply charged
ions which are transported to the cyclotron through the
injection line.

A large number of beam line equipments including
various types of magnets, beam diagnostics elements,
vacuum system components etc are required to be
monitored and controlled for efficient transportation of
the ion species. Among these elements, the vacuum
pumping modules, though crucial for maintaining high
level of vacuum inside the ion source and the injection
line, are operated less frequently. Each pumping module
again comprises of a scroll pump, a turbomoleculer pump,
various valves and vacuum gauges which altogether can
be considered as a complete unit of one pumping station.
Hence a generalised, modular, distributed control and data
acquisition system for the pumping stations as well as for
other diagnostic elements result into a compact, less
complicated and cost effective solution.

Microcontroller is the obvious choice considering its
cheaper cost, faster development, and rich in built
external interfaces. But the connectivity for data
communication to PC is limited to serial interface for the
microcontrollers.

#mou@vecc.gov.in
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In recent time, the Ethernet protocol has been widely
adapted for data communication over wide area.
Therefore a microcontroller based control and data
acquisition module with embedded Ethernet connectivity
is the optimum choice for the above mentioned control
system.

In this paper, the development of an Ethernet enabled
control and data acquisition module with embedded web
server is explained along with the hardware and software
environment detail. The schematic in Figure. 1 shows the

MCU

basic architecture of the module.
PIC ENC E .
18F4620 " 28J60 Fl—

Web client

RELAY
interface

Embedded
Ethernet Module

Control and monitoring signals
from the field devices

1. Vacuum Pumping modules.
2 Faraday Cups.

3. Gate valves,

4. Slits.

Figure 1: Block schematic of the control architecture.

HARDWARE OVERVIEW

The Ethernet enabled control and data acquisition
module is developed for remote control and monitoring of
these ECR beam line equipments. An embedded web
server along with the other essential hardware makes the
module suitable for control and monitoring of the field
devices over LAN. The schematic in Figure .1 shows the
basic architecture of the module.

Microcontroller

The microchip PIC controller 18F4620 is used as the
main controller. It is an 8§ bit microcontroller with
64kbytes of Flash, 10 bit, 13 channel ADC, 31 level stack
and 36 Inputs and outputs (I/O). The 1Kbyte of EEPROM
data memory available in this IC is used to store the
configuration data. The Master Synchronous serial port
(MSSP) module in this microcontroller supports 3 wire
SPI communication, used for communicating with
Ethernet controller.
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Ethernet Controller

The ENC28J60 is used as Ethernet controller. It is a
IEEE802.3 Compatible, stand alone Ethernet controller
with integrated MAC and Phy with SPI interface. The
operating frequency of the ENC is 25MHz. This
controller supports one 10Base-T port with automatic
polarity detection. The MAC layer in this controller
supports Unicast, Broadcast and multicast packets,
whereas the Physical layer supports the loopback mode.
There are two programmable LED outputs for LINK,
Tx/Rx, collision and Full/Half duplex status. The proper
connectivity to magnetic and terminations are important
for the completion of Ethernet interface. More
information about these two ICs can be found in [1].

This embedded Ethernet module works as a web server
and is placed in the local area network through which it
communicates with the client PC. The hardware of this
module is developed in house.

All the digital Inputs and Outputs (I/Os) from the field
devices are interfaced to the controller card via a relay
interface card. Each module with Ethernet connectivity
can support three numbers of digital inputs, three digital
outputs and two analog inputs. The IP (Internet Protocol)
address of this module can be configured remotely over
the LAN from the client PC and the module can be booted
either with the default IP or the IP configured by the user
by using jumper selectable switches. A temperature
sensor (AD22100KT) with inbuilt ADC for monitoring
temperature in the range of  0°C to 100°C is also
provided in this module. The analog field signals e.g.
pump speed, vacuum reading etc, are converted to digital
by the internal ADC of the microcontroller. A LCD
provided on local panel displays the IP address and the
ON/OFF status of the field devices besides other

parameters.
FIRMWARE FEATURES

Stack Component Protocol
Application HTTP
Transport & Session TCP
Network 1P
Data Link Ethernet
Physical Link 10Base-T

Figure 2: TCP/IP stack and the protocols used

The Microchip TCP/IP stack [1] has been implemented
in this module with minor modifications. The stack and
the protocols used are shown in Figure 2. This stack
mainly includes the ARP, IP, ICMP, TCP and HTTP. The
ARP (Address resolution protocol) converts the IP
address to physical address. IP (Internet protocol)
provides the routing information for the packet. ICMP
(Internet control message protocol) used for network
management. ICMP supports ping, by which the modules
presence in the network can be detected. TCP (Transfer
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control protocol) provides reliable data flow over the
network and the HTTP (Hyper text transfer protocol) is
responsible for the Data transmission and reception from
the Webpage.

The CCS C compiler [2] with MPLAB [1] environment
is used to develop the code and Ethereal [3] software has
been used extensively during the development for trouble
shooting. The program flow is shown in Figure 3.

nler Cnter Log In
Configuration Fail Page
Page

Control Page

IP address

Initialization ‘ l
Send Configure
Control she module
0acn Index Command with news IP
- (Feedback) 1l
e Page
J r
Feturn to
A Feedback
yes in page Page

Boot with Boot with
new IP defaultIP

C

Figure 3: Program flow.

WEBPAGE FEATURES

The control and monitoring of the equipments is
achieved through a web based user interface. The web
page is developed using hyper text markup language
(HTML). Total six numbers of pages are hosted by this
module. These are Default (Feedback) page, Log In page,
Access verification success page (shown in Figure 4),
Access verification fail page, Control page, and the
Configuration page. On connection, the default page is
hosted by the module. The default page shows the digital
and analog feedbacks from the associated devices e.g.
ON/OFF indication, vacuum information, and pump
speed etc. The automatic refresh time of this page is kept
5 second. The access to the control page is restricted by
user ID and password to ensure operational safety.

Similarly while configuring the module, one has to go
through the successful log in and enter into the
configuration page. The network configuration of the
module like IP address, subnet mask, and gateway can be
changed or configured from a remote PC over the LAN.
Entering any wrong user ID and password, the ‘Access
verification fail’ page appears. The newly configured IP
address along with the subnet and gateway are saved in
the internal EEPROM of the microcontroller. The device
can be rebooted either with the default IP or the new one
depending on the jumper set in the hardware at the time of
booting.

Software and Hardware Technology
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Figure 4: Snapshots of Feedback, Log in and Access verification success web pages.

FUTURE ENHANCEMNETS

The future scope of this module is to make it more
generalised with more number of 1/Os available at user
end. The data collected from the field device can be
stored in either the internal or external EEPROM for
future reference which can be recollected whenever
required.

Figure 5: Complete assembled module.

CONCLUSION

One set of this embedded Ethernet module has been
installed in the SCC ECR beam line and working reliably
over a considerable amount of time. Figure 5 shows the
picture of an assembled module. This module is used for
control and monitoring of one pumping station
comprising of Scroll pump, Turbo molecular pump,

Software and Hardware Technology

Angle valve, Isolation valve and the adjacent vacuum
gauge. It also reads the pump temperature and speed and
displays it on the web page. Installation of this module
made it possible to control the pumping modules from a
client PC anywhere on the local area network with a
minimum of field cabling.
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A NEW SCHEME FOR DIRECT ESTIMATION OF PID CONTROLLER
PARAMETERS

S. Srivastava®, V. S. Pandit, VECC, Kolkata, India

Abstract

This paper presents a novel scheme for the direct
estimation of a PID (Proportional Integral Derivative)
controller parameters (K,, T;, T4).The proposal discussed
here is only applicable to first and second order stable
systems. The formulation begins with system parameter
identification (Transfer function of the process), which
has been obtained using system identification toolbox of
MATLAB. The pole zero cancellation technique is
applied to estimate PID controller parameters which in-
turn results into the matched coefficients of the system
parameters to the Controller parameters. An additional
tuning parameters o is proposed in our method, which
provides an additional flexibility of tuning the response
time of the controller without disturbing the controller
parameters. The proposed scheme is bench marked using
real time case of dc motor speed control. The
effectiveness and robustness of the proposed auto tuning
algorithm are verified by the simulation results.

INTRODUCTION

A Proportional-Integral-Derivative (PID) controller is
the most widely used controller in the industry today. The
popularity of PID controller is due to its simplicity which
uses only three, parameters to tune. Proportional (K}) term
which controls the plant (system) proportional to the input
error. Integral (7;) term which provides the change in the
control input proportional to the integral of the error
signal and the last one is the Derivative term (7;) that
control the system by providing control signal
proportional to the derivative of the error signal.
Derivative action is used in some cases to speed up the
response time and to stabilize the system behavior [1].
Error value is the difference between the set Reference
value and the output value.

Although the PID controller is known to be the simplest
and efficient controller, but it requires effective and
optimized tuning of the control parameters (K, 7j, Tg).
Many PID controller tuning methods have been proposed
in the literature, some of the popular methods are Ziegler—
Nichols tuning ,Cohen—Coon tuning , internal model
control , direct synthesis method, neural networks based
methodologies, relay based auto tuning method and may
be much more [2]. In this paper a simple auto-tuning
method is proposed which can be applied to most of the
stable first and second order systems without having time
delay. The proposed tuning method comprises of two
parts. First part is used for finding the system transfer
function identification. Second part is used for obtaining
PID parameter by arranging the parameters in such a way

#saurabh@vecc.gov.in
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that the pole of the second order transfer function can be
cancelled by the zeros of the PID parameters. In this way
by introducing an extra parameter that is gain ‘a’ we can
optimize the rise time and settling time of the system.
This technique basically tunes the PID parameter in a
single iteration and thus it is fast and easy to implement.
The paper is organized as follows. In section 2 we have
discussed how to obtain the transfer function of an
unknown system whereas in section 3 the PID tuning
methodology is discussed. In section 4 we have presented
the real time simulated case study of DC motor speed
control that is done in MATLAB Simulink environment.
A brief conclusion is presented in section 5.

R

> G(s)

System Identification

Figure 1: Auto Tuning Scheme of PID Controller.

SYSTEM IDENTIFICATION

The system identification is the method of finding the
transfer function of an unknown system by observing the
input and output sequences of the system as shown in the
figure 1. The transfer function (TF) identification was
carried out by using system identification toolbox of the
MATLAB. Let the measured input and output sequences
are given by matrix:

Y (k) = {~ y(k = 1),~y(k = 2)-- = p(k - n),

(1)
u(k =1),u(k = 2)---u(k —n)}"
The dynamics of the system is given by:
x =f(x,u;0) )

where x is the state variable, u is the input vector and 0 is
the parameter vector.

ez[alaz"‘anblbz"'bn]T 3)

We have to choose the value of parameter vector 0 in
such a way so that the difference between x and f(x,u;0)

will impose minimum error. There are several techniques
available in literature. MATLAB has in build procedure
to find out the TF of the system by measuring input and
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output sequences using system identification toolbox. The
input and output sequences are observed in a discrete
domain with a sample time T, after that the system
identification  toolbox  uses  parametric  system
identification technique and gives the TF in discrete
domain (z domain) that is given by:

b,z" +b, 2" -bz' +b,

n+l n
z +anz ~~alz+a0

H(z)=

(4)

After getting the plant transfer function in z domain it is
finally converted into continuous domain by using the

analogy z = ¢*” . In the MATLAB we use the function
d2c (discrete to continuous) which converts the z domain
TF to s domain using Tustin approximation [3].

PID TUNING

PID tuning comprises the selection of best value of K,,,
T; and T4 of the PID controller so that the system
performance can be increased. As we already discussed in
introduction that there are various schemes involved in
tuning the PID controller parameters. In this section we
would form a simple and effective PID tuning method
that can be applied to any stable first and second order
systems. The tuning basically based on the logic that if we
can be able to make the closed loop transfer function of
the system in such a way that the poles of the open loop
TF of the system exactly cancelled by the zeroes of the
PID controller. Than we can make the closed loop
transfer function (CLTF) of first order and then there
should be no overshoot. Rise time and settling time can be
tuned by introducing an extra parameter ‘o’ in cascade
with the input of controller as shown in figure 2. Let the
second order system can be represented by:

G(s) = 5 )

s*+as+b

The transfer function of the PID controller is given by:

C(s):Kp[l+%S+TdsJe(s) (6)

l

So the open loop TF (OLTF) of the system with PID is
G(s)C(s). Now if we tune the parameters K, , T; and T4 in
such a way so that the poles of the system TF (eq. 5) can
be cancelled by the zeroes of the PID parameter than the
closed loop TF (CLTF) becomes of first order type. By
comparing the coefficients of the numerator of PID
controller TF with the denominator of the system TF we
can find that the value of PID parameters that make the
CLTF of first order type are:
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T, a/b

When these values are put in the PID parameters then the
CLTF becomes first order type. In order to have some
control over rise time and settling time we introduced
another parameter ’o’ at the input of controller as shown
in the figure 2. This way the CLTF become in the form
of:

Yo/p _« (8)

R, Cs+a

Finally, we have a control over the rise time and settling
time with the parameter alpha o. The Rise time is given
by 7, =2.2/a and the settling time is given by Tss =4/a
in case of first order system.
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Figure 2: Block Diagram of the Closed Loop system with
PID and parameter ‘o’.

CASE STUDIES

The effectiveness of the proposed tuning method is
demonstrated on speed control of the dc motor [4]. The
block diagram of the DC motor is shown in figure 3:

R L
AMNN— TG
X
v (+) An?mn{re e @
— circuit
A
be

Rotor

Figure 3: DC Motor

The motor transfer function was calculated as

speed(6) B K
Voltage(V)  jrs2 4 (JR+ Lb)s +bR+ K>

)

where,

Moment of Inertia of rotor (J) = 0.01Kgm’/s’
Damping ratio of mechanical system (b) =0.1Nms
Electromotive force constant (K) =0.01 Nm/A

Electric resistance (R) = 1 Q
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Electric Induction (L) = 0.5 H
Output velocity () =m/s
So, TF of the DC Motor Speed Control will become

2

YT (10)
s”+12s+20.02

G(s):gz

where 0 is the position and its derivative is the speed of
the DC Motor, V is the input voltage given to the motor.
Eq. (10) gives the original calculated transfer function of
the DC motor. When we apply auto tuned PID controller
method to this transfer function than the discrete
estimated TF identified by using system identification
technique given in MATLAB with sampling time 0.01s
is:

- R L
G(Z):ﬁz 6.882¢™ +0.0001705z

(11)
Vo 1-1.896z7' +0.89772 7>

after converting the z domain TF to s domain, the

resultant transfer function comes out to be:

0 1.8
G)=r = (12)
V' s +10.8s+18

So we obtain the values of K=1.8, a=10.8, b=18. When
these values are put in eq. (7) then the PID parameters
come out to be:

K, 6
T, |=10.0926| (13)
T, 0.6

i

Figure 4 shows the comparison of step response
between the PID parameters calculated for original and
istimated transfer function. Figure 5 shows the step
response of the DC motor speed 