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Summary 

The computer control system for the VICKSI-project USeS 
CAMAC modules as the unique interface. A single loop 
CAMAC-Serial-Highway will control all the equipment 
associated with the acceleratcrs and the beam paths. 
The components of the main-control-console as well as 
general maintenance-equipment are interfaced to the 
computer via a Parallel-CAMAC-Highway. No further sub- 
multiplexing is done. Special attention was given to 
the choice and specification of CAMAC-Modules in order 
to reduce the number of different types and to stan- 
dardize the ports to the equipment under control. The 
impact on hardware (cabling, maintenance, error de- 
tection) and software design will be reviewed. The 
software itself is based on the use of a real-time 
executive x conjunction with an interpreter and a da- 
ta base allowing a comprehensive addressing scheme and 
simple system tasks. 

Introduction 

The accelerator project VICKSI' at the Hahn-Meitner- 
Institute in Berlin combines the existing 7-MV Van-de- 
Graaff with a new isochronous split pole cyclotron to 
serve as a heavy-ion accelerator-system. The beam 
matching patiq2 between the two accelerators will inclu- 
de a crripper and two bunchers to adapt the Van-de- 
Grdaff beam to the requirements of the cyclotron in- 
jection. After extraction frcm the cyclotron the ion 
beam may be sent along the postaccelerator transport 
sys tern3 to about 12 different target areas, The pre- 
sent state of the project is presented in a separate 
contributlon4 to this conference. 

The value of computer control for the VICKSI accelera- 
tors was recognized in an early state of detailed 
planning since the number of controls was exceeding 
the amount which could be easitiy operated manually. 
Preference was given to a fully computer assisted con- 
trol svstem to be introduced from the start, resulting 
in 
1. 

2. 

3. 

4. 

5. 

the- - zollowing design decisions: 
There should be one control room for the accelera- 
tors and the beam transport system. 
The main control console should allcw independent 
operation for at least two operators. 
It should be possible to have remote or mobile con- 
soles for special diagnostic purposes wherever the 
control system can be accessed. 
All accelerator and beam line components should be 
designed or revised to be compatible with computer 
contrcl. Additional local control panels should be 
the excepticn. Squiu'pmcnt associated with experi- 
ments should be supported by other computers. 
The interlocks w-thin all safety systems should be 
hard-wired and only feed status information to the 
control system. Operator's Consoles 

Prior to sur final decision with regard to the control There will be one Main Control Console set up in the 
sys tern confiquratlon we have studied existing control Main Controi Room. For general service in any area we 
systers1.n other laboratories in Europe and the United will foresee the possibility to connect mobile consoles 
states . We tried to extract positive and efficient de- to the control system. In general any readable infor- 
velcprnent for introduction into our system after duly mation may be accessed from any console, simultaneous 
red.xlng size and facilities to cur requirements. control of a device will, however, be excluded. 

In the following we shall report on some features 
whi:h were given special attention in the design phase. 

Main Control Console. The Main Control Console will 
basically contain three general purpose bays designed 
for independent system operation. The additional bays 
will be more or less dedicated to specific system 
tasks. 

Design Objectives 

Starting from the decision to take computer control in- 
tc account from the very beqinning no manual back-up 
was foreseen for times where one of the major compo- 

nents of the control could fail. In order not to degra- 
de the system performance various conditions had to be 
imposed on the design. 

With regard to the hardware set-up flexibility and re- 
liability as well as easy maintenance were the major 
goals. Comprehensive and most flexible interaction were 
required br accelerator operation where the human ele- 
ment plays a considerable role. The software support 
should be powerful yet not impose any restrictions on 
the use of system resources. 

Therefore it was decided to consider right from the be- 
ginning all the hardware implications necessary to feed 
into the system any information which is available on 
the hardware status (analog and digital) as well as 
those necessary to control whatever takes part in the 
acceleration and beamtransport process. 

On the other hand the software development was to be 
put forward in several stages ranging from simple 
"direct" control via knob-to-device or display-to-devi- 
ce assignments up to sophisticate control operations in- 
cluding start-up according to preset tables and closed 
loop control in the long run. These problems have of 
course been investigated by many accelerator laborato- 
ries. In most cases a more or less singular solution 
has been provided, however, we could take over many of 
their ideas and many recommendations arising from their 
experience, especially with regard to the concept of 
man-machine interaction. After all our design will be 
closest to the CERN gab II solutionSr6. 

Normal operation will be extensively supported by stan- 
dard routines which can be called by "push-button 
interactions" including easy assignment of knobs and 
quick response of the system. More sophisticated in- 
vestigations will be allowed by the use of an inter- 
preter with the power of BASIC or FOCAL but especially 
adapted to the needs of accelerator control like NODAL 
which is used at CERN Lab II. 

S stem Confi guration 

A schematic view of the VICKSI computer control system 
is given in Fig. 1. A PDP-11/40 compu;er is used in the 
system with a Parallel-CAMAC-Highway to provide the 
interface to the operator's Main Console, to a system 
maintenance area and to a CAMAC-Serial-Highway8 driver. 

All the accelerator and beam line components will be 
controlled via the single loop CAMAC Serial Highway 
System. As the equipm ent under control is distributed 
almost equally along the beam transport path the Serial 
Highway will be of about 300 m of total length. It will 
interface 35 crates with about 550 module-ports. 

One of the general purpose bays will be set up for ge- 
neral graphics as well as system access via the inter- 
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Fig. 1 Schematic View of the VICES1 Control System 

preter. The two other bays will be equipped identically. 
Each of them will consist of 
- a large colour TV-screen for any general purpose dis- 

play including coarse graphics 
- one or two knobs for device-control 
- touch panels6 consisting of a BW-TV monitor under a 

transparent screen with 16 touch-sensitive areas for 
program requests, program-option selection, device- 

to-knob assignments or device-to-display assignments. 

chanical displacements are involved in various control- 
actions. These actions may possibly not come to their 
correct stop thus refraining from interrupting the 
system. Instead of superimposing a timer-check within 
the operating software we have chosen a polling proce- 
dure. Thus DEMAND-handling within the Serial CAMAC loop 
will only be used with a small number of special devi- 
ces such as the mobile consoles. 

CAMAC Modules 
The additional bays will be dedicated to 
- permanent displays of information on critical sub- 

systems including a touch-panel and a knob for quick 
access to the critical control variables 

- beam observation equipment again including a touch- 
panel for parameter assignment. 

When analyzing the control ports between CAMAC inter- 
faces and external devices one comes down to the follow- 
ing list of necessary data: 
- On/Off control (e.g. switching of mains power, 

opening or closing valves etc.) 

Mobile consoles. No special design has been made so far. 
Our first approach will be alphanumeric display termi- 
nals which can be connected to the CAMAC system in any 
place near a CAMAC crate. Interaction with the system 
will be done by the use of the interpreter or mainte- 
nance programs if this applies. 

- 16 bit data out (e.g. setting of power supplies) 
- 16 bit data in (e.g. status information) 
- analogue data in (e.g. beam currents, vacuum mea- 

surement) 

From these requirements it follows that the major part 
of operations can be induced by a small set of CAMAC 
functions F: 

CAMAC.Interface - F(O) for data transfer to the computer (e.g. read 
status) 

The main operations within the hardware system will be 
- monitoring of status information of all process com- 

ponents within the accelerator system (e.g. status 
of power siipplies and valves, slit position, inter- 
lock status) 

- F(16) for data transfers to a module (e.g. setting of 
power supplies) 

- ~(25) for pulse output (e.g. power switching, 

- reading of analogue values (e.g. magnetic fields, 
current and voltage of power supplies or beam optics 
equipment, vacuum, beam currents) 

- control of peripheral devices (e.g. switching power 
of devices, setting of devices, positioning of slits) 

As far as monitoring of status information is concerned 
it was decided not to use the interrupt facility 
(DEMAND or LAM) to induce computer reaction on status 
change. The main argument against interrupt handling 
in this part of our application was the fact that me- 

opening/closing of valves) 
- F(27) to test the external device. 

The use of the latter function was introduced to sim- 
plify status monitoring. The bit tested by F(27) should 
be "True" for the "normal operating condition" of the 
external device combining all status bits which define 
this condition. By introducing this bit for every ex- 
ternal device status-word reading and analyzing is on- 
ly required during set-up and run-down. When a device 
has been set up to its "normal operational status" the 
status-word will only be acquired if the test by F(27) 
is negative. 
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HOWeVer, when checking the market of CAMAC modules cur- 
rently offered, you seldom find those which combine 
these requirements in such a way that one external de- 
vice can be completely controlled by one module. If one 
would use those currently offered onewould end up with 
several modules where each would perform one of the 
required tasks (On/Off or Data In or Data Out etc.).In 
addition this would imply the use of several cables to 
control one device or splitting of cables if facili- 
ties of one module are to be used in ?ifferent devices. 
In addition, different manufacturers of the same type 
of modules use different combinations of CAMAC sub- 
addresses and functions (A.F) to perform a more or less 
equal set 3f operations. If follows directly that the 
impact 0.7 hardware and software is enormous. 

To simplify hardware interfacing and to reduce soft- 
ware complexity it was decided to run a tendering on 
new modules specified in such a way that each type of 
accelerator sYystem device can becompletely controlled 
by one module. Thus interconnection of such a device 
to the control system can be achieved by one cable, 
which can b?? a standard cable throughout the system. 
and through one specific CAMAC address (C,N). 

gable 1 presents the mcdules which have been specified 
and which will be used to run the system. In general 
no other modules are necessary for interfacing with 
the excepticn of a few non-standard devrces. 

Module TyFe I:O-Slg”als per Port 

Hardware Reliability 

The CAMAC-Serial-Highway is carried over a rather long 
distance interfacing devices in different areas and 
with different ground potentials. The system is no lon- 
ger operational if power fails in one of These areas 
and noise can generally affect the performance of the 
system. Therefore it is expected that all crates can be 
bypassed, that all clusters of crates are ccmpletely 
insulated and that High-Level-Logic signal standards, 
relais or optocouplers are used at the ports between 
CAMAC modules and peripheral devices. 

Test and Maintenance Equipment 

In order to avoid later tedious error searches we are 
prepared to do program controlled module testing at the 
moment when the modules arrive. A special module test- 
box has been developed for this purpose. The same de- 
xce can be used later if error detection or maintenan- 
ce has to be run on a particular device. 

The same philosophy applies to cable testing and nodule 
simulation. 

The module simulators which substitute a specific modu- 
le are used to test the external equipment before it is 
branched to the control system or, particularly to do 
manual local control on a device if this has to be do- 
ne for maintenance reasons. 

psc: Power supply out: , L\nalogue Reference Voltage 
c3nuo11er unipoLir: 0 +5 v 

bipolar: -5 ‘J t5 v 
cuntrolled by 2's coiliplement nuder 

4 Pulses "I.3 Relays for ON/OFF Control etc. 

5r.c; steppmg Motor 
ccntro1;er 

SFO; status Input Pe- - 
yister and Pulse Put- 
&“t 

FIR: E,lCOder Input 
Prqlster 

-Input ckte,sut- 
ytir ReylStel 

A.. ,i pr, XI ~IslirtT,ert 

i c~l,Ly-Nl;irr;;cxer 
,,;s:;:R qpr ,701 ii 

:n : d Bit StatUS Inicrmdtla” 
1 BIE Test sxrernai status 

mdule: Single Width/L Part 

o>,t: 4 Phase mntr01 C,f St-‘qpmg Motors, number of 
steps controlled by 2's comp1rmmt number 

In : , Ylt Stat"* Infornat~an 
1 sit TeSr Exterrai status 

Module: S~nSio WldW,/l Port 

out: s Pulses via Krlays 
In :I6 Bit 3,x&3- or status Input 

I s,t Test CXtew.al Stdt"S 
Msdule: S,ngle Width/Z P~lrts 

ID : Gray coded "mber Of *he L~P.N/MS-LINRC abso- 
iute nu1tiruzr. yo,,tirJn encoder 

nodule: single W&dth,Z Forts 

out: Ih Sir Dat* 

1,: : I’> Acd:‘r;ut! S:qrl.liD 
Cut: 1 irna;cgiAe siqnul 
Cunrrlh 8119 fer Chnins of up to 20 Ht;ltl?ie*ers 

ID : 1 nnalogue Signal 
contrui BUS for M"lflplex-ADC-Ir.t.CCIntroi 

I 

I 

I 

i 

f 

\ 

120 

70 

110 

60 

Control by Reference Voltage with a Beso- 
1ution and Stability Of 2.5x:0-4. e.g. 
Power Suppiles of Quadrupoles 

control of 4-phase stepping MO~OTS, sultch 
capacity of 24/24 Volts, alternative use of 
External or CRMAC power. 

Pumps, “alYes, faraday cups, SlLt.3. BeaID 
Sropp’.e 

Tab. 1: List #of CAMAC Modulas which were spiTclfi+,d fcr common ,applications within the VICKSI control ~~ystsm 
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Software Aspects 

As stated above the sofrware for the control-system 
will be developped in several steps. To start with we 
have decided to rely only on resouces which have pro- 
ven to be operational. 

The software is based on the FSX-11D operating 
system, a multitask system available for the PDP-11 
FIV is used as high level language for all standard 
routines, system tasks or application programs. 
MACRO-11 1s used as assembler for time critical 
routines or handlers, however, this should be the 
exception. The intention to use,a high level 
assembler (PL-11, CERN-DD) had to be given up be- 
cause it was not available in due time. 
A? interpreter is used for device test and mainte- 
nance routines, for machine physics, and any pro- 
blem which cannot be handled by an existing standard 
routine. It will be most useful during the con- 
struction and running-in period. 
All the devices will be known to the system on the 
basis of a device description table which will be 
part of a data-base. 

Similar to other control systems9 a data base will be 
the central part for any operation. It is designed to 
be the image of the process in the computer so that 
all programs can operate in up-to-date initial condi- 
tions. It will allow a central management facility of 
the control hardware and provide standard control fa- 
cllities for all application programs by the use of 
symbolic device names where the actual hardware im- 
plications are transparent to these programs. Finally 
it allows to prevent conflicting control in a multi- 
llser environment and -will ensure a rapid recovery from 
ma:ns failure, computer crashes etc. 

Concluding Remarks 

As stated earlier, the control system for the VICKSI 
project is under construction. The necessary hard- 

ware has been delivered to about 90 % including the 
CAMAC-Serial-Highway System. The hardware is pre- 
sently under test and first parts have been commission- 
ed to the groups setting up the external devices. 
During all this time the use of an interpreter has 
proven a powerful help. 

We are grateful fcr many discussions we had with 
colleagues from HMI and other laboratories. We are 
especially indebted to the members of the HMI-Eiec- 
tronics and Data-Division who take a substantial part 
in the hardware design and the interpreter implemen- 
tation. 
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