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CONTROL THROUGH A SYSTEM OF SMALL COMPUTERS
K. B. Mallory

Stanferd Linear Accelerator Center
gtanford University, Stanford, Californis 94305

Introduction

Tt is stiil possible to cperate SLAC's linac with-
out any computers. JNormal operation, however, now re-
lies a=avily on the system of eleven computers varying
i sizes Trom “K to 16K words of memory. By using a
Zarge nuzber of small computers, the I/O demand on each
cemputer iz Xept small. The use of disks and a pro-
gramming system that exploits multiprogramming and pro-
gram overlays allows the computers to execute large
nurbers of tasks in a virtual memory several times
their real size. The response Times demanded are mod-
erate, but the miltiple input terminals, the different
types of links between computers and the different
sizes of the computers reguire a continuing traffic an-
alysis to reduce the probability of "rush hour peaks"
Jamming too many tasks into any cne computer.

Status of 3System

The original purpose of SLAC's SDS-925 in the
switchyard corzrol rcom and of the PDP-9 in the accel-
eratcr control room was To perform routine chores auto-
matically as an aid to the operator. In 1971 this
goal was changed to provide a method to cperate accel-
erator and svitchyard from a single control room. The
method chosen was to link the two computers, To finish
cocnnecting all accelerator signals to the PDP-G and to
smulate the existing manual contrcl Zunctions on topch
panel display units at the new Main Control Center.

Ore major improvement was a more flexible trigger-de-
fining systemn for setting up beams, better correlation
of multi-level devices with the beams they control and
better human engineering of the setup centrols.”

As a result of consclidating the two control rooms,
however, it became no longer possible to display so
much status information about the acceleratcr at one
time; operators could only adiust one control at a time;
and 1t pecame difficult to cbtain and display some of
the amnelog signals. During the past two years, a set
of panel displays has been devisced that provides new
types of status summary to compensate for the limited
display esrea. Kine PDP-8's have been installed tg im-
prove access to accelerator sigrals and controls. The
operatcrs now have more control parallelism than they
hzd under the original manual contrcl system, and an
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tem (DS) executive.” IS provides for maltiprogramming
a large number cf fasks (typlcally up to 25 in a PDP-&,
well over 100 in the 8DS-925) and multiprocessing, in
That a task may be transferred frcm one computer to an-
other for continued execution. Tasks may be initiated
by the system in response to I/0 input or by cther
tasks. Supervisor calls are provided for real-time
walts and for communication between tasks and the zys-
tem by means of Events. (A task may wait for an event
to be declared by the system or by another task. A
nunber of parameters may be passed To the task, if de-
sired. The program ceclaring the event is informed if
a task was released by the =vent.) The major paths of
task flow and communication are indicated in the figure
cn the next page.

The primary concept of DS is that a "task" con-
sists of a list of arguments obtained from a "free list'
established when the system is loaded. These arguments
include information Tor scheduling the task, a page
name and entry-point location pointing to the code to
be executed, and a variable number of parzmeters that
are saved bty the program during supervisor calls. 2
secondary concept is that all code shculd be reenter-
able after each supervisor call, so that many tasks may
share the same ccde and so that a task will execute
properly if the return from a supervisory call finds
itself in a new copy of thne code, possible in a diffesr-
ent part cf core. Parameters of a task may thercfore
not be stored on the program page during a supervisor
call. DS provides system subroutines to allow a user
to locate, create and delete arguments as required.

A queue consists of a list of arguments whien are
pointers to tasks. Two gueues are maintained by IS:
an active gqueue which containsg tasks due for scheduling
in past or future time and a blocked queue containing
tasks walting for named events. A nininum of five ar-
gunents must be obtained from the free list when a task
is created. A task may obtain mcre arguiments from the
free list vwhen it requires them (or return unused arzu-
ments) during execution. Whken a task is terminated,
all of its remaining arguments are restored to the free
list. The number of tasks that czn be handled bty <the
system is limited by arglist overflow; tkat is, a situ-
aticn in which the free lis® is empty and additioral
argurents are nct available when reguired.

If there were no ervor-recovery, one would have to
ralt and restart the system when arglist overfiow oc-
curs. A Tiret step of error-recovery Is to purge thz
task which requires another argument whan the fres 1i
is empty. This can result in losing an essential tu
like the keyboard or link handler. It sometimes pu
cne ol a palr of co-tasks Zeaving the other nung for-
aver. In a PDP-8, overflow can occur in the foreground,
and 1T is nct clear how o surpe the partianl tack thot
is iavelved.
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plexers and 33 parallel output control channels at con-
siderably lower cost than adding the equivalent resour-

ces to the PDP-9.
Traffic Study

We maintain a continuing traffic study of the flow
of tasks within and between CPU's and of the utiliza-
tion of resources such as the disk, lirks, "real-world"
interfaces and internal I/0 buffers. We have identi-
fied a nurber of situations where contention may be re-
duced, the rate of creation of tasks may be lowered or
a task may be brought to an early termination. This
sometimes reduces the total work accomplished, but has
resulted in large gains in overall system efficiency.

Contention for disk access is a major cause of
queuing of tasks. DS reduces this contention by never
rolling a program out and relieves "thrashing" by over-
laying only the program page that has been idle longest
and only then if the page has been in core long enough
to have been used at least once. We have also found it
desirable to write frequently used code into a single
program page to reduce the number of different pages
required.

The following techniques (with examples) have been
found useful in limiting the rate of creation of tasks.
l. Chrange mode of operation of program
The status monitoring program normally initiates a
separate task to update operator displays for each
status change 1n the accelerator. When more than
20 changes are detected in a frame cf the status
miltiplexer, the pregram stops reporting individu-
al changes and sends instead an update of all ac-
celerator stetus in a single message.
2. TForce tasks to be serial instead of parallel
If a value must be updated on several of the
touch-panel displays, a single program performs
each update in seguence, instead of initiating a
separate task for each panel.
Suppress task initiation
In the PDP-9 and the 925, link messages are not
initiated if the free list is too short. (This
has the disadvantage of dropping the newest data
in favcr of older and possibly obsolete data.)

(oS)

We have adopted s number of methods to reduce con-
tention for other resources.
1. Eliminate dupliczate tasks
When requests for analog values arrive at the
PDP-3J faster than the values can be returned to
the 325, the elder requests are terminated.
Terninate tasks before free list is depleted
In a PDP-8, when the free list is short, the eld-
est task waiting for a link 1s terminated if there
are more tasks waiting for that link. (This only
occurs, however, when the resource is released and
there is a chance to check if more tasks are wait-
ing for it. It has the advantage that the eldest
tasks are terminated and the gueues are kept cur-
rent, but it can do nothing about tasks queuing up
during a single "busy" period of the resource.)
Reject conflicting tasks
When the PDP-8 is busy with a continuous "adjust”
command, commands to adjust a different parameter
are terminated instead of gueuing up, since they
will continue to be sent until the first command

o
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is complete and the second is then allowed to pro-
duce the required effect.

L4, (Combine related tasks
When several messages for display are created in
quick sequence, the separate messages are given to
a single task for rewriting the display.

Conclusion .

Fach of the computers in the control system is
idle much of the time. By controlling the peak traf-
#ic, we expect to be able to add many "occasional”
tasks to increase the aid the computers can provide tc
the operators.
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