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CONTROL 5'HROUGH A SYSTEM OF SMALL COMPL'TERS 
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Introduction 

It is stiL1 possible to operate SLAC's linac with- 
0-t any computers 9 Normal operation, however, now re- 
lies heavily cm the system of eleven computers varying 
:n sires from "K to 16~ wcrds of nemory. By using a 
1arge nunber sf s.T.all computers, the I/O demand on cash 
82cnputzr is kept small. The use of disks and a pro- 
gramming ajistem that exploits multiprogramming and pr:,- 
gram overlays allows the computers to execute large 
numbers of tasks in a virtual memory several times 
their real size. The response Times demanded are mod- 
erate, but the multiple input terminals, the different 
types of links between computers and the different 
sizes of the conputers require a continuing traffic an- 
alysis to reduce the probability of "rush hour peaks" 
jamming t30 many tasks into anjr one computer. 

Ststus of System 

T'ne original prpose of SIX's SDS-y25 in the 
s‘sitchyard ?oc:rol room and of the PDP-9 in the accel- 
erator control room -das to perform routine chores auto- 
matically as an aid to the operator. It-‘ 1971 this 
goal '*as change3 to provide a method to cperate afcel- 
erator and switcbya.rd fr'om a single control room. The 
method chosen was to link the t-40 computers, ;o finish 
ccnnecting a11 accelerator signals to the PDP-9 and to 
emupete the existing manual contrcl :%nctions on todch 
panel display units at the new Main Control Center. 
Ccc major imprcvemcnt :v'ss a ;ilore flexible trigger-de- 
fi ning system for setting up beams, better correlation 
of multi-level devices virh the beams they contljol and 
better human engineering of the setup ccntrols.- 

As a result or' consclidating the tvo control rooms, 
however, it became no longer possible to display so 
much statLs information about the acceleratcr at one 
rime; 0Jxrators co-d3 on& aa:b one control at a time; 
and it became difficult to obtain and display some of 
the snelog signals. During the pest two years, a set 
of panel displays has been devised that provides new 
types *of status summary to compensate for the limited 
clisphy srea. Nine PDP-2's have been installed t@ im- 
prove azcess tc accelerator sigrals and zantrols. The 
,peratorc noi? have more zcnrrol parsllelism than they 
h+=;d uniirr the ori&nal manual contrcl system, and an 
<mp?:,;Y,y:d an:ilo& a:quisition ::ystc?m sill be completed 
tni; L;%rn2l-. 

1: is nrii :ime to return emphaai; to convenience 
feature: for the operators. . Tte orlglnal magnet set 
pxvjrzms for xk.e BSi' %ere remov,ed ,dhen the SDS-925 u3.s 
reWc~rimmt?d ts L hndle the tou,~h panels. They mist LOW 
Led rc,r,:rd. A program in the PDP-9 :o rsccrd and 
l;!-;e~ :-estar~i jet:; cf quadrupole si'tting:; in the :-cccl- 
'Ti ;1 ?^ :;z .; ._- never beer. made ctvaiiable Srom t'ne tonah 
pctrt,lo. E~xm tlingnostics prog:TLms, -4hilc of lo;txr in- 
::, rl:'i :::e i.:: '3 1intsi.r ;x.2t~le~r:itijr '.~-;,LI~ in ': rcir,:,dar c;:..- 
scni:: , .i:lculd lx pro-&%:d . ThcLii :Lre all :>oftWkr2 xi- 
air i ::2:, .:ir.c, :;k "“q ,-~rc!11 .;i~:r.a;a pres~2.mXtly have :rll 
I;( '.J:: i::ts:r:':ic8.:d to the! ~snput'-'r .;:/.>t*:m. Wr txi~"3X t ha-, 
r:le".rl~"~ 17'2 !" pr,;;;ra rx c w-i bi. :~lu& ;+ithGut degrading sy ;t,!n 
r,;,li',~ :‘:!.i:,~l.‘, b,_,-::'":;;l off .~,~e ':r!iq'"'2 l'~?:ii::,rc!; of tile exe:- 
-<tie>.-,, "~^,'LT~*~lrO ‘..;('C tpL :;I1 ;j' adr.t:' ,;c:!:Ijj,lcrc. .__ iii- .I,.j 

'<;,:, y;-: iv ;T,;,J-;.n 

"il. ?.‘I,‘ ~lltiw~ p>gr:m., in tk.:I> SDS->r:, -:hr PDP-'i 
: :.'.I -Lie, PDT';-&',; '&y,s =:ij. 'J,~.r-,ir,~,T; ,I:' The :;,i:l.: Di :E; SIT,-- _ 42 
i : i_.' ,l. :‘$: NI, '; :rl'c,, i i:: ' *.i.; ,j: p,-21" Y,‘., :,-:pyr".- I1 by 1-b 
2. s. ~nc.-:-t;;~ J:.: ,,ir,:h .& D~~velopc~~nt Admini.: tr.-Lticn 

tern (DS) executive. 5 DS provides for mJltiprograro;ning 
a large nuriiner cf tasks (typically up to 35 in a PDP-8, 
well over 100 in the SDS-925) and multiprocessing, in 
<hat a task may be transferred frcm one computer to an- 
other for continued execution. Tasks may be initiated 
by the system in response to I/O input or by other 
tasks. Supervisor zalls are provided for real-time 
wai.ts and for communication between tasks and the ;ys- 
ten by means cf Events. (A task may ;Jait for an event 
to be declared by the system or by another task. A 
number of parameters may be passed :o the task, if de- 
sired. The program declaring the event is informed if 
a task was released by the event.) The major paths of 
task flow and communication are indicated in the fig,ure 
cn the next page. 

The primary concept of DS is that a "task" con- 
sists 02 a list of srguments obtained from a "free list' 
established when the system is loaded. These ergJments 
include information I'or scheduling the task, a page 
name and entry-point location pointing to the code to 
be executed, and a variable number cf parameters that 
are saved by the program during supervisor calls. d 
seccndary concept is that all code should be reenter- 
dole after each supervisor tail, so that many tasks may 
share the same code and so that a task will execute 
properly if the return from a supervisory call finds 
itself in a ne?/) copjr of tne code, possible in a differ- 
ent part of core. Parameters of a task may thcrcfore 
not be stored on the program page during a supervisor 
call. . _ DS provices system subroutines to sllov a user 
to locate, create and delete arguments as reqluired. 

A queue consists of a list of arguments whicn ore 
pointers to tasks. Two q-~eues are maintained by DS: 
an active queue which contains tasks due for scheduling 
in past or I'uture time and a blocked queue containing 
tasks waiting for named events. A miclrnum of five ar- 
guments must be obtained from the free list !$hen a task 
is zreated. A task may ob'tain more erg-iments from the 
free list when it recuirrs them (or return -In-used ars- 
ments) ciuring execution. When a task is terminated, 
all of its remaining ar&uments are restored to the free 
list. The number of tasks that can be handled by :he 
system is limited by arglist ovzrflov; th-.at is, a situ- 
ation in Tghich the free 11s: is empty and additional 
arguments are not svnilable rhen required. 

If there were co error-recovery, one .do-lld 'have to 
calt and restart the system :vhen arglist overf2.s oc- 
cLirc . A first step of ?rror-recovery ls to p:;rgc- tik.2 

task which r?y:;ires anottor argument wbrn the Circe iis: 
LS SZpty. TkiS CiiLli rcu2.r in ioslng an e;;sntisl ::~;k 
like the keyboard Tir link handler. ILt .+om.ctimcs l~-r~~?.: 
cne o* 3 pit32 Cf EC-t:-i.sks Leaving th.' c;i:ht2r r,;ng f-r- ? ::ver . In a PDP-0, OVCri'iOw ciLn 0c.x.r in 'ihe :orcgrO:And, 
,ind i: is net clear ho,* to :;uri;e t.:e parti-: ts.:'r t'r,~t 
i c i iivo lvcd . 

i$srnill;~, I. ji.j c/A c:; -ii.-. -'-,.(J ~_rni.n;i~.d and 'n<<r r~-.~rr.~:r;' i 
3zt:.rncd x the free li;: :;t il r::t*2 :':..;t*r than tr,,'y 
;1rc crcatcd. y5;ji.t. ,;cc1:.:; icrm I i;;,r r:t :j 0 L' I1'I.N T '>:;'px 'C1‘ i; 
2cncentrati8:n 83L' ::ac;k: '*: i: ir:~ .'c: 1:::~ . :.ii:i.: rc;~:;r,:~ 
can produce pt::iks, r:hich depl&e ~1.c frlee list. my ri- 
d;l:ing the ict:nsity :it,d r'reil:~n~~:; of thc;e: pe:ik::, t!:' 
:-y.2tcm Imy -0, Tnc1 co opd"r':-i'.*J morli .;ccothly ::nd r!iii,t- 
bly. 

%I;c i:.: :;:llatior: 0:' ?:nc >j)P-&',; ..,r*:; y,y.j.yrj r;q<- 
:*iarily to re&~,:te '-o::t r.tit-#n :'c L‘ 7 >_j. ,_ ;r.,;12 :,,::;.rjl ::.i:n- 
;;fi ~,Gil;,c‘Ct?d .'- ,.o t>,i- pDP-,j :,r-,d _'JI' j.+,.' :;i::& ‘-$IDc multi- 
&xcr. The PDT?-8'~ !wvc prr;viilc,i ;i ;mll,br XX mui+i- 
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plexers and 33 parallel cJtput control channels at con- 
;iderably 1ojJer cost than adding the equivalent resour- 
ces to the PDP-9. 

Traffic Study 

We maintain a continuing traffic study of the flow 
cf tasks within and between CPU's and of the utiliza- 
tion of rcscurees such as the disk, lirks, "real-world" 
interfaces and internal I/O buffers. We have identi- 
fied a number of situation s where contention may be re- 
d-Jced, the rate of creation of tasks may be lowered or 
a task may be brought to an early termination. Tiiis 
scmetimes reduces the total work accomplished, but has 
resulted in large gains in overall system efficiency. 

Contention for disk access is a major cause of 
queuing cf tasks. IX3 reduces this contention by never 
rolling a program out and relieves "thrashing" by over- 
laying only the program page that has been idle longest 
and only then if the page has been in core long enough 
to have been used at least once. We have also found it 
desirable to write frequently used code into a single 
program page to reduce the number of different pages 
required. 

Tte following techniques (with examples) have been 
found useful in limiting the rate of creation of tasks. 

1. 

2. 

3. 

Change mode of operation of program 
The status monitoring program normally initiates a 
separate task to update operator displays for each 
status change in the accelerator. When more than 
23 changes are detected in a frame of the status 
muitipiexer, the program stops reporting individu- 
al changes and sends instead an update of ail ac- 
celerator status in a single message. 
Force tasks to be serial instead of parallel 
If a val-de must be updated on several of the 
touch-panel displays, a single program performs 
each update in sequence, instead of initiating a 
separate task for each panel. 
Suppress task initiation 
In the PDP-9 and the 925, link messages are not 
initiated if the free list is too short. (This 
has the disadvantage of dropping the newest data 
in favcr of older and possibly obsolete data.) 

We have adopted a number of methods to reduce con- 
tention for other resources. 

1. Elicinate duplicate tasks 
When requests for analog values arrive at the 
PDP-9 fasrer than the values can be returned to 
the 925, rhe elder requests are terminated. 

2. Terminate tasks before free list is depleted 
In a PDP-8, Twhen the free list is short, the eld- 
est task waiting for a link is terminated if there 
are more tasks waiting for that link. (This only 
occurs, however, y;hen the resource is released and 
there is a chance to check if more tasks are wait- 
ing for it. It has the advantage that the eldest 
tasks are terminated and the queues are kept cur- 
rent, b:Lt it can do nothing about tasks queuing up 
during a single 'busy" period of the resource.) 

2. Reje,-Jt conflicting tasks 
When the PD?-8 is busy with a continuous "adjust" 
command, commands to adj.Jst a different parameter 
are terminated instead of queuing up, since they 
vi11 ccntinue tc bme sent until the first command 

is complete and the second is then allowed to pro- 
duce the required effect. 

4. Combine related tasks 
When several messages for display are created in 
quick sequence, the separate messages are given to 
a single task for rewriting the display. 

Conclusion 

Each of the computers in the control system is 
idle much of the time. By controlling the peak traf- 
fic, we expect to be able to add many "occasional" 
tasks to increase the aid the computers can provide tc 
the operators. 
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