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Introduction 

Amongst the ori@nal quidelines for the design of the 
control system for the Stanford Linear Accelerator was 
suitability for ultimate computer control of the accelerator. 
A major degree of computer control has materialized only 
after several years of operation. The delay has produced 
curious features in the system. Elaborate hardware has 
been built to set up interlock and control circuits; modern 
minicomputers could make this hardware obsolete. From 
the beginning, the beam switchyard had a computer for con- 
trol of the major magnets; the switchyard is now the most 
difficult area in which to interface additional equipment to 
the computers. The system provided sequential, one-button- 
at-a-time control by the operator; present operational pro- 
cedures demand parallel control, even of two subdevices on 
the same control channel. The computer system is a new- 
comer; it is required that the accelerator remain operable 
even without the computers. 

Several years cago I presented a review of some anomn- 
lies in the SLAC control system resulting from an attempt to 
make the controls adaptable to future computer contro1.l 
Now that we have had a control computer for the acceler- 
azor for four years, I shall review the development of the 
computer control system wi\iith some emphasis on problems 
resulting from the delay of installation of the computer. 

Development of the Present System 

In November 1968, a PDP-9 was installed in the central 
control building; by February 1969, all the binary status and 
control signals from the klystron gallery had been connected 
to the computer, and by May, we had interfaced most of the 
binary status information existing in central control. A 
program had been written to scan the allocation of klystrons 
to various beams and to select automatically the appropriate 
reserve klystrons for replacement of ones which failed. A 
stable esccutive program with the beginnings of an on-line 
file-management system was completed in August and by 
Decctnber 1969 we had on-line program editing and assembly, 
had interfaced nearly all the dc analog signals, and had a 
program which would record quadrupole settings along the 
Liccelerator, and could restore the values according to a 
;>rcviouclg rnvcd tzble. 

It was at this point that we began to find that we were 
al\$ays a bit behind in satisfying operations requirements. 
'1%~ cpnrl-scatting program used the same control channels as 
the operators’ manual controls, and therefore could not 
accomplish its txhlk :Ulj fnster than an OpctatOr (fr point to 

n-!tich I shnll return !:ttcr). Although various methods for 
speeding up the action wc’rc studied, their implementation 
\7:15 deft~rred because \t e c’ere in the middle of an operutionnl 
crisis. 

SLAC w:ls built with a central control room for the nccel- 
craLor its,clf and 3 scparatc console area for the I~enm switch- 
yard. The production of an elr~ctron beam and its delivery to 
:in espcrimentcr had rcmnined bvo separate jobs, lvith two 
sc~parate opcratin~ htifis. While \ve were estimating Xhc 
cs,sts ok jjickiiig up :)nL ’ conLTo1 room nncl mo:+ng it to ?hc 
otkl., I stuck lny fl?Cli out and suggested that I); linking the 
PDP -9 to the control computer already in the sJvitch),ard 
ccjntrol nrea. one might be abic to control evcr~ thing fmm 

one location without n:oving my ecpipmcnt at zll. The it& 

bl~(>~j, s~li,l,t)~i~~tl IJY ttlc U. S. Atomic I*:nerxy Commission. 

took, and so were born the main control center, in the 
switchyard’s data assembly building, and the “control room 
consolidation” project which has just been finished. 

The control computer for the switchyard is an SDS-923, 
which had been used to scan interlocks and to control the 
beam transport through the switchyard between the nccel- 
erator and end station A. It wils already operational when 
the accelerator was first turned on. Although its core had 
been doubled from 8 to 1611 words and a drum memory had 
been added, its functions had remained essentially unchanged 
for almost five years. Under the new proposal, another 
disk was connected to the 925, and used to drive a set of TV 
display channels. Over each monitor, a transparent over- 
lay control surface (“touch-panel”) was mounted, so that the 
sensitive points of the control surface could be relabled each 
time the display was changed. The project also required 
linking the 925 to the PDP-9, rewriting its executive pro- 
gram to take advantage of the drum, and writing the rcquirrd 
programs to create displays and interpret commands from 
the touch-panels. 

In the original schedule for consolidation, I stated that 
it was “hoped that all (accelerator control) functions might 
be handled from the data assembly building by July 1971. ” 
Except for the program generator for beam triggers, all 
hardware had been developed and interfaced, and the con- 
figuration was as shown in Fig. 1. The executive progy:1-am 
had been rewritten, on-line program and file management 
utilities had been provided, and an operable systems pro- 
gram created displays and executed touch-panel commands. 
However the original ultrasonic touch-pane1 turned out to be 
difficult to produce, so we were using the first copies of a 
second model with a crossed-wire grid for our control over- 
iay; while the programmers, not to be outdone, \yere just 
completing their third draft of the panel management pro- 

gram, Then started the process of developing suitable dis- 
play groupings for controls on the panels and a fourth 
version of the panel management program to minimize visi- 
ble delays in response. This was a trial-and-error process 
which, indeed, continues to the present. The program for 
compiling the individual pane1 displays was expressly w;ritten 
to make it convenient to rearrange thy panel layouts. 

Xennwhilc the E c-0 n& requirements cf the job ci erp “*‘L iL‘l4 & 
changing. By J‘anuary 1972 we were getting ready to turn on 
SPEAR. The operators had figured out how to run six beams 
at once (the m,aximum number available on the bexrn pro- 
:g-rammcr) and up to six experiments were regularly 
scheduled. SPEAR was to require two more beams, at lo\rr 
duty cycle, and was not to impact the rest of the experimen- 
La.1 schedule. The solution ~3s to turn the entire triggel 
programming function over to the PDP-9. A program \\a> 
!vritten to represent each of the more than 400 tozEle 
switches in the original beam proyrnmmcr by a hit in an 
array in core. A data channel was installed to load a l+- 
bit register which was then connected to the same output 
drivers used by ttc original hardware program nlcr Finall) , 
panels were y.$Titten to allow the operator to set rach bit on 
or off. The result was a system which co~~lti hntile nq~ 

number of beams. The core arrav was set up nor twelv-t: 

ixxlH:ls. (Only tight bcnms ~;erc &Y.?n :;p3w on lhc cl,ntlo! 

displays.) l'he extra two Ixr~ms l;or SPEAR I\crc' therelcre 

provided at no extra cost as part of tile “consolitlation” 
effort. But tight expcrinicntal bf~uns the-n becams the ~ti~:ln 
(lard for es~~erimental schctluling, and the, oper:~tcrs beg:m II) 
lail bchintl. 
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At that point, better control programs in the computer 
could have relieved the burden on the operators, but they 
were too accustomed to managing every detail for them- 
selves. A demand arose instead for a third operating posi- 
tion at the console in addition to the two originally planned. 
Much rearraxement and some rebuilding of the existing 
control panels leas required to make space for the new touch- 
panels and displays, and it is only this month that we have 
finished installing a full set of display units, with a suit of 
panels to cover all operational controls. 

I may have suggested that all of our effort has been de- 
voted to interfacing devices to the computer system and pro- 
viding a one-to-one replacement of hardware buttons by 
touch-panel buttons. This is not entirely true; a number of 
specialized progT-ams have been nritten to help the operators 
and maintenance personnel. 

In the PDP-9: 

Klystron replacement 
Klystron fault logging 
Klystron utilization log 
Subbooster fault log 
Beam time logging 
Substation voltage monitoring 
Personnel protection tone loop checks 
Beam program logging 
Quadrupole setting 
Beam position monitor zeroing 

In the SDS-925: 

Interlock monitor and recording 
Magnet logging (beam transport to end station A) 
Magnet degaussing 
Automatic energy change (transport to end 

station A) 
SPEAR magnet tolerance scan 

Multilevel devices for pulsed beam guidance have gen- 
erally been built with six levels. When eight beams are 
operated, the assignment of levels to a beam varies from 
device to device. The operators found it difficult to remem- 
ber which level had been assigned to each beam. The com- 
puter system now provides an automatic correlation of beam 
identification and device level. The operator selects which 
beam he wants to tune and makes his adjustment. The com- 
puters ctirect his control signal to the correct level of the 
device. 

Work in Progress 

Now is the time to increase the number of control pro- 
grams, but we will still be up against the slow speed of the 
original multiplexing system which has been used to cunnecl 
the PDP-9 to the accelerator. In the original control console, 
every button was connected via an encoder in the control 
room and a decoder at the destination to the relay or dc 
motor to be controlled. The computer was connected so that 

required to transmit the control signal continuously as long 
as it takes to produce the desired result. This is typically 
250 ms per signal, but is occasionally several seconds when 
a motor-driver device is being adjusted. Only one control 
can be actuated at a time. A much faster system of distribu- 
ting control signals is needed. A PDP-Y computer will be 
installed every few sectors to take over the chore of holding 
output relays as long as required. For each command, the 
PDP-9 will send messages via another linking PDP-8 to the 
appropriate peripheral computer. Its control I/O channel 
will be tied up for a few milliseconds instead of l/4 second 
or more for each command. The expanded configuration is 
shown in Fig. 2. The operating system is written and has 
been tested in a simulated network of four computers. The 
new processors have been ordered. At time of writing none 
bus yet arrived, but the linking processor is e&yectecI 
momentarily; I hope to have it operational by the end of the 
next operating cycle. 

There are a number of new operational programs we 
wish to write, especially now that the trigger programming 
is accessible to the computers. One would allow frequent 
semi-automatic rephasing of the entire accelerator in a 
minute or two with considerably less interruption of all 
beams than the present procedure. Andther would reset all 
parameters of a beam to the values used by an experiment 
the last time it ran. The resetting of pulsed beam guidance 
values is curious, however. Since the operator originally 
could only make the proper adjustments by watching beam 
performance, the analog representation of the parameter 
was chosen to be the actual device output, not the set-point. 
As a result, beam pulses must be allocated during presetting 
in order to produce the monitor signal, whether or not a 
beam is delivered on those pulses. 

The most controversial new programs are those which 
are written to replace existing hardware when new require- 
ments arise. An example in point is the “master beam 
control,” which the operator uses to suppress or to reduce 
the repetition rate of any beam. The hardware is organized 
to turn off the beam going to any specified experimental area. 
The new requirement is the result of the computer system’s 
effectiveness in correlating beam guidance levels to beam 
identification numbers. The operators now require that the 
master beam control be reorganized to control beams 
according to the same beam ID that is used for the pulsed 
beam guidance. This feature is easily implemented through 
the computer. In fact a panel to do it has already been 
written. But this time I may have gone too far. The opera- 
tors have not yet accepted the software replacement. At 
least part of the panel, I suspect, will have to be rebuilt as 
a piece of hardware. 
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UP TO 8 INDEPENDENT 
TV CONTROL PANELS 

FAST 

MULTIPLEXER 

BEAM SWITCHYARD STATUS 
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TUNE BOXES 
AREA SELECTOR CCR CONTROLS 
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KLYSTRON 
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FIG. l--Computer configuration for “Consolidation’q. 

360/370 
TRIPLEX 

AND DISPLAY 

FIG. 2--A map of computer links for increased I/O 
interface capacity. 
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