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Summary

Equipment associated with the accelerator
and experimental areas at the National Accel-
erator Laboratery is distributed throughout
some ten miles of beam paths. The computer
control system, which utilizes fifteen inter-
connected computers to control and monitor
this equipment, is described. The clock,
closed~circuit televisicn, beam abort, and
fire and utility monitoring systems are also
reviewed.

Introduction

The ten-mile expanse of beam paths at the
National Accelerator Laboratory clearly indi-
cated during the early design phase of the
accelerator that manual control of machine
devices would not be idequate. Since first
suggested by McMillan™ in 1958, accelerator
controls have become more and more computer
oriented. The founders of the NAL design
recognized the value of computer controls from
the start, which resulted in the following
design decisions:

1. Thers will be cne contrcl room for
the accelerator.

2. It will be possible to have several
control consoles active on the accel-
erator at the same time.

(%]

It will be possible to have remote
consoles for special diagnostic pur-
poses.

ey

All accelerator devices will be com-
patible with computer control.

(S

Secondary beam lines will be under
the cortrcl of the experimental areas.
The interlocks con all scafety systoms
will be hard-wired and cnly feed sta-
tus information to the control system.

(o2

to the above specifications,
it was also decided that the fastest way to
Luild a control system tailored to the needs
of each major area of the accelerator was to
have each group design the contrcls reqguired
for its eguipment. IDventually, each of these
control systems would then be zonnected to a
large central computer.

In addition

after the major accelerator construction
effort was romvlvuc two years ago a Controls
oup was formed with the responsibility of

Lon%ﬁlLuav'nq the contrel systems. This group
“ assigned to the Research Ser-

where it has the responsibility

tuall Ve

Section,

*Operated by Universities Resszarch Ass
Inc., ander contract with the U. S. Atomlc
fnergy Commission.
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Illinois

for develcping, installing, and maintaining the
systems for both the accelerator and the exper-
irental areas.

System Configuration

Device Controllers

To allow the flexibility of each group
designing a system satisfying its requirements,
it was realized that a computer would be
required in each area. The development of the
linac control system utilizing a Xerox Sigma 2
Computer was already underway when it became
obvicus that a minicomputer would do equally
as well for the separate accelerator areas.

The Lockheed MAC-16 Minicomputer was selected
as the standard for the Laboratory, and each
section, except the linac, was given the
responsibility for develowving its individual
control system using this ccmputer. Additional
Xerox Sigma 2 Computers were broucght in to
serve as central computers.

The MAC comwputer in each area of the
accelerator talks with a number of device ccn-
trollers to which the devices are ccnnected
Although the approach of each group designing
its own control system produced several differ-
ent types of device controllers, each system
was ideally suited for the area it controlled.
Standard communication could still exist
between the central Xerox computer and the
MAC-16 computers.

The MAC computers presently in use on the
accelerator and the characteristics of their
device controllers are shown in Figure 1. As
one m%ght expect, the rapid cycling machines,
Linac“, Bcoster®, and Radic Prequency where
data 1is collected at a fifteen-hertz rate,
have parallel data links between the device
centrollers and the controlling computer.
Fortunately, the control systems in these
areas extend for relatively short distances.
Other areas, extendina over longer distances
and where the data rate is lower, have serial
links. FIRUS- is the Laboratory Fire and
Ttility Monitoring System which covers the
entire accelerator and experimental areas.

rallel data links
eed cf the
10¢

The word rate on the pi
is primarily determined by +he s
cerputer I/0 channels, which averages

werds per sccond. In the serial data linxs
the speed of the serial link, the length of
the word, and the distance are all important

factors.
areas run
main ring

The switchyvard and experimrental

at a one-megahertz bit rate, the

at one-half megahertz, and FIRUZ at

one~quarter megahert7 The speed of the FIRUS
was roduced to increasce reliability and

to allow for grea ter distances between rn}edt—

ers.

3 1-
link

rinq6 and the e:
controller can be
address, thus allowina

In both the main
mental arcas a devices
assigned more than one




several crates to be addressed simultaneously
or each separately. This has been particularly
useful for controlling main accelerator power
supplies and for supplying to experimenters
data about the accelerator operating conditions.

All serial systems have one cable for
data-in and one cable for data-out. In addi-
tion, the switchyard and experimental area
systems have a third cable for block transfer
of data from device controllers to the auto-
matic data channel on the MAC computers. After
this channel is initialized, data transfers
take place independently of the normal data
channel. This feature greatly reduces the
link and computer time required for scanning
A/D channels and for obtaining blocks of data

frem beam profile monitors.

All device controllers can revert to local
centrol for testing and troubleshooting and are
equipped for controlling a 64-channel A/D con-
verter. The switchyard, experimental areas,
and FIRUS all have provision for branching to
three lccations, a necessary feature in these
systems. All systems include error checking
cn returning data to certify preper link trans-
mission. Communication between the computers
and their device controllers is always initi-
ated by the computers.

There exist a number of NAL standard
device modules for plugging into the REooster,
switcnyard, and experimental area systems.
Thesc include a D/A power supply nodule, step-
pring motor/induction mctor module, A/D con-
croller module, 1l6-bit input module, function
generatcr module, 16-bit output module, and
timing pulse generator module. In the experi-
rental areas a 64-word buffer memory mrodule,
pulse train generator module, and experimer-
ters' terminal interface module are also used.

Throughout the regions where device con-
trollers are located, a minimum of ten control
cables (hardline or flexible coax, or twinax)
are installed for carrying the necessary con-
trol signals. These include the clock, data-
out, data-in, television-out, television-in,
FIRUS-out, FIRUS-in, and the block transfer
data-in channel. Hardline CCTV cables are
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aveen or | wac CONTROLLER LINK I
SYSTEM MAC | CORE { SERIAL |BITS PER [WORD | TOTAL |NUMBER | COMMENTS
comPuTERs] (0isC) | PARALLEL |LiNe woRD| RATE | LENGTH
| LENGTH|
LINAC o — | paraLLaL 100K | 500 4 | xps Harowane]
BOOSTER 2 ex | paraLLEL 100K | 800’ 15 |camac
SPECIAL
RADIO FREQ 3 8K | PARALLEL ook | 1200 | 3 [FecuL
SWITCHYARD | 6k | SERIAL 34 20k | 10000| 28 [CAMAC TYPE . .
ARDWARE Figure 1 MAC and Device
SPECIAL -
MARN RING 2 1ok | semaL 32 10K | 23000| 28 [CONTROLLER Controller Summary
PLUS SY, CRATE
EXPERMENTM 5 24K(D) | SERMAL 70 ok { uooo'{ 38 [camac
, SWITCHYARD
FIRUS ' 6K | semaL 34 5K | s0000'( 25 [SWTCHYAR
SAARE MAC 1 24K(D)
OMITMAC ZFUNCTION
SERIAL 19 10K CODES
LINK (OLD) {PARITY BIT
SIGMA/MAC 8 FUNCTION
SERIAL 24 70K COOES
LINKC (NEW) 2 PAATTY BITS

and to the experimental
installed in under-
This is a standard
problems if cables are

used in the switchyard
areas because they are
ground flooded ducts.
practice and causes no
properly installed.

During the past two-and-one-half years
the control system has continued to evolve,
particularly in the responsibilities assigned
to the MAC and Xerox computers and in the
manner in which the operators use the system.
The present, and what is believed to be the
final, role of each of the majcr components
in the control system is shown in Figure 2.

CONTROL INTERFACE BETWEEN THE OP!
CONSOLE CONTROL SYSTEM E OPERATOR AND
INTERPRETS CONTROL CONSOLE REQUESTS
% EROX BINARY COMMUNICATION WITH MAC COMPUTERS
COMPUTER PROVIDES DATA POOL
GENERATES MEANINGFUL CONSOLE DISPLAYS

PROVIDES REAL TIME CONTROL AND
MAC gOé\lCOTORING
COMP HECKS DIGITAL STATUS AND ANALOG LIMITS
UTER RECEIVES COMMAND AND PROVIDES DATA
TO XEROX COMPUTERS
GENERATES SIMPLE GRAPHIC DISPLAYS

CEVIC CONTROLS AND READS DIGITAL STATUS
CONTROLLERs|  SETS_AND MEASURES ANALOG PARAMETERS
GENERATES TIMING PULSES, WAVEFORMS

DEVICES

Figure 2

Hardware Hierarchy

computar is yuipped with 48 X
cf core, a disc, and twelwve introrrupt levels.
It uses the Xerox RBM (Real-Time Batch Monitor)
cperating system, which iz a relatively power-
ful system providing foreground/background
capabilities. The Xerox computer core assign-

ment and timing cycle is as shown in Figure 3.
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Xerox Computer Core Allocation

The resident foreground includes the data pool,
the remcte and local console servicing pro-
grams, library routines, and other short
programs necessary for some auxiliary tasks.

The non-resident foreground is divided
into two areas reserved for the application
programs associated with control consoles 0
and 1. The background can be used either for
orogram development or for the application pro-
qramﬁogerating control console 2. In order tc
avolic having to keep multiple copies cf appli-
cation programs on the disc each relocated to
run in a different region of memory, a relo-
cating loader was developed which brings in a
core image program from disc and relocates it
before execution. Overlaid programs are relo-
cated into another disc file (taking about 0.5
seconds) before execution so that no overhead
is required for overlay loading during execu-
tion.

The Xercx computer operates at a fifteen-
hertz rate in servicing consoles and cormuni-
cating with the MAC computers. This provides
a good respcnse time to the conscoles and is
consistert with the pulse rate of the injector.
The control console application precgrams are
serviced segucntially with console 0 normally
having the highest priority. If a console is
initializing an application program or execut-
ing a pregram nob related to on-line control,

1t receives lowest prioritv. DMeasurements
nave own that the CPU is working approxi-
mately 20% of the time when servicing a con-
scle, and there wor ¢ noc advantage to

re-entrant programming.

The centrol conssle applicstion proorams
are wriltten in FORTRAN IV. There are approxi-
rately cne-hundred assembly language sub-
routines rclated to the controls hardware
which can be called by *the application pro-
grams. Programmers, enginecrs, and physicists
have written application programs ranging from
relatively simple control proagrams to closed-
cptimizing programs.

loor
The Xerox computers interpret commands
frem the contrel console, take action, or
request the MAC computers to perform the
required tasks. They contain the A/D data
pool which 1s regularly updated by the MAC

computers, and they generate meaningful dis-
vlays for the operators. In refreshing the
data pool the MAC sends only data to the Xercx
computer. When sending commands to the MAC
the Xerox computer sends a device cocde,
command, and data.

The control conscle provides the inter-
face between the operators and the control
system. It has the necessary knobs, buttons,
and keybcard with which the operator instructs
the control system to perform selected tasks.
Performance of the accelerator is indicated to
the operator by an interactive, multicolored
text display terminal, computer generated CRT
graphic displays, and by the television systens
located on the control conscles. Hard copies
of the displays are obtained by using the Tek-
tronix 4601 Hard Copy CUnit.

An effort has been made to eliminate all
"secret codes" on the interactive and graphic
displays. Names for devices are used in place
of call numbers to make them easier to remem-
ber. Selectable commands in each application
program are clearly written on the interactive
terminal. On graphic displays axes are
clearly labeled, gain adjustment and zero
suppression are easily set, and parameters
and time of day are indicated.

A facility for ganged tuning makes it
possible to adjust leccal orbit bumps in a
circular machine. Files of device settings
which may be stored, restored and compared
facilitate the tunina of some 200 correction
divcle magnets used in the main ring. A
facility known as the "fast time plot" pro-
vides for on-line generation of a time plot
of cne or two A/D readings sampled at a rate
of up to 300 hertz.

The general method by which an operator
comrunicates with the control systerw is by
requesting a load of a disc-resident applica-
tien program which generates a display or the
interactive terminal. By using the cursor,
knobs, and buttons, he can then ccmmand a
variety of tasks associated with the apolica-
tions program to be done. Data presented to
the operator is regularly updated so he can
follow his progress.

Remcte consoles are prov
rortable case having a trackball, knob,
kevboard can be pluoged intc a device con-
troller and used in place of cne of the con-
trol rcom conscles. Displays are than trans-
ritted to the remcte location vwia the tele-
vision system.

Al

The MAC cemputer is rosponsible for
vidirg real-time control and ronitoring,
scanning devices for correct status and analod
settings, sending alarms to the Xerox computer,
generating simrple graphic displays, and inter-

LYOo-

preting the commands from and sending data teo
the Xerox computer. It is also used as a soft-
ware functicn generator, for making measurc-
merts at selected clock times, and for
temporary storage cf data needed by the Xercx
computer.

If a Xerox or MAC computer fails, no
commands can be sent or data collected from
the affected areas. The accelerator will
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continue to operate, however, unless the
failure occurs in the main ring power supply
MAaC®. This MAC is the only one planned for
operating in a real-time closed-lcop system,
and it regulates the main ring magnet current.

In addition to the above duties, the
experimental area MAC computers each service
up to ten experimenters' centrol consoles.
These conscles consist of a keyboard, two
kncbs, and a CRT terminal interfaced to a
CAMAC-type device controller. These consoles
can monitor all devices in the experimental
area in which they are located and can control
devices in the same area that are assigned to
them. At the discretion of the Main Control
Room it is also possible to assign control for
up tc ten accelerator (generally switchyard)
devices to selectable consoles in each experi-
mertal area.

The communication between the Xerox and
MAC computers is a core-to-core block transfer
via a fast serial data i1inkll. The link is
also used to allow a complete system restart
of a MAC from a contrcl console, requiring a
few seconds.

The final NAL control system configuration
which is expected to be operaticnal by the end
0f the year is shown in Figure 4. Three Xerox
computers will be centrally located; one for
controlling the injector, one fcr the main
accelerator/switchyard, and cne for the experi-
mental areas. A fourth Xerox computer will
provide backup in case of breakdown of one of
the three on-line systems; otherwise it will
ke used for software and hardware development.
The three on-line systems arc connected to the
Lackup system by peripheral switches which can
ke controlled either manually or by software.
The background peripherals are also connected
to the computers through peripheral switches.
Data exchange between the Xerox computers will

Each Xerox computer will have a 48-mega-
byte dual spindle disc pack arnd floating-point
hardware. The system is intended to operate
on one spindle and be periodically saved on
the other. Activating the backup system will
require tripping the toggle switch controlling
the peripheral switches and moving a disc pack
to the backup system.

The MAC computers are located in the MAC
Room adjacent to the Xerox Cemputer Room. A
fully-equipped MAC will be available to back
up the on-line systems, to run a device con-
troller test station, and as an aid in soft-
ware and hardware development. After the
backup MAC is operating it is hoped that
recovery from a MAC failure will occur in less
than five minutes.

FIRUS

The Fire and Utility Monitoring System
(FIRUS) extends over the entire accelerator,
central utility plant, experimental areas,
shop areas, and the substation. For monitor-
ing fire detection systems, a special mini-
controller compatible with the switchyard
hardware was developed with a capacity of
sixteen monitoring points. Each monitoring
point can be computer set to check proper
operation of the control hardware. This is
done automatically every ten seconds, or on
request. Regular device controllers frcm the
switchyard system can be used downstream from
the minicontrollers for use in monitoring and
controlling the utilities svstems.

Monitoring stations having a hard-copy
+terminal and alarm box are located in the
Operations Center, at the Laboratory tele-
phone operator's office, and at the fire
station. All changes in status of monitcred
devices and time of occurrence are reported to
all operating terrminals. Computer or nrogran

be through the CIU (channel interface units) failure is indicated by a special alarm. A
links. log of unusual status is printed on all termi-
nals every four hours, or on demand. In the
BACK UP MAG TAPE
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Figure 4 Final Configuration

of NAL Control Computers
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near future radiation alarms from throughout
the site will also be reported on this system.

Clock

A clock signal having a nominal frequency
of one megacycle is distributed throughout the
accelerator and experimental areas to guarantee
rigid control and synchronization of events.
This signal is used to control the programming
of the Booster line-locked, fifteen-cycle
resonant power supply and to control and regu-
late the sixty Main Ring power supplies. Both
of these systems are pulsed directly from the
power line, thus reguiring the clock to be
rhase locked to the power line frequency.
Injection into the Booster always occurs at the
same phase angle of the line voltage, and with-
in the tolerance of the Main Ring power supply
regulating system cne can assume that the clock
time and energy of the beam in the Main Rirng is
uniguely related.

The clock signal is also used for generat-
ing timing pulses for control of equipment and
operations throughout the Laboratory; thus, it
needs to be easily accessible and easy to use.
The most acceptable short unit of time is the
microsecond; thus, a clock signal having 16668
pulses each cvcle of the power line was adopted.
This provides a clock signal having a nominal
frequency of one megahertz that is easily
divided down for use with both the Booster and
Main Ring power supplies. The actual freguency
is 1,000,080 hertz when the line frequency is
sixty hertz. The clock signal is transmitted
on one cable and is repeated and distributed
at control stations throughout the Laboratory.

Up to fourteen selected reference times
can be encoded on the clock signal by using a
phase reversal technique”. Some reference
times, such as start of injector cycle, start
of Main Ring cycle, start of flattop, are
always encoded on the clock signal. Other
reference times, such as irnjector extraction,
are always present but jitters somewhat with
respect to clock time by an amount depending
on other real-time parameters. The reference
time associated with Main Ring fast extraction
may nct be present on some machine pulses but
be present several times on cther pulses. A
priority system in the phase reversal generatocr
pravents overlap of reference times.

Both manual and computer-set timing
modules which plug into device controllers are
available. These generate a timing pulse at a
settable clock time cccurring after the pre-
selected reference time.

Television

Extensive use is made of closed-circuit
television in both the accelerator and experi-
mental arcas. There is a total of seven
closed-circuit systems, each covering the band
of frequencies from 50 megahertz to 260 mega-

“hiz allows transmission of the stan-
twelve VHF channels plus ninc midband

Ty

z

Each system uses two hard-line coaxial
cables, connected at the Main Control Room,
that extend from the Main Control Room to and
throughout the area of coverage. All tele-
vision channels can be monitored in the Main
Control Room. One line is designated the trans-
mitting line, and taps are conveniently located
to attach modulators. The other line is the
receiving line, and taps are provided for
connecting signal splitters and/or standard
televisicn receivers. This arrangement allows
a receiver to select any of the twenty-one
channels on the system. A relatively inexpen-
sive converter ($35) provides for receiving
the midband channels.

There is one television syvstem for the
injector covering a distance of approximately
500 feet, two for the Main Ring each covering
approximately 11,000 feet, one for the switch-
vard having three branches and covering 12,000
feet, and one in each of the three experimental
areas covering a total distance of 28,000 feet.
On the experimental area systems are channels
from the Main Control Room indicating status
of the accelerator.

Each control console in the Main Control
Room has several television receivers which
can be patched to any of the seven systems.
Each console also has a microphone which can
be switched to the audio input of any cne or
all seven Channel 12 modulators, a channel
assigned to the Main Control Room. Receivers
are located at strategic places throuchout the
accelerator and experimental areas, with at
least two assigned to each experimenter.

video sources connected te the TV modula-
tors are TV cameras, scan converters, and CRT
terminals. There are computer-controlled
multiplexers in front of many modulators to
allow selection of any one of several wvideo
sources. Selectable channel demodulators are
used with Tektronix 4602 Video Hard Copy Unit
to obtain hard copy of television pictures.
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