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Abstract Bsps ~ 40 m and a beam momentumpéps ~ 26 GeV/c,

We discuss the predicted electron cloud build up in th%he 1 ms growth time at injection into the SPS corresponds

i ~ 11 -3
arcs and the long straight sections of the LHC, and its po%) an average electron density pfy ~ 3 x 107" m~*.
. o ssuming the same value @f;, SLuc =~ 100 m, and
sible consequences on heat load, beam stability, long-term AR
. . - uc ~ 450 GeV/c, at injection into the LHC the growth
emittance preservation, and vacuum. Our predictions af)lérrne would be 5 ms (50 turns). This number is compara-
based on computer simulations and analytical estimrcltelr)s{,e to the LHC feedback dam. ing time. The TMCI-F:ike
parts of which have been benchmarked against experime L Jle-bunch instability h tf?r gh Id 6
tal observations at the SPS. single-bunch instability has a threshold [6]

1 INTRODUCTION Ny ony v 19sftalty 2Lsey )

An electron cloud and its effets are observed in the pC '

CERN SPS, when operated with LHC-type beams. Thiserting the synchrotron tunéisps =~ 0.003 or QLuc =~
electrons are created by a beam-induced multipacting pr6-006, the circumference€'sps ~ 6.9 km or Cryc ~ 27
cess [1]. A similar electron build up in the LHC might km, the bunch spacing ., ~ 7.5 m, the chamber half
complicate its commissioning and early operation. Simuaperturegh,h,)sps ~ 1.3 x 1072 m? or (h hy)Luc ~
lations for the LHC can be benchmarked against SPS meé-x 10~ m?, the beta function8gps ~ 40 m or B.uc ~
surements. 100 m, and the momentasps ~ 26 GeV/c orpryc = 450

2 INSTABILITIES GeV/c, we find a threshold bunch populatioméfy,, sps ~
x 109 for the SPS, an&Vy,, Luc ~ 1 x 10!! for the LHC.
hus, the LHC beam is expected to be 25 times more sta-
le vertically than the SPS beam, for the same electron line

Instabilities due to electron cloud have been seen in t
SPS with the LHC beam since 1999 [2, 3]. In the horizon;

tal plane, we observe a coupled-bunch instabiliy, Whosaensity In the worst possible case, with strong multipact
wave length is comparable to the length of a 72-bunch trai ' ! ) ' .
9 P g Ing all around the entire LHC circumference, the threshold

called ‘batch’). The growth time is about 1 ms (50 turns) " : L )
;nd nearly ind)ependgnt of the bunch populatio(n. We b)vyIII be reached close to .the LHC dg5|gn intensity. The ac-
lieve that the coupled bunch wake in the horizontal plane ie%;)al threshold observed in the SPS is the threshold for mul-

caused by the spatial structure of the electron cloud, whic acting and not the instability threshold for a saturated (or

is concentrated in the form of two vertical stripes on eitheFogStam) electro_n (_:Iour(]i density CaICl.Jlatqu abov_e. lati
side of the beam, slowly following the beam motion. The tr?ems(,ainuTg?t)rhe::gzeiistg\giﬁ:/eirﬁrr:aarﬁ c Ilrfs?r: S'{Eg igggs
coherent and incoherent components of the flat-chamb EADTAIgL 71 vield th 'tty th rat 9 func-
impedance can add to the electron-cloud wake [4]. In th [7]yie ne emittance growth rate as a func
vertical plane a single-bunch instability is observed. ItQon of electron density. The result is illustrated in Fig. 1.

growth time is about 2 ms (100 turns) at the nominal LHC dggsim't;%rxgvg:og\jznszﬁgﬂ%;gsetasre;’wmt?azzg iil?:?trof
intensity, and it changes strongly with beam current. Couny res};‘nt a si ni’ficant emittance di?ution over the ti?T.]e
termeasures that were taken include the transverse damper 9

system, which acts against the coupled-bunch instablit 1coe::e(202; thh:ulr_s|-)|C:Itl?s]e(zlc?ur;ig:é::\iil:h(:r()eT;Irr:gtasr)ezaglldm#e
and a high chromaticity, up to 20 units, suppressing th ' P :

single-bunch effect. Most successful, however, was a de rigin of the simulated emittance growth is presently under

icated 10-day scrubbing run in 2002, initially accomloa_study, and it is further discussed in a companion paper [9].

nied by an extensive electron-cloud activity and a high vac- 3 VACUUM

uum pressure, in the course of which the secondary emis-\yije in the SPS the electron cloud manifests its pres-

sion yield of the vacuum chamber decreased substantiallé(nCe by a large pressure increase [10], the situation may be

However, at the end _Of the scrubbing run, the electr_onthe opposite in the warm sections of the LHC (about 20% of

cloud threshold was still about 20% lower than the nomln@he circumference), where the vacuum chambers are coated

LHC intensity. . by TiZrV getter, with a sticking coefficient of 1 for ions.
We can translate these observations to the LHC, by ajg reason is that not only ionization by the beam can con-

plying simplified scaling laws. The growth rate for theyp, e 15 the pumping of the residual gas [11], but, more

coupled bunch instability is roughly approximated by [Slimnortantly, ionization by the low-energy electron. At sat-

1/7 ~ 2mrpfepa/y. Taking an SPS beta function of ation  the average number of electrons roughly equals
* present address: GSI Darmstadt, Germany that of the protons [12]. Then the linear pumping speed
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Figure 1: Simulated LHC emittance growth rates in %/s
vs. average cloud density [8]. Figure 3: Electron line density as a function of time during

a batch passage in an LHC field-free arc regiondfgr, =
of the electron cloud i§);,, .- ~ 0.1y /e, wherel, denotes 1.3, ¢, = 187.5 eV and different bunch intensities.
the beam current and the ionization cross sectigrfor
the low-energy electrons is two orders of magnitude largethreshold at which the simulated heat load surpasses the
than that of the ultra-relativistic protons (100-400 Mbarrfooling capacity is equal to the ultimate LHC intensity of

instead of 0.4—2 Mbarn). The estimated electron pumpinds ~ 1.7 x 10!, For dma. = 1.3 the simulated thresh-
is Sy, o A~ 201s~'m~!A~1 for H, and 130 Is'm~A~1  old drops toN, ~ 5 x 10'°, about half the nominal design

for methane, which will reduce the pressure. intensity. These numbers agree to within about 20% with

earlier simulations [8].
4 BUILD UP AND HEAT LOAD

~4

The build-up of an electron cloud along an LHC bunch %
train (batch) has been simulated using the ECLOUD code € 3
[13]. Results for different bunch intensities both in dipoles ;
and field-free regions are displayed in Figs. 2 and 3. Atfirst
the electron density increases as a function of bunch inten-  §2
sity; it reaches a maximum for bunch intensities between =
about8 x 10'° and10'!; for even higher bunch intensities §
it decreases again. This non-monotonic dependence might '
be related to the ‘lock-out’ regime of S. Heifets [14].

~ 1

't | LHC bend 8x10™ 0

S | £.=1875eV

3 Ome=1.3 Figure 4: Average LHC arc heat load simulated in 2003

3 and cooling capacity as a function of bunch populafion

o
o

The exact modelling of the elastic electron reflection be-
tween 0 and 10 eV is still uncertain. Recent measurements
[15] indicate that the probability of elastic reflection may
approach 1 in the limit of O incident energy, while in our
present parametrization this probability varies roughly be-
s : \ i . . . . tween 0.2 and 0.6 depending on the valué,gf,. Modify-

0 02 04 06 08 1 12 14 16 18 ing the low-energy reflectivity would increase the predicted

. . . . . . _heat load and could enlarge the simulated survival times.
Figure 2: Electron line density as a function of time during 9

the passage of a batch in an LHC dipole, dqf., = 1.3, 5 SPSBENCHMARKS

€max = 187.5 eV and different bunch intensities. In 2002, a discrepancy between the measured and simu-
A firm commissioning constraint for the LHC is the heatlated location of the electron-cloud stripes in a dipole field
load deposited on the cold bore of the arc chamber. Fidras been a major concern. The stripes occur in the region
ure 4 shows the simulated average LHC arc heat load agth maximum multipacting, and their position is sensitive
a function of the bunch intensity for two different valuesto details of the secondary emission. After a revision of the
of dmax. AlSo indicated is the available cooling capacity, ECLOUD code, we now obtain a satisfactory agreement, at
which decreases for higher intensities due to the enhancéte 10-15% level. A comparison of the measured [10] and
heating by synchrotron radiation and image currents. Farewly simulated horizontal stripe position as a function of
a maximum secondary emission yield,., = 1.1, the bunch intensity can be foundin [8, 16]. Figure 5 unveils the
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sensitivity of the electron position to rather small changedifference between simulations and measurement is much
in the dipole magnetic field, and also the effect of changintarger, about a factor 35. This could indicate that we do not
the maximum secondary emission yield. The latter doesodel the field-free case correctly.

not affect the position of the stripes, but alters the overall For the successful commissioning of the LHC a reliable

electron flux to the wall. prediction of the heat load in the cold part of the machine
1000 ‘ ‘ ‘ is important. Several warm and cold calorimeters were in-
yield=1.68,=0.01T —— stalled in the SPS [17], whose purpose is to measure the
100 ¢ yield=1.4,8,=0.015T - 1 actual heat load for different apertures, temperatures, and
yield=1.4.8,=0.02T - beam conditions. Their results serve as a benchmark for

the simulations. Extensive measurements were performed
for different numbers (1-4) of LHC batches. The mea-
sured heat loads [17] span a wide range, extending from
] 30 mW/m for 1 batch in a warm large-aperture calorimeter
to 8 W/m for 3 batches in a cryogenic environment. Within
the large scatter of the experimental data points, the mea-
‘ surements are consistent with the simulations for all the
0 0.005 0.01 0.015 0.02 0.025 0.03 0.035 0.04 cases compared. However, the exact value of the secondary
x [m] emission yield in the calorimeters is not precisely known
Figure 5: Simulated electron flux vs. horizontal position and can rapidly change during beam operation, so that in
in the SPS for an intensity 6, = 1.2x 10!, two different SOMe cases the experimental data fluctuate by a factor of
magnetic fields and yieldg,... The beam is at = 0. 10. Measurements and simulations disagree on the effect
. o .. of amagnetic field. The simulated heat load is maximum
The simulated energy distribution of electrons impingy,ithqt field, while the observed one is two times higher at

ing on the chamber wall is shown in Fig. 6. For afield ofy o G Further benchmarking studies are planned for 2003.
100 G the distribution has a maximum at 200 eV, in good

agreement with observations [10]. Simulated and measured 6 CONCLUSIONS

energy spectra above 30 eV also agree well without mag- Over the last three years an enormous progress has been
netic field [8, 10]. Electrons at energies below 30 eV havénade at CERN in electron-cloud diagnostics, beam mea-
not been measured and are notincluded in Fig. 6. Howeverements, and simulations. In general, the observations
in the simulation the overwhelming majority of the incidentand simulations appear consistent. The successful suppres-

0.1 ¢

0.01

0.001

electrons are at these low energies. sion of the electron cloud in the SPS lends further confi-
—~1 dence that we will be able to cure it in the more challeng-
T . Omex=1.4, B=100 G ing environment of the LHC, with a cold vacuum system, a
g Smex=1.4, B=150 G reduced clearing gap, and, at higher beam energies, a large

number of primary photo-electrons from synchrotron radi-
ation. Most open questions are under investigation.
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