
Low Emittance and High Current 
Electron Linac Development at Tsinghua 

University

Chuanxiang Tang 
tang.xuh@tsinghua.edu.cn 

Department of Engineering Physics, Tsinghua University, Beijing 
100084, China 

Paper No: 
MO2A04

mailto:tang.xuh@tsinghua.edu.cn?subject=


Outline
• High Brightness Electron Beam 

• Photocathode RF Gun Development at THU 

• Tsinghua Thomson Scattering X-ray Source (TTX) 

• Coherent THz Radiation of an electron bunch 
train generated by NSCO 

• Summary



Brightness of an electron beam
The brightness distribution B is the 
density in 6-D phase space 

(x, px , y, py ,t,E)
where t is the arrival time, E is the 
kinetic energy canonical to t. When the 
system has a Hamiltonian, B is 
invariant along each particle trajectory 
in an accelerator.[*]

* Handbook of Accelerator Physics and Engineering, 2nd Edition. P318. “Brightness” , P. Elleaume, KJ Kim.

Bn =
2I
εn
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If the electron beam 
is axis symmetry, its 
brightness can be 

written as:
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High brightness electron beam
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Electron gun is the most important part of a linac 
for high brightness electron beams
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Emittance growth inside an electron gun
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Kinds of electron guns

cathode Electron Beam
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 DC high voltage electric field 
 RF electromagnetic  fields 

 Pulsed and High peak current 
 CW or high repetition rate, high average current 



The XFELs and Their Electron Guns
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Photocathode RF Gun Development 
at THU

2011
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Figure 1: Unloaded quality factor Q0 (red circles) and mode
separations (blue stars) across the three types of guns devel-
oped at THU.

Cathode roughness and thermal emittance
As the development of photocathode RF gun, the min-

imum emittance that can be achieved is approaching the
thermal emittance limitation, which is induced by the initial
transverse spread and cathode roughness. With the under-
standing emission process of the copper cathode, we devel-
oped 2D [9] and 3D [10] models to estimate the increase of
the thermal emittance due to the cathode surface roughness.
Our analytical formulas clearly reveal the relationship be-
tween the surface roughness and the emittance growth. Both
analytical and numerical results surprisingly show that in the
typical 3D random surface case, the influence of the surface
roughness on the emittance growth is much smaller than
the 2D sinusoidal case with typical roughness properties,
however with roughness properties which are matched to the
3D case, the emittance growth conditions in these two cases
are very similar. Even with applied electric field strength
up to 120 MV/m, the total emittance growth is still below
10%. It implies that the large emittance growth (50%–100%)
observed on metallic cathodes in some experiments, which
is generally believed to be the result of the electric field on
the rough surface, might be due to some other reasons and
needs to be studied further.

TTX BEAM LINE AND EMITTANCE
MEASUREMENTS

TTX beam line
The RF gun has been operated at the TTX to generate

the high quality electron beam since 2012. A schematic of
the beam line is shown in Fig. 2. The maximum gradient
of the gun is ⇠ 110 MV/m and the bunch charge can be
varied from a few pC to ⇠ 1 nC. After exiting the gun, the
beam will travel through a S-band TW cavity (buncher)
whose acceleration phase is set at ⇠-90 ° to induce an energy
chirp. The electron beam will be compressed during the
downstream drift before it is accelerated to high energy by
the 3-meter S-band linac. The compression, also called

ballistic bunching, can be controlled by the acceleration
gradient and phase of the buncher, and the drift length before
the linac. Simulation work shows that when the compression
factor C < 3, the emittance of the electron beam can be
preserved through tuning the solenoid outside the gun [11].

Figure 2: Schematic layout of the TTX beam line (not to
scale).

The electron beam can be compressed by the downstream
4-dipole magnetic chicane as well if the acceleration phase
of the linac is set at o�-crest. The total length of the chicane
is ⇠1.5 m and the bending angle can be varied continuously
up to ⇠15 °. Simulations have shown that the combination
of ballistic bunching and magnetic compression enable us to
generate ultrashort bunch with rms bunch length < 20 fs and
peak current ⇠10 kA at 500 pC beam charge [12]. The high-
intensity electron beam can be used in the broad-spectral
THz radiation generation and beam-driven plasma accelera-
tion.

The interaction chamber locates after two sets of triplets
where the electron beam is focused to small size for di�erent
experiments. In the chamber, the electron can be used to
collide with an infrared laser to generate hard X-ray through
Thomson scattering, or interact with a plasma or dielectric
tube for the study of advanced acceleration technology. At
the end of the beam line, a deflecting cavity and horizontal
dipole are installed for the beam longitudinal diagnostics.

Emittance measurements
A standard quadrupole scan technique was used to mea-

sure the transverse emittance of the electron beam. We use
the triplet 1 and the downstream screen (not shown in Fig. 2)
to do the measurements. In order to achieve small emittance,
the driven laser was shaped longitudinally and transversely.
Longitudinal shaping is a significant method to reduce bunch
emittance by shaping the temporal distribution to flat-top
pulse, which dramatically reduces the nonlinear space charge
force and corrects the linear space charge [13]. We used four
↵-BBO crystals in this study for pulse shaping [14]. When
a laser pulse passes through a crystal, it will be separated
into two sub pulses with a specific time delay. The lengths
of the crystals, 4.72, 2.36, 1.18, and 0.59 mm, determine
the separation between the individual output pulses, given
by the 1.18 ps/mm group velocity di�erence for propaga-
tion along the fast and slow axes of the crystal material. By
adjusting the angles of the fast and slow axes of the crystal
and the linear polarization of the incident laser light to 45°,
we can drive the intensity of every individual pulse equal
and temporarily achieve a plateau distribution. The origi-
nal pulse before the ↵-BBO crystals has a 1.2-ps FWHM
duration, which is measured by cross correlation with an
ultrashort IR pulse divided from the main pulse. After the

L. M. Zheng et al., Nucl. Instrum. Methods Phys. Res Sect.  A 834, 98-107 (2016) 
H. Qian et al., in the proceedings of FEL 2012 
H.Qian et al., in the proceedings of IPAC2011 

The unloaded quality factors and 0-pi mode separations 
of the three generations of the photocathode rf gun 

developed by THU

1st generation:  
silver copper brazing 

2nd Generation: 
gold  copper brazing 
Optimized vacuum pump 
hole 

3rd Generation: 
gold  copper brazing. 
optimized vacuum pump 
hole. 
added another two holes to 
eliminate quadruple.  
thin and ellipse iris. 
no Helico flex. 
dry ice cleaned cathode 
round corner. 

… 



 The gun designed to eliminate the 
multiple modes

Dipole Quadruple

BNL 2E-‐03 2E-‐02

LCLS 9E-‐06 5E-‐05

THU 7E-‐05 1E-‐05

	  	  *CST	  simulation,	  Hφ	  analysis	  @	  r=10mm

THU	  Gun

BNL	  Gun LCLS	  Gun



Emittance caused by the multipole 
modes 

• Multipole	  field	  elimination
Dipole elimination (~10-2 ↓) 

tuning vac port length  
(opposite RF coupling hole)  

Quadruple elimination (~10-4 ↓) 
4-port design

Dipole	    
reduction

BNL	  gun THU	  gun

Quadruple	    
reduction



Cathode Physics is important for ultra-low 
emittance electron beam

Emittance at the Cathode:  
thermal emittance 
emittance caused by the roughness

222222 2~ rfscBzmprfscthn εηεεεεεεε +++++

thε

scε

rfε

mpε

Bzε
η

Initial Emittace or Thermal Emittance 

Space Charge Emittance 

RF Emittance 

Multi-pole mode of RF field caused Emittance 

Emittance because of Magnetic field Bz at cathode surface 

Coupling between space charge effect and RF effect 



Thermal emittance of metal photocathode

David H. Dowell and John F. Schmerge , PHYSICAL REVIEW SPECIAL TOPICS - ACCELERATORS AND BEAMS 12, 074201 (2009)

Inserting these expressions into the above equation for the
boundary condition gives a formula similar to Snell’s law
for optics,

sin!out
sin!in

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Eþ @!
Eþ @!# EF #"eff

s
: (16)

An electron inside the cathode approaching the bound-
ary needs to have sufficient momentum normal to the
barrier to escape,

pz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðEþ @!Þ

p
cos!in &

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðEF þ"effÞ

q
: (17)

This leads to the maximum internal angle for which the
electron with energy E can escape, !inmax,

cos!inmax ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EF þ"eff

Eþ @!
s

: (18)

This relationship between the momenta inside the cathode
defining the maximum escape angle is shown graphically
in Fig. 4.

The angle on the vacuum side of the boundary corre-
sponding to the internal maximum escape angle is

sin!outmax ¼ sin!inmax

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eþ @!

Eþ @!# EF #"eff

s
) !outmax ¼

#

2
:

(19)

Electrons which are incident at the maximum escape angle
or critical angle, escape the cathode with an external angle
of #=2. Electrons incident at angles larger than the maxi-
mum escape angle are reflected back into the cathode. In
the rest of this paper we define !max ' !inmax since the
maximum angle in the vacuum is always #=2.
Reflecting on these relations, it is reasonable to associate

these square-root quantities with refractive indices the
electron experiences at the cathode-vacuum interface.
Therefore we define the following electron indices of
refraction:

nin ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eþ @!p

(20)

and

nout ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eþ @!# EF #"eff

p
: (21)

Introducing the concept of refraction allows us to apply the
well-known theory of optical refraction at boundaries to
describe emission from angled or curved cathode surfaces.
The idea that the emitted electrons can be focused or
collimated by the surface is intriguing [12] and its impact
on beam dynamics will be investigated in our future
studies.

B. Derivation of the photoelectric emittance for metals

The rms emittance in terms of the moments of the
electron distribution is defined as [13]

"x '
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hx2ihx02i# hxx0i2

q
(22)

with the slope of the electron trajectory given by

in
maxθ

ω+E

effFEE φω −−+

effFE φ+

FIG. 4. (Color) Graphical representation of the electron momen-
tum inside the cathode and the maximum angle of escape.
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FIG. 3. (Color) Diagram showing the conservation of transverse
momentum at the metal-vacuum interface. Outside the surface
the maximum angle is #=2 when the electrons are refracted with
the largest internal angle of incidence !inmax. Electrons with
angles greater than !inmax are reflected back into the metal.
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nents of the momentum just inside the cathode surface used to
derive the photoelectric emittance.

QUANTUM EFFICIENCYAND THERMAL . . . Phys. Rev. ST Accel. Beams 12, 074201 (2009)

074201-5

derived above, we obtain

!2
px

¼ 2

mc2

REF
EFþ"eff#@!ðEþ @!ÞdE

REF
EFþ"eff#@! dE

R
1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðEFþ"eff Þ=ðEþ@!Þ
p sin2#dðcos#Þ
R
1 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðEFþ"eff Þ=ðEþ@!Þ
p dðcos#Þ

R
2$
0 cos2!d!R

2$
0 d!

: (34)

The angular integrations can be done separately and are given by
R
2$
0 cos2!d!R

2$
0 d!

¼ 1

2
;

Z
sin2#dðcos#Þ ¼ cos## 1

3
cos3#: (35)

Substituting these integrals into Eq. (34) results in the following expression for the variance of the transverse momentum:

!2
px

¼ 1

mc2

REF
EFþ"eff#@!½23 # ðEFþ"eff

Eþ@! Þ1=2 þ 1
3 ð

EFþ"eff

Eþ@! Þ3=2'ðEþ @!ÞdE
REF
EFþ"eff#@!½1# ðEFþ"eff

Eþ@! Þ1=2'dE
: (36)

This equation can be analytically integrated and the rms of
the dimensionless transverse momentum for photoemis-
sion is found to be

!px
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi@!#"eff

3mc2

s
; (37)

and therefore the normalized emittance is

"n ¼ !x!px
¼ !x

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi@!#"eff

3mc2

s
: (38)

Figure 6 plots the photoelectric emittance for copper as a
function of photon energy for applied electric fields of 0,
50, and 100 MV=m using the parameters given in Table I.
The emittance approaches 0 as the photon energy ap-
proaches the effective work function and the reduced
beam brightness, which we define as the QE=!2

px
, also

monotonically approaches 0 as the photon energy ap-
proaches the effective work function since the QE varies
faster than the square of the transverse momentum spread.
The simplifying assumptions used to arrive at this ana-

lytic result have a small effect on the transverse momentum
spread. We have numerically integrated the energy variable
in Eq. (28) using the parameters in Table I to determine the
effect of temperature, angular dependence of the electron-
scattering function, and the energy dependence of the
mean-free path on the transverse momentum. Including

the E#3=2 energy dependence of the mean-free path results
in a 0.8% decrease in the transverse momentum spread and
including the scattering function angular dependence de-
creases the rms transverse momentum another 0.2%. As the
difference between the photon energy and effective work
function increases the error in the approximation will
increase.
The transverse momentum is more sensitive to tempera-

ture than the QE at room temperature. At 300 K the thermal
emittance increases by 0.2% compared to 0 K. At 2000 K
both the QE and rms transverse momentum are increased
by approximately 10%.

IV. THE RELATION BETWEEN EMITTANCE AND
QUANTUM EFFICIENCY

With these equations for the emittance and QE it is
interesting to investigate the connection between them. In
Fig. 7 the quantum efficiency and normalized emittance
per rms beam size are plotted as functions of the effective
work function. Both the QE and emittance decrease with
increasing effective work function suggesting the disap-
pointing result that to reduce the emittance one has to
accept a lower QE. This type of analysis illustrates the
value of a unified theory of photoemission where consis-
tency demands that the same effective work function be
used to compute both the QE and thermal emittance. For
example, a QE of 5( 10#5 has an effective work function
of 4.56 eV which gives a theoretical cathode emittance
with a slope of 0:46 microns=mm (rms). However, recent

FIG. 6. (Color) The normalized emittance per rms beam size for
Cu as a function of photon energy for the typical operating
electric fields of metal cathodes in rf guns due to the Schottky
reduction of the barrier as described in the text. The work
function is assumed to be 4.31 eV.
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Equation (9) can be integrated to obtain

QE ð!Þ ¼ 1$ Rð!Þ
1þ !optð!Þ

!!e-eð!Þ

ðEF þ @!Þ
2@! !

1$
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
EF þ"eff

EF þ @!
s #

2
:

(10)

The QE can be expanded as a function of @!$ ’eff in
the following Taylor series which is evaluated at photo-
emission threshold where @! is only slightly larger than
"eff:

QEð!Þ ¼ QEj@!¼"eff
$ dQE

d@!$$$$$$$$@!¼"eff

ð@!$"effÞ

þ 1

2

dQE

d@!$$$$$$$$@!¼"eff

ð@!$"effÞ2 $ & & & : (11)

The first two terms are zero verifying the well-known
quadratic dependence upon the photon energy for the
quantum efficiency near threshold result [10]:

QE ð!Þ ' 1$ Rð!Þ
1þ !optð!Þ

!!e-eð!Þ

ð@!$"effÞ2
8"effðEF þ"effÞ

: (12)

As described earlier, multiple assumptions are required
to produce this analytic result. Therefore we also numeri-
cally integrate the above equations to test the accuracy of
several of the assumptions. Two assumptions were neces-
sary to arrive at the average mean-free path shown in
Eq. (6). The first assumption was to ignore the E$3=2

energy dependence of the mean-free path [5]. For the
parameters listed in Table I, the mean-free path energy
dependence results in a 3.2% reduction in QE. The second
assumption was to approximate the electron path length
with the shortest distance from the point of absorption to
the surface. In other words, the angular dependence of the
scattering probability was ignored. Once again for the
parameters listed in Table I, the angular dependence of
the scattering probability results in less than 1% reduction
in QE. The reason these two assumptions have little effect
on the calculated QE is because the difference between the
photon energy and effective work function is small result-
ing in a narrow energy and angular acceptance band for the
emitted electrons. As this difference increases and the
permitted energies and angles increase, the approximation
will become less accurate.

In addition we have assumed the temperature is 0 K to
allow replacing the Fermi-Dirac distribution with the
Heaviside-step function. The electron temperature is de-
fined as the temperature of the electrons prior to the
absorption of a photon. Numerical integration shows that
for the parameters in Table I the electron temperature must
be approximately 2000 K to increase the QE by 10% and
over 7000 K to increase the QE by a factor of 2. At ambient
temperatures near 300 K where most photocathodes are
operated, the effect on the QE is an approximately 0.1%
increase. The temperature has little effect until the ratio of
kBT=ðh!$"effÞ approaches unity.
We have also assumed a monoenergetic photon beam in

the derivation of the QE. The photons can be considered
monoenergetic unless the photon energy spread becomes
comparable to the electron temperature. Assuming a
255 nm photon and transform limited pulse, the pulse
length must be <13 fs to produce greater than 25 meV
energy spread. Thus, the energy spread of the photon can
be ignored even for pulses with 100 fs rise times.

III. THE PHOTOELECTRIC EMITTANCE FOR
METAL CATHODES

This section derives the thermal emittance for photo-
electric emission by applying the same Fermi-Dirac model
as used to obtain the quantum efficiency and closely fol-
lows that performed for Cs2Te cathodes by Floettmann
[11]. However, before launching into the derivation of
the emittance it is necessary to discuss the boundary con-
ditions of the escaping electron.

A. The boundary condition and the maximum angle
of escape

Similar to photons, electrons change their angle or re-
fract as they move from inside to outside the cathode. This
is a result of the boundary condition requiring conservation
of transverse momentum across the cathode-vacuum inter-
face. In terms of the momenta and angles defined in Fig. 3,
this boundary condition is expressed as

pin
x ¼ pout

x ; (13)

or equivalently,

pin
total sin#in ¼ pout

total sin#out: (14)

The total energy of the electron (after absorbing a photon)
inside the cathode is Eþ @!. The electron energy outside
the cathode is this energy minus the energy of the vacuum
state, EF þ"eff as shown in Fig. 2, giving its energy after
emission as (Eþ @!$ EF $"eff). Thus, the total mo-
mentum inside and outside the cathode are

pin
total ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðEþ @!Þ

p
and

pout
total ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2mðEþ @!$ EF $"effÞ

q
:

(15)

TABLE I. Physical constants used to compute the thermal
emittance and quantum efficiency for atomically clean copper
[5].

Fermi energy, EF 7 eV
Work function, "w 4.31 eV
"Schottky @ 50 MV=m 0.268 eV
e-e scattering length @ 8.6 eV, !e-eðEmÞ 22 angstroms
Em 8.6 eV
Photonenergy @255 nm 4.86 eV
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Linac Coherent Light Source (LCLS) measurements on a
copper cathode with this QE give an emittance slope
approximately twice this theoretical value with similar
experimental results previously reported by Brookhaven
National Laboratory (BNL) [15], Sumitomo [16], and
Stanford Linear Accelerator Center (SLAC) [4,17]. In
general, the experimental thermal emittance as measured
in an rf photocathode gun is a factor of 2 larger than the
theoretical thermal emittance.

The quantum efficiency can be thought of as the per-
centage of electrons inside the metal with sufficient longi-
tudinal momentum to overcome the effective work
function. It is interesting to note that any changes to the
transverse momentum of the electrons inside the metal
would have no effect on the QE. Thus, the QE is a measure
of the longitudinal momentum distribution.

The thermal emittance is by definition a measure of the
transverse momentum of the electrons that are emitted. At
first glance it may not appear that the QE and thermal
emittance are linked since they depend on orthogonal
components of momentum. Although the longitudinal mo-
mentum does not have a direct influence on the thermal
emittance, it does determine which electrons are emitted
and thus which electrons’ transverse momentum contribute
to the emittance. One of the reasons metals have a rela-
tively low thermal emittance is that the electrons with
significant transverse momentum are not emitted.
Because of the work function, only electrons moving
nearly normal to the surface are emitted. This is why the
width of the transverse momentum distribution decreases
as the effective work function increases. Thus, electrons
with low transverse momentum are selectively emitted.

It is clearly desirable to maximize the QE and minimize
the thermal emittance but due to their interdependence this
is difficult. However, if one could shift electrons from the

Fermi energy towards the minimum possible emission
energy (see Fig. 2), the thermal emittance would be re-
duced since the emitted electrons have less available trans-
verse momentum. In this work, we have assumed a
constant density of states near the Fermi energy.
Distributions with densities that increase as the energy
decreases below the Fermi energy can increase the QE
and simultaneously decrease the thermal emittance. It is
interesting to note that increasing the cathode temperature
shifts electrons from just below the Fermi energy to just
above the Fermi energy resulting in higher thermal
emittance.
The only way to alter the QE with no effect on the

thermal emittance is via variation of the reflectivity, optical
absorption depth, or the electron mean-free path since to
first order the scattering probability cancels in the expres-
sion for the transverse momentum. Thus, in principle, one
could select a cathode material with the optimal complex
optical index of refraction to minimize both the reflectivity
and the optical absorption depth. However, the maximum
increase in the QE for Cu with this method is limited to
approximately a factor of 5 since the reflectivity is ap-
proximately 30% and the reduction due to scattering is
roughly a factor of 3. One must be careful not to choose an
optical wavelength to achieve the desirable optical parame-
ters which cause a larger decrease in QE or an unaccept-
able increase in the thermal emittance due to the change in
photon energy or mean-free path.

V. COMPARISON WITH OTHER EMITTANCE
CALCULATIONS

As mentioned earlier, the calculation of the thermal
emittance for Cs2Te cathodes was performed by
Floettmann in which the three-step model was introduced
with an average for the electron energy distribution. Later
calculations, including the one presented here, all follow
the same basic assumption of the three-step model with a
Fermi-Dirac function at zero temperature with various
refinements, e.g., the Schottky potential has been included.
Here we review the published expressions for the photo-
emission emittance, and describe their differences and
similarities with each other and the results of this paper.
The thermal emittance derivation by Floettmann for

Cs2Te semiconductor cathodes is given as [11,18]

"th ¼ !x

ffiffiffiffiffiffiffiffiffiffiffi
2EK

3mc2

s
: (39)

Floettmann has assumed a delta function energy distribu-
tion, which is valid for CsTe, to derive this expression.
Defining EK as the average energy for emission from
metals gives

EK ¼ @!""eff

2
(40)

FIG. 7. (Color) The quantum efficiency and the normalized
emittance per rms beam size plotted as functions of the effective
work function, "eff , for a photon energy of 4.90 eV (#laser ¼
253 nm).
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Roughness caused thermal emittance 

C. Cathode surface morphology measurement
and analysis

The photocathode rf gun was removed from the
Thomson scattering beam line during a gun upgrade in
March 2012, and the cathode was taken out for examina-
tion. The cathode surface is finished by off-axis diamond
turning, and the cathode center was mirrorlike when put
into the gun. After over three years of operation, the
cathode center has been damaged, and surface defects are
visible. A similar phenomenon was also observed for the
first cathode of the LCLS gun [43]. The more detailed
surface morphology measured by the white light interfer-
ometer is shown in Fig. 7, and shows nonuniform surface
damage distribution. The typical undamaged surface, such
as Fig. 7(d), shows an rms roughness of 36.5 nm, and the
typical damaged surface, such as Fig. 7(c), shows an rms
roughness of 1420 nm, which is a factor of 39 larger. For a
first order analysis of the cathode roughness effect by
Eqs. (12) and (13), surface heights along the dashed line
of Figs. 7(c) and 7(d) are lined out, and Fourier analysis
gives the spatial frequencies and corresponding ampli-
tudes, which were used to calculate field enhancement
factor and roughness emittance growth, as shown in
Figs. 8 and 9. For the damaged surface (Fig. 8), the field
enhancement factor is between 1 and 1.2, and the rough-
ness emittance is between 0 and 3:5 mmmrad=mm. For the
undamaged surface (Fig. 8), the field enhancement factor
is between 1 and 1.01, and the roughness emittance is
between 0 and 0:15 mmmrad=mm. Compared with the
thermal emittance fitting results (Table III), the roughness
emittance theory predicts bigger roughness emittance for
the damaged surface and smaller roughness emittance
for the undamaged surface. Since the area illuminated by
the UV laser consists of both damaged and undamaged

surfaces, the roughness emittance should be a weighted
average of the two, which is consistent with the measured
roughness emittance of 0:92 mmmrad=mm. The above
comparison shows Eq. (13) is effective in a first order
evaluation of the cathode roughness emittance.

FIG. 7. Cathode surface morphology measured by a white light
interferometer, and rms roughnesses are (a) 233 nm, (b) 653 nm,
(c) 1420 nm, and (d) 36.5 nm.

FIG. 8. Surface roughness analysis of the dashed line in
Fig. 7(c): (a) surface perturbation profile, (b) spatial frequency
spectrum, (c) field enhancement factor, and (d) roughness emit-
tance growth at 50 MV=m.

FIG. 9. Surface roughness analysis of the dashed line in
Fig. 7(d): (a) surface perturbation profile, (b) spatial frequency
spectrum, (c) field enhancement factor, and (d) roughness emit-
tance growth at 50 MV=m.
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Thermal Emittance Measurement 
To measure the thermal emittance with solenoid scan, 

the space charge effect and RF effect have to be reduced, 

so an ultrashort (~100 fs) laser pulse with energy to 

generate ~0.1 pC charge was normally incident on the 

cathode. Our RF gun has a high dark current level, so the 

gun gradient was lowered to 40 MV/m to reduce 

background noise from dark current. The electric field 

change was achieved by changing the laser-RF phase. 

The thermal emittance increases following the QE 

change were observed, and shown in Fig. 3 are the 

thermal emittances by 23% after contamination measured 

at 25.7 MV/m (40 deg gun phase). Emittance data shown 

in Fig. 3 includes 95% of the beam particles. 

 

Figure 3: Thermal emittance (at 25.7 MV/m) increase 

after contamination. 

The thermal emittance after contamination are 

measured with only two laser sizes due to time limit, and 

thermal emittance are calculated with linear fit by forcing 

the curve going through the origin. The thermal 

emittances are then fitted to Eq. (6) (see Fig. 4), and 

fitting results are listed in Table 1. Due to the physical 

meaning of field enhancement factor, it is better to fit the 

cathode parameters with emittance including 100% of the 

beam particles. The fitting result reveals huge emittance 

contributions from surface roughness effect. According 

Eq. (4), a surface roughness with period of 4 �m and 

amplitude of 100 nm will make such a roughness 

emittance. In future we will measure more data to make 

the emittance results more reliable, and cathode plate will 

be sent for surface roughness analysis. 

Figure 4: Fitting of thermal emittance (after conta-

mination) to electric field. 

Table 1: Cathode Parameters Extracted by Thermal 

Emittance Fitting 

item ��95% ��100% 

w� ���  0.44 eV 0.88 eV 

�  0.92 3.62 

Surface roughness 

emittance @ 50 MV/m 

0.87 

�m/mm 

1.11 

�m/mm 

SUMMARY 
We proposed to study the online cathode parameters by 

doing electric field dependence of QE and thermal 

emittance measurement. A contaminated copper cathode 

has been studied with this method, and was showed to 

have a lowered work function. This is supported by 

observation of increase of QE and thermal emittance. 

Besides, surface roughness emittance was also 

experimently revealed for the first time. 
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C. The Approximate Form of the Emitted-Electron
Phase-Space Distribution

From Sec. II B one could see it’s safe to ignore the de-
pendence of electron momentem distribution on incident
position. In fact this assertion could be proven directly
from the PSF viewpoint without evaluating the statisti-
cal emittance in Eq. 8.

Let us consider the electron phase-space distribution
at point P(x

0

, y
0

) on the surface. From PSF as shown in
Eq. 6, it’s easy to prove that the rms radius of the PSF is
in the order of sub-nanometer and the PSF decays rapidly
to zero in range out of the rms radius. Let’s define the
small circular area of which the center is point P and the
radius is the PSF rms radius as “e↵ective area”. Since
the e↵ective area is very small, one could safely assume
that the laser intensity in the e↵ective area won’t change
dramatically but keep almost constant. Also for the ir-
radiated surface outside of the e↵ective area, the contri-
butions of the emitted electrons to point P is negligible.
Following this thought, we could give an approximate
form of the electron phase-space distribution at point P
as Eq. 12:

D
��
P
= I(x, y) ⇤ f(x, y, p

x

, p
y

, p
z

)
��
x=x0,y=y0

⇡ I(x
0

, y
0

) ⇤ f(x, y, p
x

, p
y

, p
z

)
��
(x,y) in e↵ective area

⇡ I(x
0

, y
0

) ⇤ f(x, y, p
x

, p
y

, p
z

)
��
(x,y) in entire area

= I(x
0

, y
0

) ·
ZZ

dxdyf(x, y, p
x

, p
y

, p
z

)

= I(x
0

, y
0

)f
p

(p
x

, p
y

, p
z

) (12)

which verified the assertion mentioned in prior.
The f

p

(p
x

, p
y

, p
z

) function in Eq. 12 is the momentum
PSF, which describes the momentum-space distribution
of the electron bunch that ejected by single photon. As
shown in Eq. 12, f

p

is the integration of f over the real-
space (x, y), which has the form of Eq. 13.

f
p

(p
x

, p
y

, p
z
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p
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p
z

2 + p2
m

·
p

p
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2 + p
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2 + p
z
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2

·H(p
z

)H(p2
M

� p2
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� p2
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� p2
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� p2
z

) (13)

and C
p

satisfies:

C
p

=
1�R

1 +
�
opt

�
e�e

· 1

4⇡m~!

The approximate form of the emitted electron distri-
bution will play an important role in calculations of the
roughness emittance in the following sections.

III. SURFACE ROUGHNESS EMITTANCE OF
2-D & 3-D SURFACE

An unique advantage of PSF-viewpoint is that it
could be used to calculate the emittance of a roughness

photocathode.[12] The surface of a real-life photocath-
ode is not ideally smooth, but is weakly deformed. These
weak deformations constitute the surface roughness. The
surface topography of a real-life photocathode is shown
in Fig. 2.

FIG. 2. Surface topography of part of a real-life photo-
cathode. Note that the scale of x-axis (y-axis) and z-axis are
di↵erent.

To describe a monochrome spatial component of the
roughness, one usually use amplitude a and spatial pe-
riod � (or spatial wave number k). The roughness of a
polished metallic photocathode could be roughly divided
into two parts: the macro roughness r

M

and the micro
roughness r

m

[9]. The typical characteristics of the two
kinds of roughness are shown below in Tab. II, respec-
tively:

TABLE II. Typical values of the roughness parameters.

Parameter Value Unit
am 4 nm
�m 200 nm
aM 100 nm
�M 16 µm

It’s obvious that the deformations of a well-polished
cathode are rather weak, that we could call the cathode
has a “gently undulating surface”. The following discus-
sions and derivations are limited to this kind of surface.

A. The Generalized Momentum PSF

When a laser beam normally incident on a rough sur-
face of which the surface morphology function is R(x, y),
we could track a single photon to see what happened.
Assumed that the photon injected into the cathode at
point P(x

0

, y
0

). Since the normal vector of point P has

❓

The 3D random surface model gives the 
influence of the surface roughness to the 

emittance growth is much smaller than expected. 

X.Z.He,C.X.Tang,W.H. Huang andY.Z.Lin, High Energy Phys. Nucl. Phys. 28, 1007 (2004).  
Z. Zhang and C. X. Tang, Phys. Rev. ST Accel. Beams 18, 053401 (2015). 
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To better understand the evolution of the density of a
relativistic beam with an initial modulation, one can start
from a 1D cold fluid model. The system can be written as

@t!!þ c
!!

!3 @z!! ¼ # eE

mc
; (1)

@zE ¼ # en

"0
; (2)

@tnþ c@zn
!!

!3 ¼ 0; (3)

where the three unknown functions nðz; tÞ, !!ðz; tÞ and
Eðz; tÞ describe the electronic density, the deviation from
the reference energy and the longitudinal space-charge
field, respectively. z is the coordinate along the bunch,
e and m are the electron charge and mass and ! is the
beam relativistic factor. We assume !! & !.

Equations (1)–(3) represent a coupled system of non-
linear partial differential equations. For an initial periodic
modulation with period # ¼ 2$=k, we can use the solution
ansatz Aðz; tÞ ¼ P

mAmðtÞeimkz and, collecting the terms
which have equal orders of m in the exponent, we reduce
the problem to a system of ordinary differential equations.
Equation (2) reduces to Em ¼ #enm=imk"0. By scaling
the equations to dimensionless variables, we obtain the
following system of equations

@%Gm ¼ #
X

n

nGnGm#n þ Rm; (4)

@%Rm ¼ #m
X

n

GnRm#n; (5)

where % ¼ !pt and !p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2n0=m"0!

3
p

is the rela-
tivistic plasma frequency. Rm ¼ nm=n0 and Gm ¼
ikc!!m=!p!

3. As no parameters appear in this dimen-
sionless formulation of the problem, the evolution of the
system is fully determined by the initial conditions.
Further, this shows how one could equivalently study the
dynamics of the system by looking at different propagation
times, or by varying !p.

For a sinusoidal modulation, the initial charge density
can be written as nðz; 0Þ ¼ n0ð1þ 2b cosðkzÞÞ, where
b ¼ heikzi is the bunching factor. In normalized variables,
this can be expressed as R0ð0Þ ¼ 1 and R'1ð0Þ ¼ b. In
Fig. 1 we show the solutions of the system for different
values of the initial condition b. For small initial modula-
tion (b ¼ 0:01), the results of the linear theory are recov-
ered. After Tp=4, where Tp ¼ 2$=!p is the plasma
oscillation period, the temporal profile is uniform. After
Tp=2 the initial modulation is completely recovered with a
$ phase shift. As the amplitude of the initial bunching is
increased the dynamics change and harmonics of the fun-
damental wavelength appear. For b ¼ 0:24 the beam den-
sity profile shows current spikes much greater than the
initial peak current at Tp=2. The ratio of the peak current

and the average beam current is larger than 8, with a
significant increase with respect to its initial value of
1.48. We note that even in the nonlinear case the beam
density is always uniform at 1=4 plasma period. In the inset
in Fig. 1 we also show the bunching factors for the 1st, 3rd,
and 9th harmonic. At Tp=2, the first harmonic bunching
returns to a level comparable with its initial value.
Bunching is significant even at high harmonic number.
For b > 0:25, the wave-breaking condition is achieved
and the cold fluid results are no longer valid[11].
Three dimensional simulations using the GENERAL

PARTICLE TRACER (GPT) code [12] are used to validate
this model. As an example, we study the ideal case of a
coasting beam with no acceleration and a constant charge
density to facilitate the comparison with the theory.
We consider a 15 MeV beam with charge 200 pC,
FWHM bunch length 200 &m, and rms transverse size
'x ¼ 100 &m with an initial modulation with period
# ¼ 20 &m and amplitude b ¼ 0:25. The transverse
beam emittance is 0.1 mm-mrad and the uncorrelated
energy spread is 0.1%. The beam transverse size is main-
tained constant along the propagation by a focusing sole-
noid channel and no longitudinal focusing is applied.
As expected, 3D effects related to the aspect ratio of the

space-charge field distribution modify the absolute value of
the plasma frequency. In particular, ifD ¼ k'x=!< 1, the
longitudinal component of the space-charge forces and
hence the frequency of the oscillations decrease. From
simulations, we find a scaling for the effective 3D plasma
frequency!p3D ¼ 2D

1þ2D!p, in agreement with recent theo-
retical predictions [13]. These effects only contribute to a
relative slow down of the dynamics and do not alter the
characteristic features of the wave evolution.
The beam longitudinal phase spaces and temporal pro-

files at two different locations along the beam line are
shown in Fig. 2. In these simulations, as well as in any
practical case where the beam has a finite bunch length, the
plasma oscillations only occur in the central core of the
beam, while at the beam head and tail the dynamics is
significantly different due to the lack of a restoring force.
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FIG. 1 (color online). Beam density distribution for two differ-
ent initial conditions at the beginning, after Tp=4 and after Tp=2.
The system of Eqs. (4) and (5) has been solved numerically
including contributions up to the 64th harmonic. In the inset we
show the evolution of the bunching factor for the 1st, 3rd, and
9th harmonic.
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where the three unknown functions n(z,t),                                 
              and E(z,t) describe the electronic 
density, the deviation from the reference 
energy and the longitudinal space-charge 
field, respectively 
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To better understand the evolution of the density of a
relativistic beam with an initial modulation, one can start
from a 1D cold fluid model. The system can be written as

@t!!þ c
!!

!3 @z!! ¼ # eE

mc
; (1)

@zE ¼ # en

"0
; (2)

@tnþ c@zn
!!

!3 ¼ 0; (3)

where the three unknown functions nðz; tÞ, !!ðz; tÞ and
Eðz; tÞ describe the electronic density, the deviation from
the reference energy and the longitudinal space-charge
field, respectively. z is the coordinate along the bunch,
e and m are the electron charge and mass and ! is the
beam relativistic factor. We assume !! & !.

Equations (1)–(3) represent a coupled system of non-
linear partial differential equations. For an initial periodic
modulation with period # ¼ 2$=k, we can use the solution
ansatz Aðz; tÞ ¼ P

mAmðtÞeimkz and, collecting the terms
which have equal orders of m in the exponent, we reduce
the problem to a system of ordinary differential equations.
Equation (2) reduces to Em ¼ #enm=imk"0. By scaling
the equations to dimensionless variables, we obtain the
following system of equations

@%Gm ¼ #
X

n

nGnGm#n þ Rm; (4)

@%Rm ¼ #m
X

n

GnRm#n; (5)

where % ¼ !pt and !p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2n0=m"0!

3
p

is the rela-
tivistic plasma frequency. Rm ¼ nm=n0 and Gm ¼
ikc!!m=!p!

3. As no parameters appear in this dimen-
sionless formulation of the problem, the evolution of the
system is fully determined by the initial conditions.
Further, this shows how one could equivalently study the
dynamics of the system by looking at different propagation
times, or by varying !p.

For a sinusoidal modulation, the initial charge density
can be written as nðz; 0Þ ¼ n0ð1þ 2b cosðkzÞÞ, where
b ¼ heikzi is the bunching factor. In normalized variables,
this can be expressed as R0ð0Þ ¼ 1 and R'1ð0Þ ¼ b. In
Fig. 1 we show the solutions of the system for different
values of the initial condition b. For small initial modula-
tion (b ¼ 0:01), the results of the linear theory are recov-
ered. After Tp=4, where Tp ¼ 2$=!p is the plasma
oscillation period, the temporal profile is uniform. After
Tp=2 the initial modulation is completely recovered with a
$ phase shift. As the amplitude of the initial bunching is
increased the dynamics change and harmonics of the fun-
damental wavelength appear. For b ¼ 0:24 the beam den-
sity profile shows current spikes much greater than the
initial peak current at Tp=2. The ratio of the peak current

and the average beam current is larger than 8, with a
significant increase with respect to its initial value of
1.48. We note that even in the nonlinear case the beam
density is always uniform at 1=4 plasma period. In the inset
in Fig. 1 we also show the bunching factors for the 1st, 3rd,
and 9th harmonic. At Tp=2, the first harmonic bunching
returns to a level comparable with its initial value.
Bunching is significant even at high harmonic number.
For b > 0:25, the wave-breaking condition is achieved
and the cold fluid results are no longer valid[11].
Three dimensional simulations using the GENERAL

PARTICLE TRACER (GPT) code [12] are used to validate
this model. As an example, we study the ideal case of a
coasting beam with no acceleration and a constant charge
density to facilitate the comparison with the theory.
We consider a 15 MeV beam with charge 200 pC,
FWHM bunch length 200 &m, and rms transverse size
'x ¼ 100 &m with an initial modulation with period
# ¼ 20 &m and amplitude b ¼ 0:25. The transverse
beam emittance is 0.1 mm-mrad and the uncorrelated
energy spread is 0.1%. The beam transverse size is main-
tained constant along the propagation by a focusing sole-
noid channel and no longitudinal focusing is applied.
As expected, 3D effects related to the aspect ratio of the

space-charge field distribution modify the absolute value of
the plasma frequency. In particular, ifD ¼ k'x=!< 1, the
longitudinal component of the space-charge forces and
hence the frequency of the oscillations decrease. From
simulations, we find a scaling for the effective 3D plasma
frequency!p3D ¼ 2D

1þ2D!p, in agreement with recent theo-
retical predictions [13]. These effects only contribute to a
relative slow down of the dynamics and do not alter the
characteristic features of the wave evolution.
The beam longitudinal phase spaces and temporal pro-

files at two different locations along the beam line are
shown in Fig. 2. In these simulations, as well as in any
practical case where the beam has a finite bunch length, the
plasma oscillations only occur in the central core of the
beam, while at the beam head and tail the dynamics is
significantly different due to the lack of a restoring force.
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FIG. 1 (color online). Beam density distribution for two differ-
ent initial conditions at the beginning, after Tp=4 and after Tp=2.
The system of Eqs. (4) and (5) has been solved numerically
including contributions up to the 64th harmonic. In the inset we
show the evolution of the bunching factor for the 1st, 3rd, and
9th harmonic.
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To better understand the evolution of the density of a
relativistic beam with an initial modulation, one can start
from a 1D cold fluid model. The system can be written as

@t!!þ c
!!

!3 @z!! ¼ # eE

mc
; (1)

@zE ¼ # en

"0
; (2)

@tnþ c@zn
!!

!3 ¼ 0; (3)

where the three unknown functions nðz; tÞ, !!ðz; tÞ and
Eðz; tÞ describe the electronic density, the deviation from
the reference energy and the longitudinal space-charge
field, respectively. z is the coordinate along the bunch,
e and m are the electron charge and mass and ! is the
beam relativistic factor. We assume !! & !.

Equations (1)–(3) represent a coupled system of non-
linear partial differential equations. For an initial periodic
modulation with period # ¼ 2$=k, we can use the solution
ansatz Aðz; tÞ ¼ P

mAmðtÞeimkz and, collecting the terms
which have equal orders of m in the exponent, we reduce
the problem to a system of ordinary differential equations.
Equation (2) reduces to Em ¼ #enm=imk"0. By scaling
the equations to dimensionless variables, we obtain the
following system of equations

@%Gm ¼ #
X

n

nGnGm#n þ Rm; (4)

@%Rm ¼ #m
X

n

GnRm#n; (5)

where % ¼ !pt and !p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2n0=m"0!

3
p

is the rela-
tivistic plasma frequency. Rm ¼ nm=n0 and Gm ¼
ikc!!m=!p!

3. As no parameters appear in this dimen-
sionless formulation of the problem, the evolution of the
system is fully determined by the initial conditions.
Further, this shows how one could equivalently study the
dynamics of the system by looking at different propagation
times, or by varying !p.

For a sinusoidal modulation, the initial charge density
can be written as nðz; 0Þ ¼ n0ð1þ 2b cosðkzÞÞ, where
b ¼ heikzi is the bunching factor. In normalized variables,
this can be expressed as R0ð0Þ ¼ 1 and R'1ð0Þ ¼ b. In
Fig. 1 we show the solutions of the system for different
values of the initial condition b. For small initial modula-
tion (b ¼ 0:01), the results of the linear theory are recov-
ered. After Tp=4, where Tp ¼ 2$=!p is the plasma
oscillation period, the temporal profile is uniform. After
Tp=2 the initial modulation is completely recovered with a
$ phase shift. As the amplitude of the initial bunching is
increased the dynamics change and harmonics of the fun-
damental wavelength appear. For b ¼ 0:24 the beam den-
sity profile shows current spikes much greater than the
initial peak current at Tp=2. The ratio of the peak current

and the average beam current is larger than 8, with a
significant increase with respect to its initial value of
1.48. We note that even in the nonlinear case the beam
density is always uniform at 1=4 plasma period. In the inset
in Fig. 1 we also show the bunching factors for the 1st, 3rd,
and 9th harmonic. At Tp=2, the first harmonic bunching
returns to a level comparable with its initial value.
Bunching is significant even at high harmonic number.
For b > 0:25, the wave-breaking condition is achieved
and the cold fluid results are no longer valid[11].
Three dimensional simulations using the GENERAL

PARTICLE TRACER (GPT) code [12] are used to validate
this model. As an example, we study the ideal case of a
coasting beam with no acceleration and a constant charge
density to facilitate the comparison with the theory.
We consider a 15 MeV beam with charge 200 pC,
FWHM bunch length 200 &m, and rms transverse size
'x ¼ 100 &m with an initial modulation with period
# ¼ 20 &m and amplitude b ¼ 0:25. The transverse
beam emittance is 0.1 mm-mrad and the uncorrelated
energy spread is 0.1%. The beam transverse size is main-
tained constant along the propagation by a focusing sole-
noid channel and no longitudinal focusing is applied.
As expected, 3D effects related to the aspect ratio of the

space-charge field distribution modify the absolute value of
the plasma frequency. In particular, ifD ¼ k'x=!< 1, the
longitudinal component of the space-charge forces and
hence the frequency of the oscillations decrease. From
simulations, we find a scaling for the effective 3D plasma
frequency!p3D ¼ 2D

1þ2D!p, in agreement with recent theo-
retical predictions [13]. These effects only contribute to a
relative slow down of the dynamics and do not alter the
characteristic features of the wave evolution.
The beam longitudinal phase spaces and temporal pro-

files at two different locations along the beam line are
shown in Fig. 2. In these simulations, as well as in any
practical case where the beam has a finite bunch length, the
plasma oscillations only occur in the central core of the
beam, while at the beam head and tail the dynamics is
significantly different due to the lack of a restoring force.
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FIG. 1 (color online). Beam density distribution for two differ-
ent initial conditions at the beginning, after Tp=4 and after Tp=2.
The system of Eqs. (4) and (5) has been solved numerically
including contributions up to the 64th harmonic. In the inset we
show the evolution of the bunching factor for the 1st, 3rd, and
9th harmonic.
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To better understand the evolution of the density of a
relativistic beam with an initial modulation, one can start
from a 1D cold fluid model. The system can be written as

@t!!þ c
!!

!3 @z!! ¼ # eE

mc
; (1)

@zE ¼ # en

"0
; (2)

@tnþ c@zn
!!

!3 ¼ 0; (3)

where the three unknown functions nðz; tÞ, !!ðz; tÞ and
Eðz; tÞ describe the electronic density, the deviation from
the reference energy and the longitudinal space-charge
field, respectively. z is the coordinate along the bunch,
e and m are the electron charge and mass and ! is the
beam relativistic factor. We assume !! & !.

Equations (1)–(3) represent a coupled system of non-
linear partial differential equations. For an initial periodic
modulation with period # ¼ 2$=k, we can use the solution
ansatz Aðz; tÞ ¼ P

mAmðtÞeimkz and, collecting the terms
which have equal orders of m in the exponent, we reduce
the problem to a system of ordinary differential equations.
Equation (2) reduces to Em ¼ #enm=imk"0. By scaling
the equations to dimensionless variables, we obtain the
following system of equations

@%Gm ¼ #
X

n

nGnGm#n þ Rm; (4)

@%Rm ¼ #m
X

n

GnRm#n; (5)

where % ¼ !pt and !p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2n0=m"0!

3
p

is the rela-
tivistic plasma frequency. Rm ¼ nm=n0 and Gm ¼
ikc!!m=!p!

3. As no parameters appear in this dimen-
sionless formulation of the problem, the evolution of the
system is fully determined by the initial conditions.
Further, this shows how one could equivalently study the
dynamics of the system by looking at different propagation
times, or by varying !p.

For a sinusoidal modulation, the initial charge density
can be written as nðz; 0Þ ¼ n0ð1þ 2b cosðkzÞÞ, where
b ¼ heikzi is the bunching factor. In normalized variables,
this can be expressed as R0ð0Þ ¼ 1 and R'1ð0Þ ¼ b. In
Fig. 1 we show the solutions of the system for different
values of the initial condition b. For small initial modula-
tion (b ¼ 0:01), the results of the linear theory are recov-
ered. After Tp=4, where Tp ¼ 2$=!p is the plasma
oscillation period, the temporal profile is uniform. After
Tp=2 the initial modulation is completely recovered with a
$ phase shift. As the amplitude of the initial bunching is
increased the dynamics change and harmonics of the fun-
damental wavelength appear. For b ¼ 0:24 the beam den-
sity profile shows current spikes much greater than the
initial peak current at Tp=2. The ratio of the peak current

and the average beam current is larger than 8, with a
significant increase with respect to its initial value of
1.48. We note that even in the nonlinear case the beam
density is always uniform at 1=4 plasma period. In the inset
in Fig. 1 we also show the bunching factors for the 1st, 3rd,
and 9th harmonic. At Tp=2, the first harmonic bunching
returns to a level comparable with its initial value.
Bunching is significant even at high harmonic number.
For b > 0:25, the wave-breaking condition is achieved
and the cold fluid results are no longer valid[11].
Three dimensional simulations using the GENERAL

PARTICLE TRACER (GPT) code [12] are used to validate
this model. As an example, we study the ideal case of a
coasting beam with no acceleration and a constant charge
density to facilitate the comparison with the theory.
We consider a 15 MeV beam with charge 200 pC,
FWHM bunch length 200 &m, and rms transverse size
'x ¼ 100 &m with an initial modulation with period
# ¼ 20 &m and amplitude b ¼ 0:25. The transverse
beam emittance is 0.1 mm-mrad and the uncorrelated
energy spread is 0.1%. The beam transverse size is main-
tained constant along the propagation by a focusing sole-
noid channel and no longitudinal focusing is applied.
As expected, 3D effects related to the aspect ratio of the

space-charge field distribution modify the absolute value of
the plasma frequency. In particular, ifD ¼ k'x=!< 1, the
longitudinal component of the space-charge forces and
hence the frequency of the oscillations decrease. From
simulations, we find a scaling for the effective 3D plasma
frequency!p3D ¼ 2D

1þ2D!p, in agreement with recent theo-
retical predictions [13]. These effects only contribute to a
relative slow down of the dynamics and do not alter the
characteristic features of the wave evolution.
The beam longitudinal phase spaces and temporal pro-

files at two different locations along the beam line are
shown in Fig. 2. In these simulations, as well as in any
practical case where the beam has a finite bunch length, the
plasma oscillations only occur in the central core of the
beam, while at the beam head and tail the dynamics is
significantly different due to the lack of a restoring force.
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FIG. 1 (color online). Beam density distribution for two differ-
ent initial conditions at the beginning, after Tp=4 and after Tp=2.
The system of Eqs. (4) and (5) has been solved numerically
including contributions up to the 64th harmonic. In the inset we
show the evolution of the bunching factor for the 1st, 3rd, and
9th harmonic.
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To better understand the evolution of the density of a
relativistic beam with an initial modulation, one can start
from a 1D cold fluid model. The system can be written as

@t!!þ c
!!

!3 @z!! ¼ # eE

mc
; (1)

@zE ¼ # en

"0
; (2)

@tnþ c@zn
!!

!3 ¼ 0; (3)

where the three unknown functions nðz; tÞ, !!ðz; tÞ and
Eðz; tÞ describe the electronic density, the deviation from
the reference energy and the longitudinal space-charge
field, respectively. z is the coordinate along the bunch,
e and m are the electron charge and mass and ! is the
beam relativistic factor. We assume !! & !.

Equations (1)–(3) represent a coupled system of non-
linear partial differential equations. For an initial periodic
modulation with period # ¼ 2$=k, we can use the solution
ansatz Aðz; tÞ ¼ P

mAmðtÞeimkz and, collecting the terms
which have equal orders of m in the exponent, we reduce
the problem to a system of ordinary differential equations.
Equation (2) reduces to Em ¼ #enm=imk"0. By scaling
the equations to dimensionless variables, we obtain the
following system of equations

@%Gm ¼ #
X

n

nGnGm#n þ Rm; (4)

@%Rm ¼ #m
X

n

GnRm#n; (5)

where % ¼ !pt and !p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2n0=m"0!

3
p

is the rela-
tivistic plasma frequency. Rm ¼ nm=n0 and Gm ¼
ikc!!m=!p!

3. As no parameters appear in this dimen-
sionless formulation of the problem, the evolution of the
system is fully determined by the initial conditions.
Further, this shows how one could equivalently study the
dynamics of the system by looking at different propagation
times, or by varying !p.

For a sinusoidal modulation, the initial charge density
can be written as nðz; 0Þ ¼ n0ð1þ 2b cosðkzÞÞ, where
b ¼ heikzi is the bunching factor. In normalized variables,
this can be expressed as R0ð0Þ ¼ 1 and R'1ð0Þ ¼ b. In
Fig. 1 we show the solutions of the system for different
values of the initial condition b. For small initial modula-
tion (b ¼ 0:01), the results of the linear theory are recov-
ered. After Tp=4, where Tp ¼ 2$=!p is the plasma
oscillation period, the temporal profile is uniform. After
Tp=2 the initial modulation is completely recovered with a
$ phase shift. As the amplitude of the initial bunching is
increased the dynamics change and harmonics of the fun-
damental wavelength appear. For b ¼ 0:24 the beam den-
sity profile shows current spikes much greater than the
initial peak current at Tp=2. The ratio of the peak current

and the average beam current is larger than 8, with a
significant increase with respect to its initial value of
1.48. We note that even in the nonlinear case the beam
density is always uniform at 1=4 plasma period. In the inset
in Fig. 1 we also show the bunching factors for the 1st, 3rd,
and 9th harmonic. At Tp=2, the first harmonic bunching
returns to a level comparable with its initial value.
Bunching is significant even at high harmonic number.
For b > 0:25, the wave-breaking condition is achieved
and the cold fluid results are no longer valid[11].
Three dimensional simulations using the GENERAL

PARTICLE TRACER (GPT) code [12] are used to validate
this model. As an example, we study the ideal case of a
coasting beam with no acceleration and a constant charge
density to facilitate the comparison with the theory.
We consider a 15 MeV beam with charge 200 pC,
FWHM bunch length 200 &m, and rms transverse size
'x ¼ 100 &m with an initial modulation with period
# ¼ 20 &m and amplitude b ¼ 0:25. The transverse
beam emittance is 0.1 mm-mrad and the uncorrelated
energy spread is 0.1%. The beam transverse size is main-
tained constant along the propagation by a focusing sole-
noid channel and no longitudinal focusing is applied.
As expected, 3D effects related to the aspect ratio of the

space-charge field distribution modify the absolute value of
the plasma frequency. In particular, ifD ¼ k'x=!< 1, the
longitudinal component of the space-charge forces and
hence the frequency of the oscillations decrease. From
simulations, we find a scaling for the effective 3D plasma
frequency!p3D ¼ 2D

1þ2D!p, in agreement with recent theo-
retical predictions [13]. These effects only contribute to a
relative slow down of the dynamics and do not alter the
characteristic features of the wave evolution.
The beam longitudinal phase spaces and temporal pro-

files at two different locations along the beam line are
shown in Fig. 2. In these simulations, as well as in any
practical case where the beam has a finite bunch length, the
plasma oscillations only occur in the central core of the
beam, while at the beam head and tail the dynamics is
significantly different due to the lack of a restoring force.
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FIG. 1 (color online). Beam density distribution for two differ-
ent initial conditions at the beginning, after Tp=4 and after Tp=2.
The system of Eqs. (4) and (5) has been solved numerically
including contributions up to the 64th harmonic. In the inset we
show the evolution of the bunching factor for the 1st, 3rd, and
9th harmonic.
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To better understand the evolution of the density of a
relativistic beam with an initial modulation, one can start
from a 1D cold fluid model. The system can be written as

@t!!þ c
!!

!3 @z!! ¼ # eE

mc
; (1)

@zE ¼ # en

"0
; (2)

@tnþ c@zn
!!

!3 ¼ 0; (3)

where the three unknown functions nðz; tÞ, !!ðz; tÞ and
Eðz; tÞ describe the electronic density, the deviation from
the reference energy and the longitudinal space-charge
field, respectively. z is the coordinate along the bunch,
e and m are the electron charge and mass and ! is the
beam relativistic factor. We assume !! & !.

Equations (1)–(3) represent a coupled system of non-
linear partial differential equations. For an initial periodic
modulation with period # ¼ 2$=k, we can use the solution
ansatz Aðz; tÞ ¼ P

mAmðtÞeimkz and, collecting the terms
which have equal orders of m in the exponent, we reduce
the problem to a system of ordinary differential equations.
Equation (2) reduces to Em ¼ #enm=imk"0. By scaling
the equations to dimensionless variables, we obtain the
following system of equations

@%Gm ¼ #
X

n

nGnGm#n þ Rm; (4)

@%Rm ¼ #m
X

n

GnRm#n; (5)

where % ¼ !pt and !p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2n0=m"0!

3
p

is the rela-
tivistic plasma frequency. Rm ¼ nm=n0 and Gm ¼
ikc!!m=!p!

3. As no parameters appear in this dimen-
sionless formulation of the problem, the evolution of the
system is fully determined by the initial conditions.
Further, this shows how one could equivalently study the
dynamics of the system by looking at different propagation
times, or by varying !p.

For a sinusoidal modulation, the initial charge density
can be written as nðz; 0Þ ¼ n0ð1þ 2b cosðkzÞÞ, where
b ¼ heikzi is the bunching factor. In normalized variables,
this can be expressed as R0ð0Þ ¼ 1 and R'1ð0Þ ¼ b. In
Fig. 1 we show the solutions of the system for different
values of the initial condition b. For small initial modula-
tion (b ¼ 0:01), the results of the linear theory are recov-
ered. After Tp=4, where Tp ¼ 2$=!p is the plasma
oscillation period, the temporal profile is uniform. After
Tp=2 the initial modulation is completely recovered with a
$ phase shift. As the amplitude of the initial bunching is
increased the dynamics change and harmonics of the fun-
damental wavelength appear. For b ¼ 0:24 the beam den-
sity profile shows current spikes much greater than the
initial peak current at Tp=2. The ratio of the peak current

and the average beam current is larger than 8, with a
significant increase with respect to its initial value of
1.48. We note that even in the nonlinear case the beam
density is always uniform at 1=4 plasma period. In the inset
in Fig. 1 we also show the bunching factors for the 1st, 3rd,
and 9th harmonic. At Tp=2, the first harmonic bunching
returns to a level comparable with its initial value.
Bunching is significant even at high harmonic number.
For b > 0:25, the wave-breaking condition is achieved
and the cold fluid results are no longer valid[11].
Three dimensional simulations using the GENERAL

PARTICLE TRACER (GPT) code [12] are used to validate
this model. As an example, we study the ideal case of a
coasting beam with no acceleration and a constant charge
density to facilitate the comparison with the theory.
We consider a 15 MeV beam with charge 200 pC,
FWHM bunch length 200 &m, and rms transverse size
'x ¼ 100 &m with an initial modulation with period
# ¼ 20 &m and amplitude b ¼ 0:25. The transverse
beam emittance is 0.1 mm-mrad and the uncorrelated
energy spread is 0.1%. The beam transverse size is main-
tained constant along the propagation by a focusing sole-
noid channel and no longitudinal focusing is applied.
As expected, 3D effects related to the aspect ratio of the

space-charge field distribution modify the absolute value of
the plasma frequency. In particular, ifD ¼ k'x=!< 1, the
longitudinal component of the space-charge forces and
hence the frequency of the oscillations decrease. From
simulations, we find a scaling for the effective 3D plasma
frequency!p3D ¼ 2D

1þ2D!p, in agreement with recent theo-
retical predictions [13]. These effects only contribute to a
relative slow down of the dynamics and do not alter the
characteristic features of the wave evolution.
The beam longitudinal phase spaces and temporal pro-

files at two different locations along the beam line are
shown in Fig. 2. In these simulations, as well as in any
practical case where the beam has a finite bunch length, the
plasma oscillations only occur in the central core of the
beam, while at the beam head and tail the dynamics is
significantly different due to the lack of a restoring force.
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FIG. 1 (color online). Beam density distribution for two differ-
ent initial conditions at the beginning, after Tp=4 and after Tp=2.
The system of Eqs. (4) and (5) has been solved numerically
including contributions up to the 64th harmonic. In the inset we
show the evolution of the bunching factor for the 1st, 3rd, and
9th harmonic.
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To better understand the evolution of the density of a
relativistic beam with an initial modulation, one can start
from a 1D cold fluid model. The system can be written as

@t!!þ c
!!

!3 @z!! ¼ # eE

mc
; (1)

@zE ¼ # en

"0
; (2)

@tnþ c@zn
!!

!3 ¼ 0; (3)

where the three unknown functions nðz; tÞ, !!ðz; tÞ and
Eðz; tÞ describe the electronic density, the deviation from
the reference energy and the longitudinal space-charge
field, respectively. z is the coordinate along the bunch,
e and m are the electron charge and mass and ! is the
beam relativistic factor. We assume !! & !.

Equations (1)–(3) represent a coupled system of non-
linear partial differential equations. For an initial periodic
modulation with period # ¼ 2$=k, we can use the solution
ansatz Aðz; tÞ ¼ P

mAmðtÞeimkz and, collecting the terms
which have equal orders of m in the exponent, we reduce
the problem to a system of ordinary differential equations.
Equation (2) reduces to Em ¼ #enm=imk"0. By scaling
the equations to dimensionless variables, we obtain the
following system of equations

@%Gm ¼ #
X

n

nGnGm#n þ Rm; (4)

@%Rm ¼ #m
X

n

GnRm#n; (5)

where % ¼ !pt and !p ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2n0=m"0!

3
p

is the rela-
tivistic plasma frequency. Rm ¼ nm=n0 and Gm ¼
ikc!!m=!p!

3. As no parameters appear in this dimen-
sionless formulation of the problem, the evolution of the
system is fully determined by the initial conditions.
Further, this shows how one could equivalently study the
dynamics of the system by looking at different propagation
times, or by varying !p.

For a sinusoidal modulation, the initial charge density
can be written as nðz; 0Þ ¼ n0ð1þ 2b cosðkzÞÞ, where
b ¼ heikzi is the bunching factor. In normalized variables,
this can be expressed as R0ð0Þ ¼ 1 and R'1ð0Þ ¼ b. In
Fig. 1 we show the solutions of the system for different
values of the initial condition b. For small initial modula-
tion (b ¼ 0:01), the results of the linear theory are recov-
ered. After Tp=4, where Tp ¼ 2$=!p is the plasma
oscillation period, the temporal profile is uniform. After
Tp=2 the initial modulation is completely recovered with a
$ phase shift. As the amplitude of the initial bunching is
increased the dynamics change and harmonics of the fun-
damental wavelength appear. For b ¼ 0:24 the beam den-
sity profile shows current spikes much greater than the
initial peak current at Tp=2. The ratio of the peak current

and the average beam current is larger than 8, with a
significant increase with respect to its initial value of
1.48. We note that even in the nonlinear case the beam
density is always uniform at 1=4 plasma period. In the inset
in Fig. 1 we also show the bunching factors for the 1st, 3rd,
and 9th harmonic. At Tp=2, the first harmonic bunching
returns to a level comparable with its initial value.
Bunching is significant even at high harmonic number.
For b > 0:25, the wave-breaking condition is achieved
and the cold fluid results are no longer valid[11].
Three dimensional simulations using the GENERAL

PARTICLE TRACER (GPT) code [12] are used to validate
this model. As an example, we study the ideal case of a
coasting beam with no acceleration and a constant charge
density to facilitate the comparison with the theory.
We consider a 15 MeV beam with charge 200 pC,
FWHM bunch length 200 &m, and rms transverse size
'x ¼ 100 &m with an initial modulation with period
# ¼ 20 &m and amplitude b ¼ 0:25. The transverse
beam emittance is 0.1 mm-mrad and the uncorrelated
energy spread is 0.1%. The beam transverse size is main-
tained constant along the propagation by a focusing sole-
noid channel and no longitudinal focusing is applied.
As expected, 3D effects related to the aspect ratio of the

space-charge field distribution modify the absolute value of
the plasma frequency. In particular, ifD ¼ k'x=!< 1, the
longitudinal component of the space-charge forces and
hence the frequency of the oscillations decrease. From
simulations, we find a scaling for the effective 3D plasma
frequency!p3D ¼ 2D

1þ2D!p, in agreement with recent theo-
retical predictions [13]. These effects only contribute to a
relative slow down of the dynamics and do not alter the
characteristic features of the wave evolution.
The beam longitudinal phase spaces and temporal pro-

files at two different locations along the beam line are
shown in Fig. 2. In these simulations, as well as in any
practical case where the beam has a finite bunch length, the
plasma oscillations only occur in the central core of the
beam, while at the beam head and tail the dynamics is
significantly different due to the lack of a restoring force.
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FIG. 1 (color online). Beam density distribution for two differ-
ent initial conditions at the beginning, after Tp=4 and after Tp=2.
The system of Eqs. (4) and (5) has been solved numerically
including contributions up to the 64th harmonic. In the inset we
show the evolution of the bunching factor for the 1st, 3rd, and
9th harmonic.
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Demonstration of NSCO at TTX beam line

5MeV ~50MeV

5MeV

Simulation Experiment
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THz Autocorrelation Measurement

The electron bunch trains are used to generate THz radiation by CTR and the 
spectra are solved through the autocorrelation in the interferometer.



Tunable bunch train spacing and the frequency tuning of 
THz radiation
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GPT simulation
Measurement
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Gun max. gradient ~106 MV/m 
Gun phase 45 degreeS 
Accelerator phase -37 degree

The bunch train spacing can be controlled by the velocity bunching of 
the RF gun and the accelerator, or by the magnetic compression.

Velocity bunching according to the 
phase of the gun Magnetic compression by the CHICANE
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The photo-injector for SXFEL in Shanghai



Summary
• NC Photocathode rf guns have been developed, the 

gradient on cathode is about 120MV/m, and around 
1um, 0.5um emittance can be got with the gun at 
charge of 500pC and 200pC. 

• A 50 MeV linac has been running for ICS x-ray, THz 
radiation and other applications.   

• New projects with high brightness electron linacs are 
under construction, such as gamma ray source 
XGLS and the photo injector of SXFEL . 



Thanks!


