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ABSTRACT 
The linear accelerator at Fermilab has been upgraded 

to produce a 400 MeV H"" ion beam at 35 rnA. The last half 
of the old 204 MeV, 201 MHz drift-tube Linac was replaced 
with an 805-MHz side-coupled linac during the summer of 
1993. Milestones of commissioning and outlines of the com­
missioning techniques are presented. 

Beam commissioning began on 28 August 1993. Low 
current 400 Me V beam was obtained on 5 September and full 
current beam was achieved on 27 September. Collaborations 
with the INR in Moscow, the Institute of High Energy Phys­
ics, Beijing and with the SSCL in Texas were crucial to 
achieving this speedy schedule. 

The operation of the Linac has been good. Statistics 
are presented for: downtime, sparking rate, losses and com­
ponent aging. The performance of the following systems is 
also presented: 12 MW klystron, modulator, cavity water, 
cavity vacuum, diagnostics and controls. The impact of this 
upgrade on the rest of the Fermilab Collider is discussed. 

INTRODUCTION 
'The Fermilab 400 MeV Linac (the Linac, Figure 1) 

accelerates t1 ions from 750 keV to 401 MeV through 79 m 
of 25-ycilr-old 201 MHz drift-tube linac to 116 MeV, 
through a new 4 m 201/805 MHz transition section and, fi­
nally , through 60 m of 805 MHz side-coupled structure 
(SCS) linac to 401 MeV. Beam is chopped at the end of the 
Linac and extracted through a lambertson magnet, down a 50 
m transfer line into the Booster synchrotron. Associated 
with the Linac are a 400 MeV diagnostics area for dumping 
and studying unneeded beams, beam focusing and beam di­
agnostics systems. The Linac is driven by 201.25 MHz,S 
MW. triode-based RF systems to 116 MeV, and by 805 
MHz, 0.2 and 12 MW, klystron-based RF systems to 401 
MeV. The 805 MHz part of the Linac, its installation, com­
missioning and operations are the focus here. 

This paper is organized as follows . First, an overview 
of the components of the recently-installed 400 MeV Linac 
are given. Then, several chronological accounts are given: 
the pre-commissioning and the commissioning of the RF 
systems, the installation of the new SCS modules and finally 
the beam commissioning. Lastly, a summary of the present 
operation is given with emphasis on the observed reliability. 

* Fermilab is operated by the Universities Research Association 
under contract to the US Department of Energy, contract # 
DE-AC02-76H03000. 

Old 201 MHz 
Drift-tube Llnac 

New BaS Mhz 
Side-coupled 

Llnac 

Figure 1, Top: Schematic of the Fermilab Linac; Bot­
tom: Photo in the accelerator enclosure. 

OVERVIEW OF THE LlNAC 

The major aspects of the Linac are: beam quality, RF, 
accelerating cavities , modulator, water, diagnostics, controls 
and safety. [1, 2] 

The parameters of the beam produced by the Linac are 
summarized in Table 1. These are fairly standard for an H' 
linear accelerator. The shortest pulse, 20 Ilsec, is used for 
Linac studies; the longer pulses are used for multi-tum in­
jection into Booster. The longest time, 45 Ilsec, corresponds 
to 11 turns injected. 

The RF system parameters are summarized in Table 2. 
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P--' V.I ... Un"" 
Beam Particle H·minus 

Repet"lon Rate t5 Hz 

Cunwnt 35 rnA 

Energy 401 MeV 

Seam POW'er 14 ~ 

Momentum 956 MeVlc 

PlAse Duration 2()-45 Ileec 

Duty lactor 0.03·0.07 % 

Trar-cv.rse Emittance 1 ~·mm·mr, RMS 

Longludlnal Emittance 5 E·5 .V-sec 

Table 1., Beam Parameters for the Linac 

The 805 MHz Linac is driven by a new klystron from Litton 
Industries, designed specifically for this project. The modu­
larity and the nexibility of the system has been good. For 
example. the bandwidth of the feedback and the character of 
the feedforward system in the Low-level RF (LLRF) had to 
be changed during commissioning, with only minimal im­
pact to the program. 

The LLRF system resides in a VXI-bus crate and is 
controlled by two Ferrnilab-built modules. On one module is 
the feedback and feedforward systems for both the phase and 
the amplitude. These are regulated to ± lOin phase and ± 1% 
in amplitude. The other VXI card contains a voJtage­
controlled crystal oscillator (VCXO) for driving the cavity 
when it is out of tune and a 3600 electronic phase shifter to 
facilitate the phase-scan match measurement [3]. 

The 31 SCS RF sections are arranged as follows. The 
28 sections which comprise the accelerating structures are 
16-cells long. each section representing a single ~A/2 me­
chanical construction (e.g .. 16 cells are all the same size). 
They are grouped by fours into modules, which are driven by 
a 12 MW klystron. There is a 16-cell buncher cavity just 
downstream of DTL Tank 5, a 4-cell vernier cavity between 
the buncher and the first accelerating module, and a 3-cell 

201 MHzRF 

Number of .ystems 6 (1 low power) 

Peak power 5 MW 

Pulse Duration 180 microseconds 

Duty Factor 0.375 % 

Overall Gain 31 dB 

Input Voltage 21 KV 

Input Current 190 A 

Stag .. of amplification 5 

Main power amplifier 
triode. Burle model 
7835 

Frequency Tuning 
computer·controlled 
cavity slu~ 

Amplitude Regulation 
Modulator voltage, 
feeback 

Phase ~gulation LLRF feebback 

Long·term Amp!. Re.g. Software 

Long·term Phase Reg. Software 

LLRFsyotem NIMModule 

debuncher cavity 45 m downstream of the last accelerating 
module, about 20 m upstream of Booster injection. The last 
three sections mentioned here are powered by a 0.2 MW 
klystron from Varian, adapted for pulsed operation from 
their stock of TV broadcast klystrons. 

The average accelerating gradient in the SCS is 7.5 
MV/m. The peak surface field is 37 MV/m, which is 1.35 
kilpatrick, 

The cavities are designed without cooling in the nose­
cones or in the web between cells. Therefore, the nose-cones 
normally run about 2 C hotter than the outer jacket. When a 
cavity has been off for more than a few minutes, it is neces­
sary to drive the cavity at a frequency other than the nominal 
one in order to warm up the nose cones and bring it back into 
proper resonance. 

Water cooling is required for the SCS sections, for the 
klystrons and for the waveguides. The temperature regula­
tion of the cavities is critical [4]: the response of the cavities 
is -14.3 kHz/° C. A software control loop has been imple­
mented in the local control station to provide the necessary 
temperature control for the cavities, The cooling for the 
waveguide is important because a section of each waveguide 
is partially exposed to the outside. At this time, there is no 
control on this system, only temperature readbacks. The 
cooling for the klystrons is only for heat removal. [5] 

The 24 MW modulator system in the high-energy half 
of the Linac consists of a 20 kV charging supply, a 26-cell 
pulse-forming network and a 20: 1 step-up transformer [6]. 
The voltage regulation on this system has been measured at 
0.05%, which directly leads to a gradient error of 0.06% in 
the accelerator. 

The focussing lattice chosen for the Linac is FOOO, 
with a new design quadrupole [7]. A gradient of approxi­
mately 20 T-mlm in a 4 cm aperture is required. We have 

805 MHz RF 

Number of Systems 10 (3 low.power) 

Peak power 12 MW 

Pulse Duration 70 microseconds 

Duty factor 0.105 % 

Gain 52 dB 

Efficiency 48 % 

Input Voltage 170 KV 

Input Current 140 A 

Stages of amplification 2 

Main power amplifier 
klystron. Litton model 

L-5859 

Frequency tuning vxcoin LLRF 

Aq>litude Regulation 
LLRF level. feedback 
& feedforward 

Phase regulation 
LLRF feedback & 
feed forward 

Long·term Amp!. Reg. Software 

Long·term Phase Reg. Not needed 

LLRF .ystem VXI·based controller 

Table 2., Parameters of the two types of RF systems in the Fennilab 400 MeV Linac 
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chosen a constant gradient, so the phase advance per cell is 
about 74°. It is necessary to re-tune the quads if the beam is 
to drift from Module 2 or earlier. 

The beam diagnostics systems are described in detail 
in another paper at this conference. [8] The highlights of the 
diagnostics are: two bunch-length detectors, 28 stripline 
beam-position monitors, eight combined-function resistive 
wall-current monitorsfbeam-current toroids, eleven three­
wire scanners and 35 loss monitors. There are two small di­
pole trim magnets in each Module, after Sections 1 and 2. 

Several aspects of the Linac's control system have 
been particularly useful during the commissioning and initial 
operation. It is possible to write simple control loops to run 
in one of the seventeen local control stations [9]. In particu­
lar, much of the reliability statistics, below, have been 
collected with the aid of various local applications. Also, a 
gradient-regulation loop was written after the start of com­
missioning when it became apparent that diurnal temperature 
variations in the waveguide were causing the gradient to 
wander in a manner which was objectionable to Booster. 

Concerns about personnel and equipment safety, 
seemingly, have increased in recent years, so the safety sys­
tems have received particular attention. It has been neces­
sary to interlock the klystron power to an interlock box [10]. 
Signals which go into the interlock logic include: the tunnel 
doors, klystron solenoids, water systems, modulator ready, 
controls ready, various waveguide spark detectors and 
waveguide reverse power. 

COMMISSIONING 
Pre-Commissioning. Final tuning of the first module, which 
initially was planned to be a prototype, was completed in 
March, 1991. It was judged to be an adequate "Module I" by 
July, 1991. The other modules were then constructed, 
braised, and power tested. On March 1-13, 1992, an access to 
the Linac tunnel was made and all seven accelerating mod­
ules, the vernier and the buncher were installed in the tunnel 
alongside the operating 200 MeV 01L tanks. The power 
systems were connected to the modules at that time, and they 
were commissioned to their final RF conditioning state in 
situ. The most important aspect of this power commission­
ing was to demonstrate that the sparking rate could be 
lowered to acceptable levels, -0.1 % beam loss for the whole 
linac. All other systems were tested, as much as possible, off 
line during this period. 

Installation . The Fermilab schedule allowed three months, 
June through August, 1993, to remove the old Linac tanks, 
install the new SCS cavities, install the diagnostics and 
quads, and connect the cabling and calibrate the systems. 
The last four 01L tanks were removed in the first week of 
the shutdown and the SCS cavities were installed during the 
next two weeks . At the middle of August, the Linac staff 
was asked to begin beam commissioning, one week earlier 

than planned. 

Beam Commissioning. Beam commissioning began on Au­
gust 28, 1993 (evening shift). By August 29 (day shift), 116 
MeV beam had coasted though the Linac to the 400 MeV­
area dump. Eight days later (September 5), 7 rnA of 400 
MeV beam was achieved. Studies continued at that current 
for several days, including a shielding assessment to deter­
mine the safety of running at full current. Full current 
running was allowed and achieved on September 27, less 
than one month from the beginning of commissioning [11]. 

Table 3 presents the roster of the people involved with 

\". !c: •• ".' ;"",.;' !';l)?,!cr,{ Fermllab '~,:;:;;;,iL,;'~·':,..;~;.;~\;\~;,;-t,,::;. 

Linac Booata, Support 

C. Schmidt 

R, Nobla 

E. McCrory 

M. Popovic 

T, Kroc 

K, Juncl< 

J, Maclachlan 

L. Allen 

A. Moretti 

T, Owens 

D, McGinnis B. Chase 

C. Johnstone R, Pasquinelli 

J. lacl<ey F. Harloush 

R. Tomlin Ding Sun 

J. Steimel 

:";'/SSCL'·~;": ~INR;MoscOW i . IHEP, Belll~~f 
Linac Phyalca Phyalca 

D. Raparla P. N. Ostroumov H. S. Zhang 

J. Hurd A. V, Feschenko 

F. Guy S. A. Paramonov 

C. Chang S. A. Peteronevlch 

S. G. ZharylkapoY 

D. Gorelov 

Table 3., The Commissioning Team for the Linac 

this commissioning. Scientists from SSCL, INR and !HEP, 
particularly O. Raparia, P. Ostroumov and H. S. Zhang, were 
crucial for their contributions to the simulations and calcula­
tions in preparation for and during commissioning. 

Post-Commissioning. Linac commissioning ended, rough­
ly, when the Booster Group started taking most of the shifts, 
towards the end of September. As Booster began, it became 
necessary to fine-tune the output parameters of the Linac to 
improve Booster efficiency. In particular, it was discovered 
that the beam from the 01L, because of the slow feedback 
loops in the RF, changed momentum through the Booster 
beam pulse in an amount comparable to the momentum ap­
erture of that synchrotron. Moreover, the pulse-to-pulse 
variations in the output momentum were also roughly equiv­
alent to their momentum acceptance. The first problem was 
fixed by a combination of re-tuning the 201 MHz feedback 
loops, and by re-tuning and re-casting the feedforward for 
Module 7 and the buncher. The re-cast involved adding, ad 
hoc, a slope to the feedforward playback which partially 
compensated for the slope in the momentum through the 
pulse as it came out of Tank 5. We also discovered, curi-
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ously, that the momentum at 400 MeV was particularly sen­
sitive to the phase feedback of D1L Tank 4, and that phase 
module was replaced. 

The long-term pulse-to-pulse variations were traced to 
the diurnal temperature variations in the waveguide. Two 
solutions were implemented: the waveguides on the most 
troublesome systems were water cooled and a software con­
trolloop on the cavity gradient, described above, was added 

COMMISSIONING TECHNIQUES 
The techniques used to progress through commission­

ing are detailed here, in rough chronological order. 
The first step in commissioning was to allow the 116 

MeV beam from D1L Tank 5 to drift through the Linac to 
the beam dump at the end. This required that the focusing 
lattice between the two accelerators be measured and 
matched. The transverse match was measured with the five 
wire scanners in the transition section and the first module of 
the Linac, using the Russian matrix code LANA [12] and 
TRACE-3D [13]. It was necessary to adjust the last few 
quadrupoles in Tank 5 to obtain a good match. It became 
apparent at this point that the new Linac was aligned 1 mm 
below the center line of the old Linac. This made the first 
new quad, at the output of Tank 5, essentially useless. 

Then it was necessary to properly phase the buncher. 
Several corroborating measurements were performed. First, 
the point of zero acceleration was detennined by observing 
the beam loading in the RF. The bunching point was deter­
mined by crude bunch-length measurements from the wall­
current monitors throughout the Linac. This point was also 
determined by careful time-of-flight measurements. Addi­
tionally, the phase-scan signature match algorithm, while not 
particularly accurate for this non-accelerating cavity, also 
pointed to the correct bunching phase. 

Having phased the buncher, the settings for the first 
module were calculated. The phase-scan signature match 
algorithm was used here, and, later, corroborated by the ~T 
method [14]. Since phase scan, as it has come to be called, 
requires that the accelerating phase of the tank be varied over 
nearly 360 degrees, much of that measurement relies on 
clean transmission through the tank in quite abnormal cir­
cumstances, otherwise the cavity sparks down from the beam 
losses. The flfst phase scan could only be done for about 30 
degrees around the proper accelerating phase, but this was 
adequate to get the initial settings. (The transverse and lon­
gitudinal match has improved since then, so it is now possi­
ble to do a full phase scan at 10 rnA without sparldng.) Once 
Module 1 was tuned, the other six modules were tuned rather 
quickly. 1be phase scan for Module 2, a strildng example of 
this method, is shown in Figure 2. 

After 400 MeV beam was achieved, a second round of 
phase scans were done for each tank, paying careful attention 
to consistency. In particular, we measured that allowing the 
beam to drift through, and potentially give up energy to, a 
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Figure 2. Phase-scan signature match for Module 2 in the 
805 MHz half of the F ennilab Linac. 

module does not impact the measurement at all. At this time, 
we measured the output energy of Tank 5 by several meth­
ods, including time-of-flight measurements using the BPM 
plates and the wall-current monitors. We attempted to cor­
rect the energy out of Tank 5 (it was too low), but were 
unable to reliably get it to stay at the required gradient. Con­
sequently, we used the buncher to make up the small energy 
difference to be properly captured by Module 1. 

A small, systematic layout problem in the bridge cou­
plers caused the overall length of the accelerator to be small 
by about 1 cm. The effect of this error was to reduce the 
synchronous energy at the input to the first module of tile 
SCS. The ~T code became available at this time and was 
used to cross-check the phase scan prediction [15]. 

A steering algorithm was developed [16] and imple­
mented for the Linac. It measured the response of each BPM 
to small changes in each of the trim magnets, and then cal­
culated the best values for each trim magnet so that the 
deviation from the centerline is minimized. The centerline of 
each BPM was determined by minimizing the losses at each 
point in the Linac. 

OPE RATION/RELIABILITY 
The Linac has quickly faded from the attention of the 

operations staff at Fennilab because of it's good reliability 
record. The downtime for the entire period since October for 
the Linac has been 2.7%; the reliability for the past seven 
months has been 1.65%. This downtime is split almost 
equally among the new Linac (0.802%), the old D1L com­
ponents (0.909%), the preaccelerator (0.487%) and every­
thing else (water, magnets, etc., 0.563%). The alarm report­
ing to the operators in the early stages was a bit overzealous, 
so we tailored these alarm messages to the operators so that 
short failures (like a spark) do not get reported at all. 
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The number of RF pulses and several varieties of RF 
and cavity sparks are recorded daily by tl1e control system. 
These results are summarized in Table 4. Our sparking rate 

Modul.' RF Pulses • Sparks Rate 

1 2.002 E8 20035 0.01% 

2 2.003 E8 6745 0.003 

3 2.006 E8 20608 0.01 

4 1.989 E8 8060 0.004 

5 1.995 E8 7674 0.004 

6 1.989 E8 4007 0.0002 

7 1.995 E8 1019 0.00005 

Total 1.398 E9 68148 0.034% 

Table 4., Sparking rates for the SCS Modules in the linac, 
excluding study days 

is significantly under the 0.1 % goal. These data exclude five 
days of longitudinal studies in February, 1994. 

We also measure the number of lost beam pulses in the 
Linac. A lost beam pulse is defined as any pulse which is 
seen on the first toroid of the new Linac but not seen at 400 
MeV. This is presumed to be caused by sparking in the SCS. 
The median number of pulses per day which satisfy this cri­
terion is 10. We typically run 25000 400 MeV linac pulses 
per day for high-energy physics operations. This 0.04% rate, 
equal to the overall sparking rate, indicating that sparking is 
independent of the presence of beam. 

There have been a few places in the system, in partic­
ular, in the modulator, where components have failed 
prematurely. We obtained a bad batch of magnetics, which 
have been replaced. The design of the PFN is undergoing 
some minor modifications now. We monitor the perveance 
of the klystrons--there has been no sign of degradation so far. 

The impact of the 400 Me V Linac has been felt clearly 
in the Tevatron. It was anticipated that the Booster beam 
intensity would increase by 75% with the new injection 
energy. This has been fulfilled. The intensity of beam in the 
Main Ring has increased by 50% so far. The remaining in­
crease will come when Booster installs new damper systems 
to reduce the longitudinal and transverse beam blowup dur­
ing acceleration. The intensi ty gains in 150 Ge V Main Ring 
have resulted in increased intensities for the coalesced 
bunches of protons in the 900 GeV Tevatron, which roughly 
translates to a 100% increase in the luminosity delivered to 
the two large collider experiments. The anti-proton produc­
tion rate, however, has not significantly been impacted by 
the increased beam on target. This work is proceeding. 

CONCLUSION 
The Fermilab 400 MeV Linac was installed and com­

missioned during the second half of 1993. The time tables 
set forth by laboratory management were easily met, and 400 
MeV beam, at full beam current, was achieved in three 
weeks from the start of beam commissioning--less than 4 

months from the last 200 Me V beam was seen in the old 
Linac. The techniques used to commission the Linac were a 
mixture of old, tried-and-true methods and a few new ideas. 
The impact of the new Linac has been clearly felt in many 
aspects of the operation of the Fermilab Collider. 
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