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Abstract: ATLAS is a DOE/NP User Facility for the study of low-energy nuclear physics with heavy ions. It operates ~6000 hours per year.
In addition to delivering any stable beam from proton to uranium, the facility also provides radioactive beams from the CARIBU source or
via the in-flight radioactive ion separator, RAISOR. The facility uses 3 ion sources and services 6 target areas at energies from ~1-15
MeV/u. To accommodate the large number and variety of approved experiments, ATLAS reconfigures once or twice per week over 40
weeks of operation per year. The startup time varies from ~12 — 48 hours depending on the complexity of the tuning, which will increase
with the upcoming Multi-User Upgrade to deliver beam to two experimental stations simultaneously. DOE/NP has recently approved a
project to use AlI/ML to support ATLAS operations. The project aim is to significantly reduce the accelerator tuning time and improve
machine performance by developing and deploying artificial intelligence methods. These improvements will increase the scientific
throughput of the facility and the quality of the data collected. Our recent developments and future plans will be presented and discussed.
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beam transport and acceleration as part of the upcoming ATLAS
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new operating modes based on machine tunes data and a set of optimization
and feedback loops fed by online data A preliminary surrogate model was developed for the ATLAS RFQ
Surrogate Models for ATLAS RFQ
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Surrogate Models for Particle Tracking
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