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Abstract 
Synchrotron design and operation are one of the complex 

tasks which requires a lot of precise computation. As an 
example, we could mention the simulations done for calcu-
lating the impedance budget of the machine which requires 
a notable amount of computational power. In this paper we 
are going to review different HPC scenarios suitable for 
this matter then we will present our design of a suitable 
HPC based on the accelerator physicists and engineers' 
needs. Going through different HPC scenarios such as 
shared memory architectures, distributed memory architec-
tures, cluster, grid and cloud computing we conclude im-
plementation of a dedicated computing cluster can be de-
sired for ILSF. Cluster computing provides the opportunity 
for easy and saleable scientific computation for ILSF also 
another advantage is that its resources can be used for run-
ning cloud or grid computing platforms as well. 

INTRODUCTION 
In the design phase of a synchrotron light source, various 

software is used to optimize and simulate the design of the 
accelerator lattice and its various components. The dura-
tion of these simulations and optimizations to achieve the 
desired accuracy in the results, depending on factors such 
as the dimensions of the simulated components, the spe-
cific geometry of the simulated components, the number of 
particles used in the simulation, the algorithms used in the 
optimization, etc. can be very long. As a bottleneck, it 
slows down the performance-dependent designs of these 
simulations and optimizations. Therefore, to speed up the 
design of accelerators and their components, various super-
computer systems are used, such as cluster computing, and 
grid computing. 

In the commissioning and operation phase, a variety of 
software is developed and used for tasks such as analysis, 
optimization, improvement and troubleshooting of the ac-
celerator and its components. The development of such 
software is ongoing and follows the new approaches in the 
accelerator community. The software used by physicists 
and accelerator subsystem specialists have different pro-
cessing and hardware requirements depending on their de-
velopment and functionality. In this paper with the review 
of various HPC scenarios and the software and hardware 
requirements and infrastructures used by other light 

sources [1-31] we have proposed a suitable HPC design for 
the ILSF as described in the next section.  

PROPOSED HPC DESIGN 
For the following reasons, a cluster system is recom-

mended for use in optimizations, simulations, and analyses 
performed by various applications of accelerator physicists 
and accelerator specialists: 
 Has a lower implementation cost regarding its perfor-

mance. 
 The price of hardware and software is reasonable and 

fairly low. 
 The cost of support and maintenance is low. 
 It is possible to develop and update the system at a rel-

atively reasonable cost. 
 The possibility of easy system upgrade according to 

the increasing need. 
 If necessary, it is possible to use this system in a grid 

or cloud computing architecture. 
 Most high-performance computing systems use this 

type of architecture for implementation. 
 A number of synchrotrons including Diamond and 

SESAME light sources, also use cluster computing 
system for their calculations. 

One type of cluster that has different applications in me-
teorological, seismic and science systems is the Beowulf 
cluster, which has a relatively good performance. This type 
of class has a simple architecture that consists of a server 
node and several computational nodes and a network for 
communication between nodes (Fig. 1). In the following, a 
brief explanation is given about each of the hardware and 
software components selected for the proposed system and 
the reasons for choosing each one. 

Server and Compute Nodes Specifications 
The processors used in the design of the proposed cluster 

are processors made by Intel. The server of this cluster has 
an 8-core Zeon processor that has good computing power. 
There is also 32 GB of main memory or RAM for this 
server. In addition to the 8-core Zeon processor, the server 
is also equipped with NVIDIA Tesla graphics cards. 

Considering factors such as the time required and the 
type of optimizations and simulations performed in ILSF’s 
specialized groups, the number of groups that need fast 
processing services and the estimated number of simulta-
neous  simulations, 32  computational  nodes  are  currently  
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Figure 1: Simple scheme of high-performance computing system for Iranian Light Source Facility [32]. 

 
proposed for this computing system. Naturally, as the needs 
increase, the number of nodes can change. The current 
number of cores per node is considered to be 32, but due to 
technology upgrades and lower costs for processors with 
more cores, this number can be increased during actual im-
plementation. In this case, assuming a constant budget, a 
compromise can be made between the number of nodes and 
the number of cores per node.  

In cluster architecture, servers with one, two or more 
processors can be used as the main building blocks of the 
cluster. The most important criterion for selecting these 
building blocks is the balance between performance and 
cost. Multiprocessor servers often cost more than their sin-
gle processor counterparts. If single-processor servers are 
used with a high-performance connection subsystem such 
as InfiniBand or Myrinet, the total cost of these connec-
tions will be higher than the cost of servers industry. 

Network Technology 
Different programs that run in parallel on high-perfor-

mance computing clusters usually generate a lot of com-
munication traffic on cluster connections, and the type of 
these connections can play an important role in the perfor-
mance and bandwidth performance of the connections. 
Given that the computing system must be able to have ac-
ceptable computing power, the connection between the 
nodes of the computing system, which can be the bottle-
neck of the performance of this system, is of particular im-
portance. Options such as fast Ethernet, Gigabit Ethernet, 
Myrinet, and InfiniBand are often used for network con-
nections. The last two options are more expensive than the 
usual types of fast and Gigabit Ethernet connections. The 
type of connections required by the cluster can be selected 
based on its behaviour. For distributed and standalone 

applications that do not require large network connections, 
the use of high-speed Ethernet is a cost-effective option, 
although application with more data communication need 
require faster connections such as InfiniBand for better per-
formance. Considering current needs and to maintain flex-
ibility and scalability in responding to new needs, there 
should be a fast-internal connection between cluster nodes. 
One of the most widely used networking technologies is 
Gigabit Ethernet technology, which is used in most com-
puting clusters, including those used in the Diamond Light 
Source. This technology has a high data transfer rate and 
low latency. On the other hand, having the ability to com-
municate through InfiniBand, provides more redundancy 
and the possibility of communication with less latency than 
Gigabit Ethernet. It is recommended to have this feature in 
applications where there is a lot of storage and processing 
load at the same time. 

The Fat Tree topology can be used to network computa-
tional nodes. This topology, which is very common in the 
design of computational clusters, is configured as a tree 
with multiple roots. This topology can provide the best per-
formance for a very large-scale computing cluster if con-
figured as a dead-end free network. This topology usually 
uses the same bandwidth for all nodes and the network 
switches used in this network have the same number of 
ports [33]. 

Operating System 
The proposed operating system for this cluster is Linux. 

The reason for choosing the Linux operating system is that 
it is an open source and is easily and freely available to 
users. For software that either does not have a Linux ver-
sion, or for reasons such as lack of a license, it is not pos-
sible to use the Linux version, methods such as 

Storage 8 Processors 1024 Cores 

Accelerator 
Physicists 

Workstations 
Job 

Ethernet 
Router 

InfiniBand 
Router 

Network InfiniBand

Network 
Ethernet & InfiniBand Gateway 

12th Int. Particle Acc. Conf. IPAC2021, Campinas, SP, Brazil JACoW Publishing
ISBN: 978-3-95450-214-1 ISSN: 2673-5490 doi:10.18429/JACoW-IPAC2021-WEPAB310

MC6: Beam Instrumentation, Controls, Feedback and Operational Aspects

T33 Online Modeling and Software Tools

WEPAB310

3403

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
21

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I



virtualization can be used to allocate a part of the compu-
ting cluster capacity to the operating system compatible 
with that software. 

Programming Model 
MPI is a standardized message-passing interface de-

signed by a team of academic and industrial researchers to 
work on a wide range of parallel computers. Due to the 
widespread use of this parallel programming communica-
tion protocol in analysis software with parallel processing 
capability, providing the possibility of developing and ex-
ecuting such programs requires the implementation of MPI 
in the computational cluster system. 

Job Scheduling 
There are various queue, prioritization, and scheduling 

programs for processing jobs submitted to computing clus-
ters, including SGE, Univa Grid Engine, HT-Condor, and 
Slurm. The Univa Grid Engine is commercial, but the other 
three options are open source. SLURM and HT-Condor 
have a more active community than SGE, and have been 
used in some accelerators with a large number of submitted 
processing tasks, such as CERN. On the other hand, com-
patibility or ease of adapting the job scheduler with the 
software used by accelerators is another point to consider 
when choosing it. HT-Condor is more commonly used for 
HTC applications and has fewer HPC-related capabilities 
than SLURM [34]. Therefore, at this stage of the design, 
the use of SLURM work scheduler is suggested, although 
if another specific scheduler is needed, using methods such 
as virtualization, it is possible to segment the computa-
tional cluster and use that special scheduler in the relevant 
section. 

The type of hardware of the operating node and compu-
tational nodes, the type of network technology, the operat-
ing system and the type of programming model of the pro-
posed cluster are summarized in Table 1. 

CONCLUSION 
The High-Performance Computing (HPC) systems or 

super computers usually can execute numerous operations 
in a fraction of time unit. They are capable to do more than 
1012 operation per second using scalable hardware and re-
liable and high-capacity storage in national to multina-
tional level.  

Regarding technical and financial aspects, different ar-
chitecture including shared memory, distributed memory, 
distributed memory having nodes with shared memory etc. 
are developed  

To interconnect the computing resources and increase 
the computing capacity and performance, different ap-
proaches such as, cluster computing, grid computing and 
cloud computing are in front of us. 

HPC solution of different synchrotron like ESRF, ELET-
TRA, Diamond and SESAME were studied and their de-
sign specifications regarding hardware, software and net-
working aspect were highlighted. These studies and the rel-
evant literature review led to the proposed design and ar-
chitecture which included 32 nodes, 1024 processing core 

and at least 8 high performance GPU. In this design differ-
ent aspects of HPC such as processor, memory, storage net-
work area, operating system, software and job scheduling 
system were addressed. Regarding the foreseen gradual in-
crease in ILSF computing and storage needs and consider-
ing parameters such as maintainability, much effort was put 
on this design to be scalable and flexible. 
 

Table 1: The Type of Hardware and Software Used in the 
Proposed Cluster 

Item Specification 

Server type 
HPE ProLiant G9 

(Better or Similar one available 
at the implementation time) 

Server CPU type 
Intel Xeon 

(Better or Similar one available 
at the implementation time) 

Server Memory 32 GB 

Server GPU 
NVIDIA TESLA K20 

(Better or Similar one available 
at the implementation time) 

Server Hard disk Capacity 2 TB 

No. of Computing nodes 32 

Computing node CPU 
type 

CPU intel coreTM i7 
(Better or Similar one available 

at the implementation time) 
Per node memory 128 GB 

Computing Node GPU 
NVIDIA TESLA K20 

(Better or Similar one available 
at the implementation time) 

Hard disk capacity for 
each node 1TB 

Network 10 Gigabit Ethernet+Infiniband 

Ethernet Router MikroTik Router  
RB1100AHx4 

InfiniBand Router SB7780 InfiniBand router 

Storage EMC Rackmount NAS Storage 
VNXB54DP25F 

Operating System Linux 

Parallel Environment MPI 

Job Scheduler Slurm 
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