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Abstract
The optical synchronization system for the European

X-Ray Free Electron Laser provides sub-10 femtosecond
timing precision [1] for the accelerator subsystems and ex-
periments. This is achieved by phase locking a mode-locked
laser oscillator to the main RF reference and distributing
the optical pulse train carrying the time information via ac-
tively propagation-time stabilized optical fibers to multiple
end-stations. Making up roughly one percent of the entire
European XFEL, it is the first subsystem to receive a large-
scale data acquisition system [2] for storing not just hand-
selected information, but in fact all diagnostic, monitoring
and configuration data relevant to the optical synchronization
available from the distributed control system infrastructure.
A minimum of 100 TB per year may be stored in a persistent
archive for long-term health monitoring and data mining
whereas excess data is stored in a short-term ring buffer for
high-resolution fault analysis and feature extraction algo-
rithm development. This paper describes scale, challenges
and first experiences from the optical synchronization data
acquisition system.

INTRODUCTION
Data Acquisition (DAQ), storage and evaluation are in-

creasingly relevant topics at experimental physics facilities
such as particle accelerators and colliders. For this rea-
son, a shot-synchronized, bunch-resolved data acquisition
system [2] has been added to the design of the accelerator
control system Distributed Object-Oriented Control System
(DOOCS) [3] at the European X-Ray Free Electron Laser
(European XFEL) [4], with the explicit task to collect and
store data from the accelerator’s beam diagnostics and RF
devices. Since starting operation in 2017, several such DAQ
instances have been deployed for different purposes and sub-
systems at European XFEL and middle-layer diagnostic and
feedback services running on the online DAQ data streams
have become essential to the successful operation of the
machine [2]. Over the years since its inception during the
development of the Tesla Test Facility (TTF), the DAQ sys-
tem has continuously evolved to keep up with increasing
requirements created by the newer facilities Free Electron
Laser in Hamburg (FLASH) and European XFEL and has
proven to be a scalable and adaptable solution. These re-
quirements do not only stem from a higher number of RF
stations and diagnostic devices, but also from the increased
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complexity of said subsystems as well as completely new
subsystems needed to achieve sufficiently good beam param-
eters and synchronization for the experiments. One of these
newer subsystems is the optical synchronization system [5]
which provides the necessary synchronization performance
between the facility’s main RF oscillator and the injector
laser, the RF stations and the experiments. So far, little data
is available on the long term performance of the optical syn-
chronization system and the health of its components, for
example the used mode-locked lasers, which are known to
be sensitive to configuration and environmental influences.
Despite being tightly integrated with the DOOCS control
system, no data from the optical synchronization system used
to be stored in any of the DAQ instances at European XFEL.
This has been a hindrance in the past, as observed anoma-
lies often could not be analyzed thoroughly afterwards. To
address this issue and in an effort to further the use of intel-
ligent process control and automated algorithms at DESY
and European XFEL, the optical synchronization system has
been selected to be the first subsystem to be equipped with a
subsystem level DAQ system, which differs from pre-existing
DAQ instances by the intent to collect all monitoring and
configuration data available in the control system for long
time periods as opposed to storing selected data channels
for just a few days in which data may be tagged for archiving
before being discarded per default. The following sections
will in further detail discuss the requirements for this new
DAQ instance as well as the encountered challenges and
design choices made to address them.

ARCHITECTURE
Data Flow

Figure 1 illustrates the flow of data from the physical
process and the front-end device server, which transforms
the raw ADC data and contributes additional configuration
data, to the DAQ server and the long term storage archive
dCache [6]. For a detailed discussion on the inner architec-
ture of the DAQ system, the reader is referred to [2]. With the
shown multi-level architecture, inevitable trade-offs between
local processing power, network communication channel
bandwidth, latency, data resolution and storage space can
be addressed with great flexibility. Data streams that would
exceed the Ethernet uplink bandwidth of the front-end may
directly be preprocessed locally on the local FPGAs and
CPU. Higher level algorithms may be offloaded to the DAQ
server, on which middle-layer services provide feedback in-
formation to the front-ends in a low-latency manner. These
services are able to aggregate information from the different
front-ends as is often needed in supervisory algorithms. For
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Figure 1: Data acquisition flow overview.

research and development, data may be transferred temporar-
ily to a High Performance Computing (HPC) cluster, where
the data may further be merged with data from experiments
to train models or perform other big data operations. Batch
operations scheduled on the HPC cluster provide ways to
offload computationally expensive feature extraction and
reduction tasks, optimizing the storage efficiency on the
long-term archive.

Configuration Management
Several new challenges arose from the requirement to be

able to replicate the state of the optical synchronization sys-
tem as closely as possible from the archived data over long
time periods. Whereas existing DAQ instances at European
XFEL are concerned with collecting core data channels e.g.
for beam diagnostics, which allowed the DAQ configuration
to be managed by hand, this is no longer feasible with the
increased number of data channels needed to replicate the
full state of a given subsystem. Adding to the configura-
tion management complexity is the fact that data channels
made available by the device server continuously change as
features implemented in the server get modified, expanded
or removed. It is therefore not sufficient to build the re-

DOOCS.
Figure 2: Centralized configuration database workflow.

quired configuration once, but instead it needs to be contin-
uously updated as the system evolves, reinforcing the need
for an automated solution. This is addressed using a version
controlled central configuration database from which the
decentralized DAQ configuration is derived, illustrated in
Fig. 2. A suite of scripts ensures that the database contents
are semantically valid and consistent with the data channels
available on the control system, tracks changes in the set of
data channels provided by the front-end server so that the
configuration can be updated to reflect these changes and
generates and distributes the aforementioned decentralized
configuration files. This minimizes the work for the main-
tainer, who merely has to add metadata labels to the newly
found data channels, assign them to individual DAQ data
streams as required and ensure that the processing power
and communication bandwidth limits on each participating
node are not exceeded. To avoid duplicate metadata labels
in the database for data channels with identical purpose but
different address, e.g. the arrival time measured at each of
the Bunch Arrival Time Monitors (BAMs) along the beam-
line, metadata labels are associated with the data channels
by means of Regular Expression (REGEX) patterns. Each
unmasked live data channel visible in the DOOCS control
system must be matched by exactly one such metadata tem-
plate and this is checked during the semantic verification
check. As a result, the number of templates to be maintained
is drastically reduced, consistency between equivalent data
channels is maximized and errors in the hand-crafted meta-
data are less likely to be missed.

STATUS AND EXPERIENCES
Conceptualization of the subsystem level DAQ for the op-

tical synchronization system at European XFEL has started
in mid 2019. First scalability and proof-of-concept tests
were conducted in a lab environment in early 2020. Here,
data-rates of several Gbit s−1 have been demonstrated. A
first configuration covering the core systems of the optical
synchronization system has gone into operation after the
European XFEL summer maintenance shutdown of 2020
and configuration for additional remaining auxiliary and
attached systems was added in Q1 of 2021. The current
configuration covers over 115000 available data channels
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from the front-end servers on 30 MicroTCA.4 crates related
to the synchronization, which are grouped by and labeled
with over 3800 metadata templates. Of these, nearly 40000
data channels are marked for acquisition in the central con-
figuration database. Over 98 % of the estimated data-rate of
up to 3.2 Gbit s−1 are accounted for by less than 1 % of the
data channels, mostly highly-timed resolved controller input
and output data. These channels are arguably not required to
sufficiently replicate the system state, and therefore do not
need to be stored long term. However, for research and post
processing, they will be held available in a file system ring
buffer, requiring approximately 35 TB per day ring-buffer
length. Momentarily, they are excluded from the configu-
ration until their impact on the network infrastructure can
be thoroughly evaluated in the summer maintenance shut-
down of 2021. The long-term storage requirement of the
remaining data is estimated at 75 TB per year. This includes
data format overheads, which at an estimated factor two is
especially significant for the major share of scalar valued
data channels and is sought to be reduced in the future.

Data from the optical synchronization DAQ system col-
lected during a longitudinal arrival time stability machine
study in October 2020 has been been successfully used to
identify effects of frequency instabilities in the main timing
reference on the beam arrival time at European XFEL by
correlating data from the actively length stabilized fiber links
used to transmit the optical timing signal and arrival time
data from bunch and photon arrival time monitors.

A machine learning based mode-locked laser health de-
tection algorithm currently in development in collaboration
with the Helmholtz AI Consultant Team at Helmholtz Zen-
trum Dresden Rossendorf [7] is also intended to run as
middle-layer service on the acquired data once production
ready. Access to the data from within the facility is primar-
ily made available by means of a Python API. For sharing
data with collaborators outside of DESY / European XFEL,
data may be converted to a HDF5 file, which can be read by
all major programming languages used in data processing
today.

CONCLUSION
The subsystem level DAQ system for the optical synchro-

nization system at European XFEL has successfully demon-
strated the scalability of the DOOCS based shot-synchronous
and bunch-resolved DAQ system at European XFEL to a high
number of data channels in conjunction with high data-rates
of several Gbit s−1. A version controlled centralized config-
uration database and supporting tools ensure that the DAQ
system is well prepared for future changes in the monitored
subsystem and that data collected by the system is inter-
pretable even after long time periods and therefore usable
for long term system performance evaluation. Extension of
this methodology to further subsystems at European XFEL
is in preparation.
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