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Abstract
SLAC is developing the Lightsource Unified Modeling

Environment (LUME) for efficient modeling of X-ray free
electron laser (XFEL) performance. This project takes a
holistic approach starting with the simulation of the elec-
tron beams, to the production of the photon pulses, to their
transport through the optical components of the beamline, to
their interaction with the samples and the simulation of the
detectors, and finally followed by the analysis of simulated
data.

LUME leverages existing, well-established simulation
codes, and provides standard interfaces to these codes via
open-source Python packages. Data are exchanged in stan-
dard formats based on openPMD and its extensions. The
platform is built with an open, well-documented architecture
so that science groups around the world can contribute spe-
cific experimental designs and software modules, advancing
both their scientific interests and a broader knowledge of
the opportunities provided by the exceptional capabilities of
X-ray FELs.

INTRODUCTION
Simulation software for particle accelerators often have

highly diverse domains of applicability, levels of develop-
ment, user bases, and philosophies. Data input and output
formats are often non-standard and require experts to inter-
pret. Realistically, no single simulation code is foreseen that
can cover the full domain of a facility like the Linac Coherent
Lightsource (LCLS) at SLAC, and composite (start-to-end)
simulations are rarely performed due to the expertise re-
quired.

LUME is an ecosystem of open-source software tools and
standards to enable large-scale start-to-end simulations from
particle generation through experimental analysis [1]. A
generalization of the concepts first introduced in the SimEx
platform [2], LUME aims to wrap standard, well-developed
electron/photon simulation codes with a common interface
with minimal installation complexity, in ways that are ulti-
mately platform-independent. It utilizes the recently devel-
oped openPMD standards for data exchange, and is develop-
ing standards for describing accelerator and X-ray beamline
components in a database. Figure 1 illustrates the concept
of a pipeline of simulations we envisage.
∗ cmayes@stanford.edu

DATA STANDARDS
LUME supports the recently developed openPMD stan-

dard [3] for particle-mesh data. The base standard is quite
general, and includes a system for consistently describing
units in hierarchical data formats. For the specific applica-
tions of particle accelerators and FELs, we have developed
the extensions to the base standard:

openPMD-beamphysics standard for describing parti-
cles and fields commonly encountered in accelerator
physics simulations. It includes definitions for spin,
electromagnetic fields at particles, photon tracking, ex-
ternal fields (fieldmaps), and relations to lattice ele-
ments.

openPMD-wavefront standard for describing complex
electric field meshes used in FEL physics applications.

Similar to the base standard, these are written standards that
do not specify any particular file format.

SOFTWARE TOOLS
The LUME team supports and develops a number of soft-

ware tools towards realizing the pipeline show in Fig. 1.
For all of these tools, we have chosen Python [4] as the
primary interface, and the conda-forge [5] infrastructure as
the primary installation mechanism. Individually each is
referred to as a package, and all provide high level objects
(Python classes) that encapsulate the relevant data or simu-
lation setup. Because this development is dynamic, links to
all packages are indexed at the LUME website [1].

Particle & Wavefront Analysis
openPMD-beamphysics provides the ParticleGroup

and FieldMesh objects for loading particle and
fieldmap data from HDF5 files that obey the openPMD-
beamphysics standard, respectively. ParticleGroup
provides convenient methods for calculating derived
quantities, such as angular momentum or normalized
coordinates, and also methods for statistical quantities
such as 4D emittance and higher order energy spread.
It includes methods for converting to and from many
commonly used accelerator physics code formats. In
addition to conversion and analysis, FieldMesh pro-
vides simple methods for tracking particles.
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Figure 1: Overview of a general LUME simulation pipeline. The output data (file) of each simulation step is archived in a
standard format in a data catalogue, which can be read by the next step. A controller (program or person) interacts with
each simulation with a well-defined interface (Python).

openPMD-wavefront provides functions for manipulating
HDF5 files that obey the openPMD-wavefront standard.
Currently these focus on manipulating the wavefront
data from the Genesis 1.3 [6] and SRW [7] simulation
codes.

The openPMD-beamphysics package serves as a depen-
dency for distgen, LUME-Astra, LUME-GPT, and LUME-
Impact described below.

Particle Generation
distgen provides the Generator object for creating parti-

cles in 6D phase space according to combinations of
probability density functions (PDFs). It includes vari-
ous 1D and 2D PDFs, including the ability to read them
files. Units are strictly handled at the array level. The
output is given as a ParticleGroup object.

Figure 2 shows the transverse projection of particles cre-
ated by distgen, and also illustrates the built-in plotting from
the ParticleGroup object.

Figure 2: Particles created by distgen according to a mea-
sured laser profile, plotted using built-in plotting from the
openPMD-beamphysics package. Labels and units with
convenient SI prefixes are automatically chosen.

Injector Simulation
LUME-Astra provides the Astra object for encapsulating

an Astra [8] simulation, instantiated with a standard
Astra input file. The user must provide the Astra exe-
cutable.

LUME-GPT provides the GPT object for encapsulating a
GPT [9] simulation, instantiated either from a standard
GPT input file, or formed by convenient element objects.
The user must provide the appropriate GPT executables
and license.

LUME-Impact provides the Impact object for encapsulat-
ing an Impact-T [10] simulation, instantiated with a
standard Impact-T input file. We have worked with the
author to provide the Impact-T executables (serial and
MPI) via conda-forge.

All of these packages have a very similar interface. The
primary objects have methods to initialize them using a
standard input file, configure a temporary working space in
memory, write input to this space, run the actual simulation
executable, and load all output. All input and output are
automatically parsed as Python objects, with all particles
parsed and stored as ParticleGroup objects. Figure 3
illustrates the convenient plotting from each package.

These simulations can be computationally expensive, so
all packages have methods to archive the complete input and
output of the simulation to HDF5 files. The archive files can
be used to instantiate new simulation objects.

Accelerator Simulation
PyTao provides the Tao object that drives the Tao program.

Tao, based on the Bmad subroutine library [11], has a
special syntax to exchange data via strings and direct
memory access via a C interface. This depends on a
compiled Bmad distribution.

The openPMD-beamphysics standard was developed
closely with Bmad, and Bmad is able to read and write HDF5
files that conform to the openPMD-beamphysics standard.

FEL Simulation
LUME-Genesis provides the Genesis object for encap-

sulating a Genesis 1.3 version 2 simulation [6]. The
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(a) LUME-Astra (b) LUME-GPT (c) LUME-Impact

Figure 3: Simulations of the LCLS-II gun using various LUME Python packages. The plots are created automatically from
the Astra.plot, GPT.plot, and Impact.plot methods. All simulations use the same initial particles shown in Fig. 2.

output field data is written directly to an openPMD-
wavefront conforming HDF5 file. Partial support for
version 4 is included. We received permission of the au-
thor to provide maintained version 2 executables (serial
and MPI) via conda-forge.

Optimization
Xopt provides an Xopt object for performing constrained

multi-objective optimization. It can be run in parallel
using multiple methods, including MPI and Dask [12].
It standardizes the definition of the variables, objectives,
and constraints, and has a compact YAML-based input
format that can be used on the command line.

Xopt is a general tool that is compatible with all of the
LUME simulation tools via their functional interfaces.

Production Deployment
LUME-Model provides data structures to encapsulate

physics simulation and machine learning (ML) models.

LUME-EPICS is a dedicated API for serving and manipu-
lating LUME-Model variables with EPICS [13].

APPLICATIONS
LUME tools are currently used in many projects at SLAC,

including LCLS-II-HE SRF injector design, LCLS-II beam
shaping [14], hollow beam shaping [15,16], XLEAP chirp-
taper, enhanced self-seeding [17], cavity based XFELs [18],
X-ray laser oscillators [19], double-bunch FEL [20], and dual
color soft X-ray self-seeding [21]. They have also been used
during the new SXR and HXR undulator commissioning.

Figure 4 illustrates how LUME tools are used to perform
online (live) modeling of the LCLS injector. The tools are
also used for creating large simulation datasets, which are
then used to train fast-executing ML-based surrogate mod-
els [22, 23].

Figure 4: Live model of the LCLS injector using LUME-
Impact. A neural network-based surrogate model of this
simulation using LUME-Model also runs live, and serves
data over the network using LUME-EPICS.

CONCLUSION
The LUME team has developed many software tools and

data standards that are currently being used in particle accel-
erator research and operations. The team collaborates with
authors of the underlying software to expand compatibility,
as well as with the developers of SimEx and VINYL [24] to
extend the breadth of the software covered.
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