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Abstract
Precise measurements of tune and its stability are cru-

cial for various optics analyses in the LHC, e.g. for the
determination of the 𝛽∗ using K-modulation. LHC BBQ
system provides tune measurements online and stores the
tune data. We apply unsupervised machine learning tech-
niques on BBQ tune data in order to provide an automatic
outlier detection method for better measurements of tune
shifts and unexpected tune jitters.

INTRODUCTION
Anomaly detection is one of the main applications of Ma-

chine Learning techniques in many different areas. Correct
identification of rare items, events or observations which are
suspicions by differing significantly from the majority of the
data is essential to obtain more reliable and realistic results
of our observables.

In the accelerator environment, the tune 𝑄 is an essential
quantity related to many other quantities relevant to evaluate
the performance of the machine. The LHC BBQ system
provides continuous tune measurement. However, the BBQ
system is not able to automatically identify measurement
outliers due to faulty BPMs or wrong data acquisition which
are quite common during machine operation. These outliers
introduce a significant tune uncertainty which translates into
imprecise measurements of derived quantities.

In general terms, for the LHC and most importantly for its
future upgrade, the HL-LHC, it is desirable to keep the tune
uncertainty below 10−5 in order to minimise the luminosity
imbalance between high-luminosity experiments, ATLAS
and CMS [1, 2]. Unfortunately both simulations and mea-
surements are presently exceeding this limit, therefore it is
important to find new strategies to reduce tune uncertainty
to tolerable limits.

In this paper we show the qualitative progress towards a
better tune cleaning measurement using machine learning
techniques. First, the methodology used is introduced. Sec-
ondly, the different algorithms tested are briefly explained.
Finally, the different algorithms have have been been tested
in different regimes, and their performance for tune mea-
surement cleaning, are evaluated.

ANALYSIS APPROACH
Usually, the tune signal is noisy and some outliers are

clearly visible. In addition, when changing between dif-
ferent optics configurations, the working point is in most
cases altered. However, sudden changes in the working
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point are not always easily predicted and might be due to
some disturbance such as unknown machine configuration
changes [3]. Therefore, cleaning the tune time series is not
always straightforward, in particular when there is a change
in the working point. A possible strategy would be to treat
the data by cleaning the different segments associated to
the different working points, but this means that we need
to re-adapt our cleaning algorithm every time. Therefore,
it makes the cleaning process difficult to generalize using
classical tools.

Here we consider a different approach. Instead of cleaning
the time series, the idea is to act on the tune space (𝑄𝑥, 𝑄𝑦)
applying clustering algorithms in order to distinguish noise
from signal and at the same time to identify the different
working points present during the data acquisition process.
In the next section the different clustering algorithms con-
sidered are briefly introduced.

CLUSTERING ALGORITHMS
Clustering is one of the most popular machine learning

techniques for data classification and anomaly detection.
Among others, k-means is broadly used for data clustering.
However, it requires to know the number of clusters before-
hand which is impossible or very difficult to predict in the
case of tune measurement. For that reason, k-means is not
considered for tune cleaning and other algorithms are being
explored.

Density Based Scan
Density based scan (DBSCAN) is a clustering algo-

rithm [4] which, given a set of points in some space, groups
together points that are closely packed together, marking
as outliers points that lie alone in low-density regions. The
two input parameters we need to include are the maximum
distance between two samples 𝜖 for one to be considered as
in the neighborhood of the other and the number of samples
𝑁 in a neighborhood for a point to be considered as a core
point. The particular characteristics of this algorithm makes
it very suitable for tune cleaning.

Local Outlier Factor
The local outlier factor (LOF) algorithm is based on a

concept of a local density [5], where locality is given by
𝑘 nearest neighbors, whose distance is used to estimate the
density. By comparing the local density of an object to the
local densities of its neighbors, one can identify regions of
similar density, and points that have a substantially lower
density than their neighbors (outliers).
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Isolation Forest
Isolation Forest (IF) is an unsupervised algorithm for

anomaly detection which works on the principle of isolating
anomalies [6]. The contamination parameter takes into ac-
count the expected number of outliers in the sample. In the
case of tune measurements, we expect approximately 10%
of the tune measurements to be outliers.

ALGORITHM COMPARISON
The performance of the three ML algorithms presented

above are qualitatively compared in different environments
where the tune had different behaviours.

Quiet Period
As a first example we consider the case of a quiet period

where the tune does not suffer any sudden change but only
contains some noise. As expected, in this case, all three
methods perform similarly. However, due to the simplicity
of the set up of its input parameters, DBSCAN is preferred.
The results of the clustering using DBSCAN are shown in
Fig. 1 where data and noise are correctly classified.

Figure 1: Clustering performed in a regular tune measure-
ment in the LHC without major disturbances. DBSCAN
automatically determines the number of clusters.

Tune Jumps
Sometimes, the tune suffers some expected or unexpected

jumps [3]. In this situation, classical cleaning tools are not
sufficient to clean, for instance, points measured during the
transition from one working point to the next as shown in
Fig. 2. In this case we observed that the best algorithm is
again DBSCAN. Not only because one can intuitively set the
model parameters, but because is the only one that classifies
the different clusters and allows an easy analysis of each
of these clusters separately. The uncertainty in the tune
measurement in each of these clusters is reduced to around
5×10−5 without fully optimising the algorithm. IF and LOF
are also correctly classifying signal from noise but they do
not automatically classify the different clusters.

Figure 2: Comparison of different techniques for clustering
and noise removal. Classical cleaning (top); DBSCAN (𝜖 =
0.7 × 10−4 and 𝑁𝑛 = 70) (middle); and isolation forest (0.2
contamination) (bottom).

K-Modulation

The currently preferred method to determine the 𝛽∗ in
colliders such LHC, HL-LHC, FCC-hh and SuperKEKB is
K-modulation [1, 7–10]. This method relies on the modu-
lation of the gradient of the quadrupoles closest to the IP.
The induced tune shifts allow to determine the average 𝛽
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function in the quadrupoles. The waist shift 𝑤 and 𝛽∗ can
then be calculated via propagation.

In this case, since the relationship between 𝑄𝑥 and 𝑄𝑦
is approximately linear, classical tools could be useful to
correctly classify signal from noise. However, this linear
relationship is not always ensured and some deviations from
the linear regime may lead to an incorrect classification of
signal and noise. For that reason, DBSCAN is also preferred
for performing a correct classification, as shown in Fig. 3.

Figure 3: Tune cleaning during K-modulation using DB-
SCAN algorithm (𝜖 = 10−4 and 𝑁𝑛 = 50).

Closest Tune Approach
Due to coupling between the two transverse planes, the

horizontal and vertical tunes have a minimum separation
which is determined by the amount of coupling present in the
machine. Coupling is sometimes measured by sequentially
adjusting both transverse tunes to the same fractional value.
Due to the presence of coupling, there is a minimum tune
separation.

During coupling measurement, knobs are used to sequen-
tially reduce the tune separation. At each step, the tune
slightly changes. With classical cleaning tools, the tune
must be cleaned at each step. However, with clustering algo-
rithms, in principle, one should be able to correctly identify
each step and to globally distinguish signal from noise. For
this task, DBSCAN seems to be a promising tool. However,
tuning the algorithm parameters to perform a global cleaning
is not straightforward and more studies are required to find
optimal values. In Fig. 4, the result of applying DBSCAN
during closest tune approach, and three step period is shown.
We can see how the algorithm is able to correctly identify
the clusters that correspond to the different steps.

FUTURE STUDIES
The performance of clustering algorithms for correct iden-

tification of outliers in tune measurements can be expanded
including more features that can be relevant for a better clas-
sification. Future studies may include some sort of automati-
sation for the parameter selection as well a more quantitative

Figure 4: Tune measurement cleaning using DBSCAN dur-
ing closest tune approach measurement showing three clus-
ters corresponding to three different steps (𝜖 = 3 × 10−4 and
𝑁𝑛 = 22).

analysis of the performance of these algorithms as well as
a proper evaluation of the tune uncertainty once optimal
parameters are found and cleaning is performed.

CONCLUSIONS
This is the first step towards a better measurement of tune

in order to reduce its uncertainty using Machine Learning
techniques. Different algorithms have been compared to
traditional cleaning techniques. It was shown that in situa-
tions where the tune experiences sudden changes, or when
the relationship between the 𝑄𝑥 and 𝑄𝑦 is non-linear, ma-
chine learning tools are a more flexible and reliable tool
for cleaning the tune measurement with respect to classi-
cal cleaning tools. Among the different ML tools, we have
compared density based algorithms and anomaly detection
using algorithms such as Isolation Forest, with DBSCAN
being the one that performs best, while at the same time as
as being the most intuitive. Isolation Forest also performs
very well in some scenarios, although its implementation is
less intuitive. This new approach can be easily implemented
in other accelerators.
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