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ADVANCES IN SIMULATION OF
HIGH BRIGHTNESS/HIGH INTENSITY BEAMS

Ji Qiang∗, LBNL, Berkeley, CA, USA

Abstract
High brightness/high intensity beams play an important

role in accelerator based applications by driving x-ray free

electron laser (FEL) radiation, producing spallation neutrons

and neutrinos, and generating new particles in high energy

colliders. In this paper, we report on recent advances in

modeling the high brightness electron beam with application

to the next generation FEL light sources and in modeling

space-charge effects in high intensity proton accelerators.

START-TO-END SIMULATION OF
MICROBUNCHING INSTABILITY
EXPERIMENT IN AN FEL LINAC

The x-ray FEL provides a great tool for scientific discover-

ies in chemistry, physics, biology and material science. The

microbunching instability seeded by shot noise and driven

by collective effects (primarily space charge), can signif-

icantly degrade the quality of the electron beam before it

enters the FEL undulators. Without proper control of the

instability, the large final electron beam energy spread and

phase space filamentation degrade the x-ray FEL perfor-

mance [1–7]. The microbunching instability experiments

recently carried out at the LCLS [8] provides a good op-

portunity to validate the computational model used in the

simulation [9]. In the microbunching measurement at LCLS,

the X-band transverse deflecting cavity (XTCAV) diagnos-

tic [10] is located downstream of the undulator before the

dump to measure the longitudinal phase space of the electron

beam through the entire accelerator. The start-to-end beam

dynamics simulations using the real number of electrons

were done using a 3D parallel beam dynamics simulation

framework IMPACT [11,12]. It includes a time-dependent

3D space-charge code module IMPACT-T for injector model-

ing and a position-dependent 3D space-charge code module

for linac and beam transport system model. The simulation

starts from the generation of photo-electrons at the photo-

cathode following the initial laser pulse distribution and the

given initial thermal emittance. The electron macroparticles

out of the cathode will be subject to both the external fields

from a DC/RF gun and solenoid, and the space-charge/image

charge fields from the Coulomb interaction of the particles

among themselves. After exiting from the injector, the elec-

tron macroparticle will transport through a linear accelerator

and beam transport system that includes laser heater, bunch

compressors, accelerating RF cavities, harmonic linearizer,

and magnetic focusing elements. Besides the 3D space-

charge effects, the simulation also includes coherent syn-

chrotron radiation (CSR) effects through a bending magnet,

∗ jqiang@lbl.gov

incoherent synchrotron radiation inside the bending magnet,

RF cavity structure wakefield, and resistive wall wakefield.

In the simulations, we track the beam down to the XTCAV

screen and compare with the measurements. Figure 1 shows

the final longitudinal phase space after the XTCAV from the

experimental observation and from the simulation with laser

heater turned off for the 1 kA study case.
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Figure 1: Measurement (top) and simulation (bottom) of

the final longitudinal phase space distribution with the laser

heater off. Beam current is 1 kA, with bunch charge 180 pC.

The bunch head is to the right.

Here, a strong phase space fluctuation due to the mi-

crobunching instability can be seen from both the measure-

ment and the simulation. There is no external seeded initial

modulation. This large fluctuation arises from the shot-noise

inside the beam and is amplified by collective effects, espe-

cially space charge effects through the accelerator.

The microbunching instability can be suppressed through

Landau damping by increasing the electron beam uncorre-

lated energy spread before the bunch compressor using the

laser heater. Figure 2 shows the final longitudinal phase

space after the XTCAV from both the measurement and

the simulation with extra 19 keV uncorrelated slice energy

spread from the laser heater. The phase space fluctuation is

significantly reduced with the use of the laser heater. This

is observed in both the measurement and the simulation.
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Figure 2: Measurement (top) and simulation (bottom) of

the final longitudinal phase space distribution with the laser

heater at 19 keV.

The simulation also shows a similar time-energy correlation

in the longitudinal phase space to the measurement. The

energy dip around the head of the distribution (at ∼15 μm in

Fig. 2) comes from the effects of resistive wall wakefield in

the long, narrow undulator chamber. The dip near the tail of

the distribution is due to the longitudinal space-charge and

coherent synchrotron radiation effects from the large current

spike near the tail of the electron beam.

GLOBAL OPTIMIZATION OF A NEXT
GENERATION LIGHT SOURCE DESIGN
In previous studies, the design optimizations of the injec-

tor and the linac were done separately. In recent study, we

combined the control parameters in the injector and the linac

together into a single group of control parameters through

start-to-end simulation for global beam dynamics design

optimization [13]. Figure 3 shows a schematic plot of the

global optimization including both the injector control pa-

rameters and the linac control parameters in the start-to-end

beam dynamics optimization. Here, the start-to-end sim-

ulation is treated as an objective function in the parallel

multi-objective optimizer. The parallel optimizer will call

the IMPACT simulation by passing the injector control pa-

rameters and the linac control parameters into the objective

function. The injector control parameters normally include

laser pulse transverse size and length, RF gun amplitude

and phase, solenoid strength, buncher and boosting cavity

amplitudes and phases. The linac control parameters include

linac section 1 cavity amplitude and phase, harmonic lin-

earizer amplitude and phase, bunch compressor 1 bending

angle, linac section 2 cavity amplitude and phase, bunch

compressor 2 bending angle, and so on.

Figure 3: A schematic diagram of the global beam dynamics

optimization.

Instead of starting with direct global optimization in the

entire control parameter space, we start the optimization with

reduced control parameter space that contains only the in-

jector control parameters. The two objective functions, final

project transverse emittance and rms bunch length (directly

related to peak current) at the exit of the injector are opti-

mized subject to a number of constraints. These constraints

are final electron beam energy, beam energy chirp, longi-

tudinal phase space nonlinearity, and so on. After a Pareto

optimal front is found for these two objective functions at the

exit of the injector, these optimal injector control parameters

are combined with some randomly sampled control parame-

ter solutions in the linac. Using the optimal injector control

parameters as a partial initial component in the global con-

trol parameter solution significantly saves the computational

time and speeds up the convergence of the final global solu-

tion. During the global beam dynamics optimization, one of

the objective (transverse emittance) from the original injec-

tor optimization becomes a constraint to the new objective

functions. Those solutions at the exit of the injector that

can not satisfy this constraint for final start-to-end optimiza-

tion will be automatically excluded at the beginning of the

global optimization. Two objective functions are defined for

the global longitudinal beam dynamics optimization. These

two functions are fraction of charge and rms energy spread

inside a given longitudinal window. The output from the

injector such as energy, emittance, and energy spread are

used as constraints for the global optimization. Besides the

constraint at the exit of the injector, we also put constraints

at the final linac output such as energy, peak current etc.

As an application, we applied the above global multi-

objective beam dynamics optimization tool to an LCLS-II

design optimization with a 20 pC charge. The LCLS-II

is a high repetition rate (1 MHz) x-ray FEL that will de-

liver photons of energy between 200 eV and 5 keV [14,15].

For the global longitudinal beam dynamics optimization of

this accelerator, we have defined 22 control parameters: 12

in the injector, 10 in the linac. Figure 4 shows the Pareto

front of the two objective functions from the global opti-
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Figure 4: The Pareto front from the global beam dynamics

optimization and from the linac only optimization using one

optimal injector solution.

mization. These two objective functions are the negative 
fraction of charge inside and the rms energy spread inside 
a window between −7 and 9 μm. In this plot, we also 
show the Pareto front from only the linac optimization 
using a solution from the injector as an initial distribution. It 
is seen that the Pareto front from the global optimization is 
signifi-cantly better than that from the linac only 
optimization. For the same amount of charge inside the 
window, the global solution has 40% less energy spread in 
some region. For the same level of the final rms energy 
spread, the global solution has 15% larger amount of 
charge. In this simula-tion besides those constraints for the 
beam at the exit of the injector, we also put constraints on 
the final beam energy to be greater than 3.9 GeV, final 
rms energy spread to be less than 2.5 MeV, fraction of 
charge inside the window be-tween 0.3 and 0.9. Figure 5 
shows the final electron beam current profile from a 
solution without and with global de-sign optimization. It is 
seen that the final current profile is significantly improved 
through the global optimization. This results in more than 
50% improvement in the final FEL radiation pulse energy 
[16].

A FULLY SYMPLECTIC MODEL FOR
SELF-CONSISTENT SPACE-CHARGE

SIMULATION
The numerical symplectic integrator is important in long-

term tracking simulation in order to preserve phase space

structure. In the self-consistent symplectic particle-in-cell

(PIC) model [17, 18], macroparticle phase space coordinate

advancing through a single step τ can be given as:

ζ(τ) = M(τ)ζ(0)

= M1(τ/2)M2(τ)M1(τ/2)ζ(0) +O(τ3) (1)

where the transfer mapM1 corresponds to the single particle

Hamiltonian including external fields and the transfer map

M2 corresponds to the space-charge potential from themulti-

particle Coulomb interactions. The numerical integrator

Eq. 1 will be symplectic if both the transfer map M1 and

the transfer mapM2 are symplectic. For a coasting beam

inside a rectangular perfectly conducting pipe, the space-

charge potential can be obtained from the solution of the

Figure 5: The final electron beam current profile before (top)

and after (bottom) global optimization.

Poisson equation using a spectral method. The one-step

symplectic transfer map M2 of particle i from the space-

charge Hamiltonian is given as:

xi(τ) = xi(0) (2)

yi(τ) = yi(0) (3)

pxi(τ) = pxi(0) − τ4πK
∑
I

∑
J

∂S(xI − xi)
∂xi

×

S(yJ − yi)φ(xI , yJ ) (4)

pyi(τ) = pyi(0) − τ4πK
∑
I

∑
J

S(xI − xi) ×

∂S(yJ − yi)

∂yi
φ(xI , yJ ) (5)

where both pxi and pyi are normalized by the reference parti-
cle momentum p0, K = qI/(2πε0p0v20γ

2
0
) is the generalized

perveance, I is the beam current, ε0 is the permittivity of
vacuum, p0 is the momentum of the reference particle, v0
is the speed of the reference particle, γ0 is the relativistic
factor of the reference particle, S(x) is the unitless shape
function (also called deposition function in the PIC model),

and the φ is given as:

φ(xI , yJ ) =
4

ab

Nl∑
l=1

Nm∑
m=1

1

γ2
lm

∑
I ′

∑
J′

ρ̄(xI ′, yJ′ ) ×

sin(αl xI ′ ) sin(βmyJ′ ) sin(αl xI ) sin(βmyJ )

(6)

where a and b are the horizontal (x) and the vertical (y)
aperture sizes respectively, αl = lπ/a, βm = mπ/b, γ2

lm
=

α2
l
+ β2m, the integers I, J, I ′, and J ′ denote the two dimen-

sional computational grid index, and the summations with

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-SAPLG01

D-1 Beam Dynamics Simulations

SAPLG01

3

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.



respect to those indices are limited to the range of a few local

grid points depending on the specific deposition function.

The density related function ρ̄(xI ′, yJ′ ) on the grid can be
obtained from:

ρ̄(xI ′, yJ′ ) =
1

Np

Np∑
j=1

S(xI ′ − xj)S(yJ′ − yj), (7)

In the PIC literature, compact shape functions are used in

the simulation. For example, a quadratic shape function can

be written as [19, 20]:

S(xI−xi) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
3
4
− ( xi−xI

Δx )2, |xi − xI | ≤ Δx/2
1
2
( 3
2
−

|xi−xI |
Δx )2, Δx/2 < |xi − xI |

≤ 3/2Δx
0 otherwise

(8)

∂S(xI − xi)
∂xi

=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

−2( xi−xI
Δx )/Δx, |xi − xI | ≤ Δx/2

(− 3
2
+

(xi−xI )
Δx )/Δx, Δx/2 < |xi − xI |

≤ 3/2Δx, xi > xI
( 3
2
+

(xi−xI )
Δx )/Δx, Δx/2 < |xi − xI |

≤ 3/2Δx, xi ≤ xI
0 otherwise

(9)

where Δx is the mesh size in x dimension. The same shape
function and its derivative can be applied to the y dimension.

Figure 6 shows the 4D emittance growth ( εx
εx0

εy
εy0

− 1)%

evolution from the symplectic PIC model and those from

the nonsymplectic PIC model with the same nominal step

size, from the nonsymplectic PIC model with one-half of the

nominal step size, and from the nonsymplectic PIC model

with one-quarter of the nominal step size. It is seen that

as the step size decreases, the emittance growth from the

nonsymplectic PIC model converges towards that from the

symplectic PIC model.

Figure 6: Four dimensional emittance growth evolution from

the symplectic PIC model, and the nonsymplectic spectral

PIC.

ANALYSIS AND MITIGATION OF
ARTIFICIAL EMITTANCE GROWTH
In the long-term macroparticle space-charge tracking sim-

ulation, evenwith the use of self-consistent symplectic space-

charge model, there still exists numerical emittance growth.

The cause of this numerical artificial emittance growth can

be understood using a one-dimensional model. Following

the spectral method used in the above symplectic PIC model

for the space-charge potential, we calculated the sine func-

tion expansion mode amplitude from a smooth density dis-

tribution function on the grid and from a macroparticle sam-

pled distribution function depositing onto the grid. Here, the

amplitude of density mode l from the sampled macroparticle

deposition is given as:

ρl =
1

Np

2

NgΔx

∑
i

∑
I

S(xI − xi) sin(αl xi) (10)

where Np is the total number of macroparticles and Ng is

the total number of grid cells. Figure 7 shows the mode

amplitude as a function of mode number from the smooth

Gaussian function on the grid, from the linear particle depo-

sition, from the quadratic particle deposition, and from the

Gaussian kernel particle deposition on the grid using 25,000
macroparticles and 128 grid cells. Here, the Gaussian kernel

Figure 7: The spectral mode amplitude of a Gaussian dis-

tribution as a function of mode number from the smooth

Gaussian function on the grid (red), from the linear par-

ticle deposition (green), the quadratic particle deposition

(blue), and the Gaussian kernel particle deposition on the

grid (magenta).

particle deposition shape function is defined as:

S(xI − xi) =

{
exp (−

(xi−xI )
2

2σ2 ); |xi − xI | ≤ 3.5σ

0; otherwise
(11)

and σ is the chosen as the mesh size. It is seen that for the
smooth Gaussian distribution function, with mode number

beyond 20, the mode amplitude is nearly zero while the mode

amplitude from the macroparticle deposition fluctuates with

a magnitude of about 10−4. Those nonzero high frequency

modes cause fluctuation in density distribution and induce

extra numerical emittance growth. The higher order deposi-

tion scheme spreads the macroparitcle across multiple grid

points and reduces the density fluctuation. However, the

Gaussian kernel deposition is computationally much more

expensive in comparison to the other two deposition meth-

ods.

The above fluctuation of the density mode amplitude from

macroparticle deposition can be estimated quantitatively us-
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ing the standard deviation (or variance) of the mode ampli-

tude. Given the mode amplitude ρl in Eq. 10, the variance
of ρl is given as:

var(ρl) =
1

Np
var(

2

NgΔx

∑
I

S(xI − xi) sin(αl xi)) (12)

where

var(
2

NgΔx

∑
I

S(xI − xi) sin(αl xi)) =

1

Np
(

2

NgΔx
)2

∑
i

[
∑
I

S(xI − xi) sin(αl xi)]2 − (ρl)2 (13)

Figure 8 shows the mode amplitude standard deviation as a

function of mode number for the above Gaussian function by

using the linear deposition, the quadratic deposition, and the

Gaussian kernel deposition. The mode amplitude standard

deviation is small at small mode number and grows quickly

to 10−4 level and start to decrease after about 10 modes.

The standard deviation among the three deposition schemes

Figure 8: Mode amplitude standard deviation as a function

of mode number from the linear particle deposition (green),

the quadratic particle deposition (blue), and the Gaussian ker-

nel particle deposition on the grid (magenta) using 25,000
macroparticles and 128 grid cells.

becomes smaller as the order of deposition scheme becomes

higher.

The error in the charge density mode amplitude results in 
error in the solution of space-charge potential and the corre-
sponding force in momentum update in Eqs. 4-5. Assume 
that the error of force in x momentum update is δF, after 
one step τ, the emittance growth due to this error will be:

Δε ≈ (< x2 >< x ′δF > − < xx ′ >< xδF >)τ/ε +
1

2
(< x2 >< (δF)2 > − < xδF >2)τ2/ε (14)

where <> denotes the average with respect to the particle
distribution. If δF is a linear function of the position x, the
emittance growth will be zero as expected since the linear

force will not change the beam emittance. If δF is a random

error force with zero mean and independent of x and x ′, the

emittance growth would be

Δε

τ
≈

1

2
< x2 >< (δF)2 > τ/ε (15)

Assume that this error is due to mode amplitude fluctuation

of the finite number of macroparticles sampling, from the

above example, we see that < (δF)2 >∝ 1/Np. This sug-

gests that the numerical emittance growth would decrease

as more macroparticles are used. If δF is not a purely ran-

dom error force (e.g. due to systematic truncation error),

the dependence of the emittance growth on the number of

macroparticle is more complicated. Figure 9 shows the 4D

emittance growth rate from the emittance growth evolution

as a function of macroparticle number in a linear FODO lat-

tice and a nonlinear FODO and sextupole lattice. Here, the

Figure 9: The 4D emittance growth rate as a function of

the simulation macroparticle number using a linear FODO

lattice (top) and a FODO and sextupole lattice (bottom).

lattice consists of 10 focusing-drift-defocusing-drift (FODO)

lattice periods and one sextupole element per turn. The zero

current tune of the lattice is 2.417. With 30 A beam current,

the corresponding linear space-charge tune shift is 0.113. It
is seen that in the linear lattice (no sextupole), the emittance

growth rate scales as 1/Np which is expected from the ran-

dom sampling errors. In a nonlinear lattice, the emittance

growth rate scales close to 1/
√

Np . This slower scaling with

respect to the macroparticle number Np might be due to

the interaction between the numerical force error and the

nonlinear resonance.

The charge density fluctuation from the macroparticle

sampling can be further smoothed out by using a numeri-

cal filter in frequency domain besides employing the shape

function for particle deposition. Instead of using a standard

cut-off method that removes all modes beyond a given mode

number (i.e. cut-off frequency), we proposed using an am-

plitude threshold method to remove unwanted modes. The

mode with an amplitude below the threshold value is re-
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moved from the density distribution. The advantage of this

method is instead of removing all high frequency modes,

it will keep the high frequency modes with large ampli-

tudes. These modes can represent real physics structures

inside the beam. The threshold also removes the unphysical

low frequency modes associated with the small number of

macroparticle sampling. Here, we explored two threshold

methods. In the first threshold method, the threshold value is

calculated from a given fraction of the maximum amplitude

of the density spectral distribution. In the second method,

the threshold value is defined as a few standard deviations

of the mode amplitude as shown in the one-dimensional

Gaussian function example. The mode with an amplitude

below the threshold value is regarded as numerical sampling

error due to the use of small number of macroparticles and is

removed from the density distribution. The advantage of the

first method is that the threshold value is readily attainable

from the density spectral distribution. The disadvantage of

this method is that the threshold fraction is an external sup-

plied hyperparameter. The advantage of the second method

is that the threshold value is calculated dynamically through

the simulation. The disadvantage of this method is the high

computational cost to obtain the standard deviation of each

mode. The total computational cost of those standard devia-

tions is proportional to the number of modes multiplied by

the number of macroparticles.

Figure 10: The 4D emittance growth using 64 × 64, 32 × 32, 
16 × 16 modes (top) and with 0 (no filtering) with 0.01, 0.05 
and 0.1 threshold filtering (bottom) of charge density distri-
bution using 25k macroparticles in a FODO and sextupole 
lattice.

We ran the simulation of 30A proton beam transport in

the lattice including nonlinear sextupole element. The 4D

emittance growth evolutions using the brute force cut-off and

the threshold filtering are shown in Fig. 10. It is seen that

even with 16 × 16 mode cut-off filtering, there still exists

significant emittance growth, while a threshold value 0.1
helps significantly lower the emittance growth. Using the

four-sigma standard deviation threshold value yields similar

emittance growth to the fraction threshold (0.1) as shown in
Fig. 11. Those emittance growths include both the physical

resonance driven emittance growth and the numerical error

driven artificial emittance growth.

Figure 11: 4D emittance growth with one sigma, two sigma, 
four sigma standard devation and 0.1 maximum amplitude 
threshold filtering of charge density distribution using 25k 
macroparticles in a FODO and sextupole lattice.

SUMMARY
In this paper, we have shown that the microbunching insta-

bility associated with the high brightness electron beam in a

x-ray FEL linac experiment can be well reproduced through

the start-to-end simulation using real number of electrons.

The global design optimization including both the injector

control parameters and the linac control parameters signifi-

cantly improves the final electron beam longitudinal phase

space distribution. The accuracy of simulating a high in-

tensity proton beam can be improved through the use of a

fully self-consistent symplectic space-charge model. The

artificial numerical emittance growth in the long-term space-

charge simulation can be mitigated by using a threshold

based numerical filter in frequency domain.
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GENETIC ALGORITHM ENHANCED BY MACHINE LEARNING IN
DYNAMIC APERTURE OPTIMIZATION
Yongjun Li,∗ Weixing Cheng, Li Hua Yu, Robert Rainer,

Brookhaven National Laboratory, Upton, New York 11973

Abstract
With the aid of machine learning techniques, the ge-

netic algorithm has been enhanced and applied to the multi-
objective optimization problem presented by the dynamic
aperture of the NSLS-II storage ring.

INTRODUCTION
Population-based optimization techniques, such as evo-

lutionary (genetic) [1–16] and particle swarm [17–19] al-
gorithms, have become popular in modern accelerator de-
sign. Optimization of a nonlinear lattice’s dynamic aperture
usually has multiple objectives, such as the area and the
profile of the dynamic aperture, energy acceptance, beam
lifetime [1, 3], and nonlinear driving terms (NDT) [4] etc.
Dynamic aperture and energy acceptance can be evaluated
through direct single-particle tracking simulations. NDTs
can be extracted analytically from the one-turn-map for a
given nonlinear lattice configuration [20–23]. Recent stud-
ies have found that the spread from a constant of the action
obtained with the square matrix method [24–27] represents
a kind of nonlinearity measure of a lattice, which can be
treated as an optimization objective as well. Another opti-
mization objective, which is deduced from the square ma-
trix method and used in this paper, is the spread of linear
action Jx,y from a constant. The spread is numerically com-
puted from simulated turn-by-turn data [28, 29]. Based
on the number of objectives presented in this application,
multi-objective genetic algorithm (MOGA) [30] is a suitable
optimization tool to compromise among these objectives
simultaneously.

A general model for multi-objective optimization is:

• given a set of free variables xn within the range xn ∈
[xL

n , xUn ], n ∈ [1, N];

• subject to some constraints cj(xn) ≥ 0, j ∈ [1, J], and
ek(xn) = 0, k ∈ [1,K];

• simultaneously minimize a set of objective functions
fm(xn), m ∈ [2, M].

Here xL
n , and xUn are the lower and the upper boundaries

of the nth free variables. N, J,K and M are non-negative
integers. Note for simplicity, clarity, and without loss of
generality, all constraints are lower bounds, and all objectives
are minimized.

A genetic algorithm (GA) is a type of evolutionary algo-
rithm. It can be used to solve both constrained and uncon-
strained optimization problems based on a natural selection
∗ Email: yli@bnl.gov

process [30]. Each candidate has a set of free variables
which it inherits from its parents and is mutated at random
corresponding to a certain probability. Each candidate’s free
variables xn can be regarded as an N-dimensional vector x.
Their ranges [xL

n , xUn ] define a volume of an N-dimensional
“search space”. The evolution is an iterative process. The
new population from each iteration is referred to as a “gen-
eration”. The process generally starts with a population
that is randomly generated and the fitness of the individuals
is evaluated. Individuals with greater fitness are randomly
selected, and their genomes are modified to form the next
generation. The average fitness of each generation therefore
increases with each iteration of the algorithm. The goal
of multi-objective optimization (MO) is to optimize func-
tions simultaneously. These functions are sometimes related
and their objectives may conflict. In these events, trade-offs
are considered among the objectives. In non-trivial MO
problems the objectives conflict such that none can be im-
proved without degrading others in value and are referred
to as non-dominated or “Pareto optimal”. In these cases a
non-dominated sorting algorithm can be used to judge if
one candidate is better than another [30]. In the absence of
constraints or preferences, however, all Pareto optimal candi-
dates are equally valid and given the same rank. If constraints
are provided, the rank of each individual accounts for the con-
straints, and qualified candidates are guaranteed to dominate
unqualified ones. Each qualified candidate has M fitness
values fm, which compose another M-dimensional “fitness
space”. The combination of multi-objective, non-dominated
sorting with employment of the genetic algorithm forms the
basis of the “MOGA” method. MOGA has some limitations
in its application to modern storage ring optimization. In
general, the application of MOGA on dynamic aperture op-
timization can be driven by either direct particle tracking,
or analytical calculation of nonlinear characterization. It is
time-consuming to evaluate the fitness quantitatively, as seen
with the calculation of a large-scale storage ring’s dynamic
aperture using the symplectic integrator [31].

Although there is no a priori reason why the genetic evo-
lution process needs external intervention, examples without
it such as the evolution of biological life on earth or plane-
tary formation in the solar system, were only possible after
billions of years [32]. One reason why natural evolution is
comparatively slow is that the percentage of elite candidates
among the whole population is low. A brute force method for
speeding up evolution is to narrow down the search ranges
around good candidates found early in the evolution process.
This decreases diversity, however, and could lead to a trap-
ping in local minima. An effective intervention step would
be able to significantly speed up the evolution in the desired
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direction. To do so, some machine learning techniques are
introduced to traditional MOGA methods to intervene on
the natural process.

MOGA ENHANCED BY MACHINE
LEARNING

During the evolution process, MOGA produces a large
data pool. It is possible to reuse the data with machine learn-
ing techniques to intervene on the evolution process. Here
an intervention method is introduced which is schematically
illustrated in Fig. 1. It includes the classification of the
search space (unsupervised learning), sorting based on the
average fitness and repopulation of potential elite candidates
(supervised learning). Starting with randomly distributed
individuals, the initial population is allowed to produce de-
scendants via the traditional genetic algorithm. Once all
candidates satisfy some desired constraints, sufficient data
is accumulated to intervene on the evolution process using
machine learning techniques. For each following generation,
all populations are classified into different clusters in the
search space based on a parameter D,

D =

√√√
N∑
n=1
(x1,n − x2,n)2, (1)

which represents the “Euclidean distance” between two can-
didates x1 and x2 in the search space. The classification was
performed with the K-means algorithm [33] as shown in the
subplot (b) of Fig. 1.

After classifying candidates into different clusters, a sta-
tistical analysis is carried out on each cluster to evaluate
their average or weighted fitness F, which reads as

F =
M∑
m=1

wm fm(xn). (2)

Here wm is the weight on the mth fitness value of fm. As
mentioned previously, our optimization has multiple objec-
tives. Within each generation, most of the candidates belong
to the same rank on the Pareto front. Although they are
equally good (they exhibit no dominance) and a lot of can-
didates have one or two good fitness values, the rest have
poor fitness. They can survive through many generations
unless a constraint is imposed. These types of candidates,
however, often have poor trade-offs with conflicting objec-
tives. Weighted fitness F as a measure for implementing
machine learning is therefore introduced. If all weights wm

are chosen to be 1/M , F becomes the average fitness.
The weighted fitness of individuals in each cluster are

then evaluated and sorted as illustrated in the subplot (c) in
Fig. 1. A few of the better clusters are then selected and la-
beled with the “elite” status. Some arbitrary number of new
candidates (for example, 20% of the total population) are re-
populated uniformly and randomly within the narrow “elite
range” of these elite clusters within the search space. Since
these newly populated candidates share some similarities in

Figure 1: Schematic illustration of intervention using ma-
chine learning techniques. Here, a search space of two free
variables is assumed. The distribution of the original popula-
tion is shown in the subplot (a). The candidates are classified
into three colored clusters with the K-means algorithm in the
subplot (b). The average fitness of each cluster has been eval-
uated, sorted, and given a status labeled with “Best (elite)”,
“Good”, and “Poor” respectively in the subplot (c). In the
subplot (d), some potential competitive candidates (marked
as the magenta dots) are repopulated inside the range of the
“Best (elite)” cluster and then are used to replace the same
amount of candidates from the original data pool. After
the replacement, the post-population densities of the “Good”
and the “Poor” cluster become low. In reality, there may not
exist obvious boundaries to separate each cluster and cluster
classification is not unique either.

the search space with the elite candidates thus far, they are
expected to be more competitive in regard to survivability.
From the original population, the same amount of candidates
are randomly selected, to be replaced by the newly popu-
lated candidates. The average fitness within each generation
should therefore increase respectively. This could potentially
improve the probability of producing more competitive de-
scendants favored by the optimization goals. While the next
generation undergoes the same intervention, the elite range
for the following repopulation of descendants will be dy-
namically re-defined by its own elite clusters. Note that the
average fitness is used to define the elite range for repop-
ulation. These repopulated candidates are not guaranteed
the “privilege” of being “winners” in each generation. The
final candidates still need to be selected through the non-
dominated sorting. Considering that general fitness could
have different scales in each dimension, they may need to
be normalized within a similar range, usually ∈ [0, 1], prior
to averaging them [34].

Thus far the proportion of the replacement at each genera-
tion is set to a constant value. This is referred to as the Static
Replacement Method (SRM). For the SRM, the proportion
of replacement is arbitrary, but it is necessary to maintain di-
versity among the candidates to avoid traps at local minima.
When the search space is too large, the distances D between
candidates within the same cluster are far. In this case, it is
likely that intervention would mislead evolution because the
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expectation on the “elite range” may not be accurate. An op-
tional dynamic replacement method can be used to mitigate
this issue. To judge how likely an “elite range” can produce
competitive candidates, a supervised machine learning tech-
nique is adopted. First, the candidates of an elite cluster
are divided into a training set (usually around 90-95% of its
population) and a testing set (the residual 5-10%). With the
training set data, a learning model (hypothesis) H using the
K-nearest neighboring (KNN) regression algorithm [33] is
created. The model is used to predict the testing set’s fitness
(prediction). A comparison of the prediction and each indi-
vidual’s evaluated fitness value can determine the accuracy
of the prediction. The comparison is quantitatively measured
by a parameter “discrepancy” S in the fitness space,

S =
1
M

√√√
M∑
m=1

| fm − hm |2

f 2
m

. (3)

Here, hm is the mth fitness value predicted from the learning
model H and fm is the actual fitness value. In this case, f is
evaluated from a lattice characterization code. S = 0 means
they are exactly same. A large S indicates a large discrepancy
between the hypothesis model and the actual value. Based
on the average discrepancy of the testing set, the replacement
proportion for the population can be dynamically adjusted
on a generation basis.

MOGA APPLICATION AT NSLS-II
The NSLS-II storage ring lattice [35] is used as an ex-

ample to demonstrate the application of this method. The
goal is to optimize the dynamic aperture of the operational
lattice. The linear chromaticity is corrected to +2 by chro-
matic sextupoles. The free “tuning knobs” are six families
of harmonic sextupoles with fixed polarities.

The spreads of the linear actions Jx,y computed from
turn-by-turn particle tracking simulation are chosen as the
optimization objectives. The linear action Ju is defined as

Ju,i = βuu2
i + 2αuuipu,i + γup2

u,i = ū2
i + p̄2

u,i, (4)

where ui = (x, y)i and pu,i = p(x,y),i are the turn-by-turn
coordinates in the horizontal and vertical planes respectively.
ū = 1√

βu
u, p̄i = 1√

βu
(αuu + βupu) are a pair of normal-

ized canonically conjugated coordinates, and α and β are
the linear lattice optics Twiss parameters at the observa-
tion point. In the presence of nonlinear magnets, the linear
actions have some spread from constants, as illustrated in
Fig. 2. Typically the spread gradually increases with beta-
tron oscillation amplitude. In order to obtain a sufficient
dynamic aperture, control of the nonlinearity of motion for
particles starting from different initial conditions (ampli-
tudes) is needed. Here, five sets of initial conditions are
chosen as shown in Fig. 3. The objectives are ten spreads
of actions under different sextupole settings (each initial
condition has both ∆Jx,rms/Jx and ∆Jy,rms/Jy). For each
candidate, the constraint is that all five particles can survive

for multiple turns. All objectives outlined thus far are re-
quired to be equally important to ensure that there are no
“holes” (particle loss) inside the dynamic aperture.

Figure 2: The root means squared (rms) spread of action
from a constant is used as an optimization objective. The
dashed circle represents a constant linear action at different
angles. The dots are the normalized turn-by-turn coordi-
nates.

Figure 3: Five initial particle coordinates in the x-y plane
with their conjugate momenta px,y = 0 used for tracking.
The turn-by-turn data are used to evaluate the spread of their
linear actions. The dashed line is the size of the desired
dynamic aperture. The 5th particle is chosen beyond the
desired dynamic aperture in order to obtain a safe margin.
The choice of the initial coordinates is not arbitrary. It may
depend on the local optics functions, and physical aperture,
etc.

To begin with, a random distribution is chosen in which
the entire population is uniformly distributed within ranges
limited by field saturation of the magnets and power supply
capacity. In the NSLS-II ring, the search space at each sex-
tupole dimension is K2 ∈ [0,±40]m−3 (Here ± is chosen
depending on its polarity). Initially a population total of
5,000 is cast. For the first several generations, many candi-
dates cannot survive under 5 initial conditions for dozens
of turns. Therefore, the initial population evolves under the
initial constraint of self-survival. After the evolution of 6-7
generations, all candidates can survive, but with very poor
average fitness (see Fig. 4). Thus far sufficient data may have
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already been accumulated to allow the optimizer to learn
from the history.

The K-means algorithm is then applied (using an unsu-
pervised learning technique) to classify the total population
into N = 100 clusters in the search space and each individ-
ual cluster’s average fitness is evaluated and sorted. The
top three elite clusters are selected, based on their average
fitness, to define an “elite” search range. Within this range,
20% of the total population is uniformly repopulated by ran-
dom candidates. After this intervention (repopulation), the
optimizer enters the next iteration.

With intervention, a fast convergence in the average fit-
ness has been observed during evolution. Fig. 4 compares
the evolution of the average fitness of MOGA with and with-
out machine learning. Without machine learning, the im-
provement of fitness relies heavily on random crossover and
mutation and global evolution can sometimes stop, or even
regress. With the implementation of machine learning, how-
ever, the fitness convergence becomes not only faster, but
much more steady. More importantly, the amount of com-
petitive candidates is significantly increased, which allows
for analysis of the distribution of optimal candidates in the
search space.

Figure 4: Comparison of the evolution of average fitness
with and without machine learning for 135 generations.
Without machine learning, the evolution process can some-
times stop, or even regress. On the other hand, the fitness
convergence becomes faster and steadier with the introduc-
tion of machine learning.

With each generation, all candidates are re-classified. The
elite ranges for repopulation also vary as shown in Fig. 5.
The ranges are observed to fluctuate, but gradually converge
during the evolution. For some free variables, the ranges
converged quickly to a small range of optimal values. For
example, the SL1 sextupole’s elite range shifts toward zero
(limited by its polarity). This sextupole can therefore either
be removed from the lattice, or have its polarity changed to
see if machine performance can be further improved.

In the final generation’s population, most of the candidates
are found on the Pareto front. Among them, many have good
average fitness. They are reclassified in the search space to
study their distribution. These candidates appear to belong
to many distinct groups. Each group is like an isolated island

Figure 5: Variation of the ranges for generating new elite
population in six-dimensional search space (sextupole’s K2)
along the evolution. The elite ranges fluctuate, but gradually
converge toward much narrower ranges.

Figure 6: Relative distances of six neighbors from one
elite candidate, which is used as the reference here in the
search space. The reference sextupole settings are given
as K2,SH1 = 26.20891 m−3, K2,SH3 = −17.87664 m−3,
K2,SH4 = −6.39466 m−3, K2,SL3 = −22.42607 m−3,
K2,SL2 = 28.54735 m−3, K2,SL1 = −0.22496 m−3.

in the search space. The island volumes, defined as

V =
N∏
n=1
(xun − xln), (5)

are quite different. Here, N is the number of dimensions of
the search space, and xun and xln are their upper and lower
boundaries in the nth dimension. In general, optimal can-
didates in large islands are more robust and therefore less
impacted by errors than candidates in small islands because
average fitness in large islands is less sensitive to the varia-
tion in search parameters. In Fig. 6, one island’s coordinates
are chosen as the origin to illustrate the relative distance to
the six neighboring islands. All candidates in these islands
yield decent dynamic apertures, but the sextupole settings
are quite different.

The following paragraphs describe the detailed tracking
results with the simulation code “ELEGANT” [36] and the
experimental observations. From many optimal candidates
obtained thus far, one solution is chosen and used as the
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origin in Fig. 6, to carry out machine studies. Fitness is
determined in regard to the spreads of linear actions through
numerical simulations. Tracking 5 particles with different
initial conditions is carried out. Their normalized conjugate
position-momentum coordinates are shown in Fig. 7. Here,
5 initial conditions are used that differ from those used in
the optimization setting (see Fig. 3). The maximum rms
spread with the initial condition x = 20 mm and y = 3 mm
(the outer ring in the plot) is around 3%, indicating that the
motion is quite regular.

Figure 7: Simulated multi-turn trajectories in the phase
space (left: the horizontal plane, right: the vertical plane)
for five different initial conditions. The maximum spread for
the initial condition x = 20 mm, px = 0 mrad and y = 3 mm,
py = 0 mrad is around 3%.

A frequency map analysis has been carried out for both
the on-momentum dynamic aperture (Fig. 8 and Fig. 9), and
the off-momentum acceptance (Fig. 10). The dynamic aper-
ture has small nonlinear diffusion [37]: up to 35 mm in the
horizontal plane, and 13 mm in the vertical plane as shown
in Fig. 8. In the meantime, this particular candidate has large
tune-shift-with-amplitude coefficients, which can trap many
resonance lines into a very thin stop-band width [38,39] (see
Fig. 9). The robustness of this candidate has been confirmed
by including the realistic NSLS-II magnet errors.

In this example, after the on-momentum dynamic aperture
is optimized, the energy acceptance appears to be sufficient
in the view of beam lifetime (see Fig. 10). The same obser-
vation holds for other optimal candidates. For the NSLS-II
storage ring, it would appear that the two objectives, dynamic
aperture and energy acceptance, may not conflict with each
other. Should the dynamic aperture and energy acceptance
conflict as optimization objectives in other synchrotrons, it
is possible to include some off-momentum particle’s actions
as the optimization objectives.

After testing several evolved candidates on the NSLS-II
storage ring, located on different islands within the search
space, all yield sufficient dynamic aperture and energy ac-
ceptance, and therefore sufficient beam lifetime, for nominal
operating conditions. A brief discussion of one particular ex-
perimental study period follows. During this time, beam was
brought to third order tune resonance 3νx = 100 with the
same lattice used for the tracking simulation with interesting
results.

Figure 8: Dynamic aperture for on-momentum particles.
The color represents the tune diffusion obtained by turn-
by-turn tracking simulation. Diffusion [37] is defined as
the difference of tunes ∆ν extracted from the different time
durations Diff=log10

√
∆ν2

x + ∆ν
2
y . A cool color means the

motion is less chaotic and vice versa.

Figure 9: Frequency map corresponding to the on-
momentum dynamic aperture in the x − y planes. A large
tune-shift-with-amplitude is observed in this lattice. The
third order resonance line can be crossed stably (without
obvious diffusion).

The simulated frequency map of the on-momentum dy-
namic aperture in Fig. 9 indicates that the third-order res-
onance 3νx = 100 was safely covered within the dynamic
aperture, with no obvious diffusion (nonlinearity) observed
in the tune space. The turn-by-turn particle tracking sim-
ulation further shows that the third order resonance has a
very narrow stop bandwidth, which can “trap” particles once
their trajectories are located inside the islands in the phase
space (Fig. 11). During the study period, the machine’s hor-
izontal tune νx was set to 33.332. A short bunch train of
25 buckets was displaced to a particular amplitude using
a pulse magnet (pinger). The amplitude of displacement
chosen was ≈ 0.4 mm, measured at the center of the straight
section where βx = 21 m. This particular amplitude allowed
the beam horizontal fractional tune to approach as close as
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Figure 10: Frequency map of energy (momentum) accep-
tance in the x − δ planes. Here δ = ∆p

p is the particles’
relative momentum deviation.

possible to 1/3 ≈ 0.3333 · · · (the right subplot in Fig. 12).
The beam turn-by-turn trajectories were then observed to be
trapped in three isolated islands in the phase space (the left
subplot in Fig. 12). The beam began to circulate around the
ring on a closed, stable orbit with the periodicity 1/3 (see
Fig. 13). A similar study was demonstrated and reported on
in [40, 41].

Figure 11: Simulated turn-by-turn trajectories in phase
space. A large tune-shift-with-amplitude coefficient shifts
the tune away from the third order resonance quickly when
the betatron amplitude is slightly off. The stop-band width
for this lattice is narrow, which means particle motion is
stable even if its tune sits on the resonance.

The closed orbit with a 1/3 periodicity repeats itself ev-
ery 3 turns as illustrated in Fig. 13. It has some potentially
interesting applications in dynamics and time-of-flight exper-
iments [42]. For example, using a bunch-by-bunch excitation
technique [43,44], selected bunches can be displaced in this
closed orbit while keeping the rest of the bunches in the
original central orbit. Thus each synchrotron radiation port
can deliver up to four distinct x-ray beams. The x-ray beams
can have different horizontal positions and angles, and par-
ticularly different, distinct time structures. This technique

Figure 12: Left: measured beam turn-by-turn trajectories in
the phase space with two neighboring beam position moni-
tors (BPM). Three isolated islands are observed with a phase
advance of 2π

3 in-between as expected. Right: the FFT spec-
trum confirms that the beam remains stable on the third order
resonance.

Figure 13: Measured closed orbit at νx = 1/3 with BPM
turn-by-turn data. The periodicity of the closed orbit became
1/3 rather than 1. In other words, the closed orbit repeated
itself every 3 turns.

and its implications, however, are beyond the scope of this
paper and require further development and study.

SUMMARY
The evolution process of the genetic algorithm is signif-

icantly sped up when enhanced by machine learning and
applied to the NSLS-II storage ring’s dynamic aperture. In-
tervention via machine learning not only speeds up evolution,
but increases the number of elite candidates in the data pool.
The quality of some optimal candidates obtained with this
technique have been confirmed experimentally on the NSLS-
II ring and by simulation. This technique can be applied
to other population-based optimization problems such as
particle swarm algorithms. Extending it to an online mode
would be a next logical step and would be driven by a real
storage ring’s TbT data [45, 46].
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OPTIMIZATION OF HEAVY-ION SYNCHROTRONS USING
NATURE-INSPIRED ALGORITHMS AND MACHINE LEARNING

S. Appel∗, W. Geithner, S. Reimann, M. Sapinski, R. Singh, D. M. Vilsmeier
GSI, Darmstadt, Germany

Abstract
The application of machine learning and nature-inspired

optimization methods, like for example genetic algorithms
(GA) and particle swarm optimization (PSO) can be found
in various scientific/technical areas. In recent years, those
approaches are finding application in accelerator physics to
a greater extent. In this report, nature-inspired optimization
as well as the machine learning will be shortly introduced
and their application to the accelerator facility at GSI/FAIR
will be presented. For the heavy-ion synchrotron SIS18 at
GSI, the multi-objective GA/PSO optimization resulted in a
significant improvement of multi-turn injection performance
and subsequent transmission for intense beams. An auto-
mated injection optimization with genetic algorithms at the
CRYRING@ESR ion storage ring has been performed. The
usage of machine learning for a beam diagnostic applica-
tion, where reconstruction of space-charge distorted beam
profiles from ionization profile monitors is performed, will
also be shown. First results and the experience gained will
be presented.

INTRODUCTION
FAIR—the Facility for Antiproton and Ion Research will

provide antiproton and ion beams of unprecedented inten-
sities as well as qualities to drive forefront heavy ion and
antimatter research [1]. The multi-turn injection (MTI) into
heavy-ion synchrotron SIS18 is one of the bottlenecks for

∗ s.appel@gsi.de

providing unprecedented intensities. The loss-induced vac-
uum degradation and associated life-time reduction for inter-
mediate charge state ions is one of the key intensity limiting
factors for SIS18 [2]. Beam loss during injection can trigger
the pressure bump instability. An optimized injection can re-
lax the dynamic vacuum problem, but is also crucial to reach
the synchrotron intensity limit by a large multiplication of
the injected current [3].

The complexity of the FAIR facility demands a high level
of automation to keep anticipated manpower requirements
within acceptable levels, as shown in [4]. An example of
complexity is the High Energy Beam Transport System of
FAIR which forms a complex system connecting among
other things seven storage rings and experiment caves and
has a total length of 2350 metres [5]. An automatized ma-
chine based optimization would improve the time for opti-
mization and control of HEBT.

In the frame of the Swedish in-kind contribution to the
FAIR project the storage ring CRYRING@ESR is planned
to be used for experiments with low-energy ions and an-
tiprotons. The ring is already installed in the existing GSI
target hall and commissioning has started in 2015 [6–8].
Since CRYRING@ESR has its own local injector it can
be used stand-alone for testing novel technical develop-
ments like automatized configuration of beam line devices.
A semi-automatized optimization has been already pre-
formed at the CRYRING in Sweden [9]. Figure 1 shows
the CRYRING@ESR and is local injector. Over the second
transfer line the CRYRING@ESR can also receive beams
form the experimental storage ring ESR.

Figure 1: CRYRING@ESR injection from the local injector has been online optimized with an evolutionary algorithm.
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For the optimization and control of synchrotrons the
knowledge of beam parameters is a key ingredient. Ion-
ization profile monitors play an important role in non-
destructive measurements of the transverse beam profile.
They make use of residual gas ionization by the particle
beam and collect the ionization products via appropriate
guiding fields. However, for the foreseen intensities at heavy-
ion synchrotron SIS100 for some beams a profile distortion
is expected to be visible. Here the application of machine
learning allows the reconstructing of the beam profiles with
simulation supported training.

NATURE-INSPIRED OPTIMIZATION
Nature-inspired optimization algorithms often perform

well approximating solutions to all types of problems be-
cause they ideally do not make any assumption about the
underlying fitness landscape. The fitness determines the
quality of the solution and determines the probability of its
survival for the next optimization step. The fitness is eval-
uated by an objective function, a simulation code or a real
running system. In many real-life problems, multi-quantities
have to be optimized. In addition, these quantities can be
contradicting and there is more than one equally valid so-
lution. These solutions form a so-called Pareto front (PA
front) in the solution space. A solution is Pareto optimal if
it is not dominated by any other solution. By using a non-
dominated selection algorithm one tries to find solutions
near the optimal Pareto set.

Evolutionary algorithms
An evolutionary algorithm (EA) is inspired by biological

evolution, such as reproduction, mutation, recombination,
and selection. Genetic algorithms (GA) is the most popular
type of EA. In GA terminology, a solution vector is called
an individual and represents a set of variables; one variable
is a gene. A group of individuals form a population, the
following child populations are counted in generations. The
first population is created randomly. The crossover operator
exchanges variables between two individuals - the parents
- to discover with their offspring promising areas in the so-
lution space (exploration). For the optimization within a
promising area, the mutation operator changes randomly
the characteristics of individuals on the gene level (exploita-
tion). Reproduction of individuals for the next generation
involves selection. During optimization the most promising
individuals are chosen to create the next generation. By
allowing individuals with poor fitness to take part in the
creation process the population is prevented to be dominated
by a single individual. The most popular techniques for
a single-objective optimization are proportional selection,
ranking and tournament selection [10, 11].

Particle swarm optimization
The initial inspiration for the Particle Swarm optimization

(PSO) came from the “graceful but unpredictable choreog-
raphy of a bird flock” and is a example of alternative algo-

Figure 2: The heavy-ion synchrotron SIS18 and its injectors.

rithms. The key to the swarm success liens in social influence
and learning. Each individual’s behavior is influenced by
its own personal experience and the social standard [11].
Within a swarm, each individual refers to a point in the vari-
able space. It is updated by adding a velocity depending on
the personal experience and the socially swarm influenced.
The “nostalgia” in the individual tends to return to a place
it encountered in the past that best fulfilled the objectives
reflected by the personal best pbest. Simultaneous, the indi-
viduals seek to attain publicized knowledge or social norms,
reflected by the best position ever for the entire swarm gbest.
The movements of the swarm a guide by improved positions,
which are updated during the optimization. Including in ad-
dition stochastic elements in the algorithm allows to search
widely and hopefully finding a satisfactory solution. PSO
has shown faster convergence than GA optimization [11].

INJECTION OPTIMIZATION
SIS18 (Figure 2) will serve as a booster for SIS100 in the

FAIR facility to provide ion beams of unprecedented inten-
sities and qualities. An optimized interface between injector
linacs and synchrotron is mandatory to achieve this goal. The
new FAIR proton linac (pLINAC) will provide the high inten-
sity primary proton beam for the production of antiprotons.
The existing GSI heavy ion linac (UNILAC) is able to deliver
world record uranium beam intensities for injection into the
SIS18, but it is not suitable for FAIR operation. Therefore an
upgrade program is planned to replace the post-stripper sec-
tion. An evolutionary algorithm based optimization of the
multi-turn injection (MTI) of the SIS18 has been performed
to define the interface parameters for UNILAC and pLINAC.
The goal of the optimization is to stack the beamlets injected
from the injector in the horizontal phase space until the syn-
chrotron intensity limit is reached. Thereby injection losses
on the septum or acceptance have to be minimized to prevent
a synchrotron performance reduction to due loss induced
vacuum degradation [3]. However, the required MTI bril-
liance should be in a reachable value frame for the injector
linac. As MTI has to fulfill Liouville’s theorem, four bumper
magnets create a time variable closed orbit bump such that
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Figure 3: Snapshot of a MTI simulation with loss. The red
line indicates the septum and dashed line the acceptance.

the injection septum deflects the next incoming beamlet into
available horizontal phase space close to the formerly in-
jected beamlets. For effective adaptation to the free phase
space, for instance, an exponential bump reduction can be
chosen. During the nature-inspired optimization the param-
eters on which the MTI depends are altered in consideration
of the limiting technical and physical conditions to find an
excellent MTI performance. The MTI performance depends
on injector emittance and current, position and angular of
the incoming beam, the closed orbit at the septum, horizon-
tal tune, miss-match of the incoming beam and the orbit
bump reduction. For the optimization the Distributed Evo-
lutionary Algorithms in Python (DEAP) [12] together with
pyORBIT has been used. The SIS18 MTI model has been
implemented in the particle tracking code pyORBIT—the
Python implementation of ORBIT (Objective Ring Beam
Injection and Tracking) code—and was carefully validated
against experiments [13–15]. Figure 3 shows a snapshot of
a MTI simulation with loss in normalized coordinates. The
loss areas—inner and outside of the septum as well as the
acceptance—are visible. The inner beamlets lost particles at
septum earlier during the injection process and therefore not
overlap. The injected beams are spirally arranged. The first
injected beams are sitting in the center of the spiral next due
to the closed orbit indicated by the black dotted. Figure 4 il-
lustrates the evolution of the injection loss obtained from the
GA for different numbers of injected turns. The GA finds a
better set of parameters than the previous simulation studies
(indicated by the dashed lines [14]). The fact that a longer
injection time leads to higher losses also holds for the GA
optimization if the available acceptance is filled. However,
especially in these cases GA discovers a much better solu-
tion. The dependence of the gain factor on the injection loss
is of particular interest due to the vacuum degradation prob-
lem. In order to define the relationship between both, the
gain factor has been included as an optimization objective,
i.e. to find a 2D Pareto front of both. Figure 5 shows that
multi-objectives genetic algorithms (MOGA) finds a much
better set of parameters for an improved MTI performance

0 10 20 30 40
Generation

0

10

20

30

40

Lo
ss

 in
 %

n=10
n=15
n=20

Previous studies
GA

Figure 4: The evolution of loss for injected emittance of
7 mm·mrad. GA found a much better injection parameter
setting for a low loss injection than the previous simulation
studies (dashed lines).
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Figure 5: The PA front for gain factor and MTI loss. GA
found a much better PA front than the previous studies.

than the previous simulation studies [14]. The influence of
space charge on the MTI performance optimization with
MOGA is significant even if the discovered PA fronts are
similar: The discovered MTI parameters are different with
space charge. For the layout of the injector upgrade and the
new proton injector is crucial to known the injection depen-
dence on emittance. The demands on the injector could be
relaxed if a sufficient MTI performance with a large injection
emittance can be discovered. Previous MTI optimization
studies [14, 16] clearly demonstrate that the horizontal emit-
tance of the incoming beam has a significant impact on
MTI performance. The smaller the injected emittance is,
the better the MTI performance gets, which is contradict-
ing to relaxation of the injector demands. A reduction of
the horizontal emittance can be achieved e.g. by horizontal
collimation [16] or by a round-to-flat transformation [15].
Figure 6 shows in accordance with MTI model and previ-
ous studies the trade-off between the objectives over a wide
range of parameter variations, which can be summarized
as follows: no loss means small injected emittance and low
gain factor; a high gain factor implies small emittance with
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Figure 6: The 3D Pareto front for a simultaneously GA
optimization of gain factor, loss and emittance. On the right
axes the require injector current is shown to reach the space
charge limit in the SIS18.

medium loss; and large emittance means very large loss and
small gain factors. This trade-off is a direct consequence
of Liouville’s theorem. The obtained results for single and
double objective optimization are located also on the 3D
PA front. Optimization with multiobjective particle swarm
(MOPSA) shown similar result with fast convergence. A 3D
Pareto front for proton injector has generated shown in [17].
Outcome of this optimization and heuristic analyze of the
MTI demonstrate, that a low-loss injection to fill SIS18 up
to the space charge limit for several emittance over many
turns for various proton currents could be achieved.

ONLINE INJECTION OPTIMIZATION
The multi-turn injection of the CRYRING@ESR from

the local injector has been online optimized with a genetic
algorithm. The aim of the automatized optimization was to
maximize the beam current stored in the CRYRING@ESR.
The beam current has been measured with the Schottky diag-
nose in the CRYRING. An end-user application exploiting
the genetic algorithm framework Jenetics [18] to optimize
unknown beamline settings through the Java based FAIR
control system has been implemented [19]. Jenetics is an
end-user ready software library implementing an genetic,
evolutionary algorithm, written in modern day Java. There-
fore the choice to use Jenetics was obvious although faster
algorithm are known. The Jenetics algorithm allows inde-
pendent variation of the merging dipole magnet and the
quadrupoles strengths in the transfer line as well the septa,
steerer strengths, and the closed orbit defined by the ring
dipols. The result of the successful evolutionary algorithm
optimization performance is presented in Figures 7. Shown
are two cases of converged genetic scans for the recom-
bination probability of 0.5 and 0.8. The population size
was 50 and the offspring fraction 0.5. The tournament size
of 15 has been chosen rather large to reach a fast conver-
gence. For large tournament size, weak individuals have
less chance of being selected. The first population is created

randomly forming a range around 10–15% of known good
values (e.g. from earlier manual settings or beam optics cal-
culations). The performance of the ion source, especially un-
stable plasma conditions play a crucial role, as it introduces
non-deterministic transmission fluctuations which cannot
be coped with by the algorithm without further measures.
Therefore for each genetic scan step an averaging over ten
measurements has been performed. Both scans reached after
about 1.5 hours optimization time previous achieved trans-
mission. At present, the time-domain performance is limited
by the FAIR control system. Hence, removing performance
bottlenecks in the FAIR control system code stack would be
a key to fully enable this method’s power.

MACHINE LEARNING
A principal characteristic of Machine Leaning (ML) is to

implicitly deduce a set of rules from given data, mapping
specific input to output, relieving the user from this tedious
task. As such ML is especially suited for problems whose
solutions require either a lot of manual fine-tuning or in-
volve long lists of (potentially unknown) rules. Relevant for
the presented problem is the later case, where supervised
machine learning consisting of regression models is used
to predict continuous variables from the given data. Super-
vised ML covers many different algorithms with varying
complexity, from linear approximations like Linear Regres-
sion (LR) up to “biologically inspired” Artificial Neural
Networks (ANN) [20].

Linear Regression
Linear regression is a linear approach modelling the rela-

tionship between the scalar dependent variable and one or
more explanatory variables. In linear regression, the rela-
tionship is modeled using linear predictor functions whose
unknown model parameters are estimated from the data.
The least squares approach is often used for fitting linear
regression models.

Artificial Neural Networks
Artificial neural networks (ANN) are computing systems

vaguely inspired by the biological neural networks found
in animal brains. The most basic form of ANN typically
utilized in supervised learning problems is a fully-connected
feed-forward Multi-Layer Perceptron (MLP). It is a specific
ANN architecture which is represented by consecutive layers
of nodes where all nodes of two consecutive layers are con-
nected to each other. Each node sums all its weighted inputs
and transforms the result using an activation function. The
activation function should be non-linear in order to represent
non-linearities in the data and it must be differentiable in
order to comply with the fitting procedure. Weights are usu-
ally randomly initialized and then iteratively updated during
the fitting procedure in order to minimize the selected loss
function.
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Figure 7: Converged genetic scan driving ten parameters for two different recombination probability. The goal of the
optimization has been to maximize the CRYRING@ESR MTI performance. The scans reached the final value after
four generations and reached previous good transmission after 89 (upper scan) and 97 minutes (below scan). For each
optimization steps an averaging over ten measurements has been performed.

IPM PROFILE RECONSTRUCTION

The principle of IPMs is the following; the primary beam
ionizes the residual gas and the ionized particles (ions or
electrons) are extracted via electric fields, sometimes in
conjunction with magnetic fields to confine the movement
of ionized particles in the plane transverse to the electric
field [21]. In the ideal case the ionized particles would move
on a straight path towards the detector and the profile of the
extracted particles reflects the transverse profile of the pri-
mary beam. The electromagnetic fields of the primary beam
can affect the trajectory of particle movement towards the
detector, see Figure 8. As a consequence the beam profile
can be significantly deformed compared to the unimpaired
wire scanner measurements. Several attempts have been
made to correct or describe such effects parametrically, but
no satisfactory analytic procedure was found. At that point
a machine learning based approach reliant on good simula-

tion model of the IPM along with space charge effects was
performed.

The Virtual-IPM simulation tool was used for simulat-
ing the movement of electrons inside the IPM region for a
typical LHC case [22], where the beam electric field leads
to major distortion. The simulated profiles were binned
corresponding to the resolution of an acquisition system
based on hybrid-pixel detector [23]. Together with the bunch
length and the bunch intensity this data were used for fit-
ting various ML models. Even the simple linear regression
model showed very promising results for the beam width
reconstruction [22]. The complex artificial neural networks
can reconstructed the whole beam profiles as shown in Fig-
ure 9 [24].

CONCLUSION AND OUTLOOK
A fast beam dynamics simulation model has been de-

veloped and used together with a multi-objective genetic
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Figure 8: In the ideal case the ionized particles would move
on straight lines towards the detector. However the elec-
tromagnetic field of the beam can influence the particles
movement as shown.

Figure 9: Simulation of profile distortion due to space charge
using Virtual IPM together with the ANN corrected profile.

algorithm to optimize the multi-turn injection into SIS18.
A loss-free or low-loss injection for several emittance over
many turns were identified. Space charge results in a simi-
lar PA front, but with different injection settings. With the
optimized multi-turn injection a range of injector brilliance
could be defined. This crucial information gives more flexi-
bility for the layout of the SIS18 injectors.
An online optimization of multi-turn injection into the stor-
age ring CRYRING@ESR has been presented. After 1.5
hours of optimization time previous transmission could be
reached. The nature-inspired optimization has potential to
reduce the manpower requirements and variations of quality
performance due to the manual procedure. Looking forward,
the algorithm shall be applied to SIS18.
A novel method for resolving IPM profile distortion under
the influence of magnetic guiding fields based on machine

learning has been presented. The first investigations, using
simulated data, yield promising results. Next steps include
estimation of influence of error sources on predictions, opti-
mization of model selection and application of the method
to measured data. The method has a potential to extend
usability and reduce cost of IPMs for high brightness beams.
The application of machine learning to time-domain signals
like the longitudinal Schottky signals is under investigation.
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COMPARISON OF MODEL-BASED AND HEURISTIC OPTIMIZATION
ALGORITHMS APPLIED TO PHOTOINJECTORS USING

LIBENSEMBLE
N. Neveu∗, L. Spentzouris, Illinois Institute of Technology, Chicago, USA

J. Larson, S. Hudson, Argonne National Laboratory, Lemont, USA

Abstract

Genetic algorithms are commonly used in the accelerator
community and often require significant computational re-
sources and manual adjustment of hyperparameters. Model-
based methods can be significantly more efficient in their
use of computational resources, but are often labeled as un-
reliable for the nonlinear or nonsmooth problems that can
be found in accelerator physics. We investigate the behavior
of both approaches using a photoinjector operated in the
space-charge-dominated regime. All model-based optimiza-
tion runs were coordinated and managed by libEnsemble,
a Python library at Argonne National Laboratory.

ARGONNE WAKEFIELD ACCELERATOR
FACILITY INTRODUCTION

The Argonne Wakefield Accelerator (AWA) facility
houses two photoinjector beamlines. Ongoing research ef-
forts at the AWA includes emittance exchange photocathode
studies and two-beam acceleration experiments [1], the latter
of which motivates this work. Figure 1 shows the layout of
the AWA bunker during two-beam accelerator experiments.
The high-charge beamline, often referred to as the drive
beam, is being modeled in this work.

CODE AND RESOURCES

The particle-in-cell code OPAL [2] is used to simulate the
high charge beam line at the AWA. OPAL is an open-source
parallel code with two version, OPAL-t and OPAL-cycl.
The former was used for this work, the latter version is used
for modeling cyclotrons. OPAL can also simulate 3D-space
charge, 1D coherent synchrotron radiation, and wakefield
effects. Note that the optimization methods being compared
in this study are applicable to any beam-dynamics code—
Parmela [3], ASTRA [4], GPT [5], all of which have been
used by AWA group members—not just OPAL-t.

All simulations were run on the Bebop cluster maintained
by the Laboratory Computing Resource Center [6] at Ar-
gonne National Laboratory. Bebop machine consist of 664
Broadwell nodes, and 352 Knights Landing (KNL) nodes.
The simulations presented here were performed on KNL
nodes, due to short queue times and readily available re-
sources.

∗ nneveu@hawk.iit.edu

OPTIMIZATION METHODS

Heuristic Method: Genetic Algorithm

Genetic Algorithms (GA) are a popular choice for opti-
mizing simulations in the accelerator physics community.
They have been used with success on several types of accel-
erator physics problems that address challenges facing both
linear and circular machines [7]. It is not disputed that in
these solutions were found with benefit to many facilities.
However, it is also well-known that GAs are computationally
intensive. They can require hundreds of thousands of core
hours depending on the problem being solved. Performing
optimization with fewer calls to the simulation would not
only save time, but would also enable facilities to accom-
plish more design work without access to large core hour
allocations.

Model Based Methods: APOSMM + BOBYQA

Model-based derivative free methods are increasingly pop-
ular in mathematics and other scientific domains, but have
not been widely used in the accelerator physics community.
This may be due to the assumption that these methods may
become within local minima within a bounded search space.
In a sense, this is true if the algorithm is always started
with the same initial conditions and weights. However, if
the algorithm is started multiple times with various initial
conditions, this behavior may be mitigated.

In order to achieve a multistart approach, the asyn-
chronously parallel optimization solver for finding multiple
minima (APOSMM) [8] was used. This algorithm main-
tains a history of all previously evaluated points, and uses
this information when deciding starting points for local op-
timization runs. APOSMM also allows concurrent local
optimization runs while honoring the amount of resources
available. For details on how local optimization points are
determined, see [8, Section 3].

In this paper, we use the bounded optimization by
quadratic approximation (BOBYQA) [9] local optimization
method. After a set of simulation evaluations are finish, the
beam parameters (i.e. objectives) at the desired location are
fed to BOBYQA. The algorithm then builds and minimizes
a quadratic model of the objectives in order to pick the next
point to evaluate.

Both APOSMM and BOBYQA implementations used are
open source, freely available, and written in Python.
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Figure 1: Layout of the AWA bunker. The drive beam with high charge is located on the right side of the image and the
witness beam with lower charge and energy is shown on the left side of the image.

LIBENSEMBLE
libEnsemble is a library developed at Argonne for man-

aging ensemble-like collections of computations. This li-
brary is capable of coordinating concurrent simulation evalu-
ations and optimization algorithms. In the past, using a local
optimization method in a multistart fashion required many
serial runs, or much time spent on the users end to decide
initial starting points and manage resources. libEnsemble
in combination with APOSMM manages allocations and
resources, so that the user can focus on optimization work
and results rather than parallel programming and resource
management. Key features of libEnsemble include:

• Automatically manages the asynchronous evaluation of
calculations and, if desired, the optimization of outputs

• Helpful developers

• Open source Python code, on GitHub.

• Can run on laptops, clusters, and HPC systems

As an example of large resource management,
libEnsemble has been used to coordinate the evalu-
ation of 1,600 concurrent OPAL evaluations on 200 KNL
nodes, each with 64 cores. libEnsemble provides many
useful features for common accelerator physics use cases:

• Can gracefully kill simulation runs that loose particles
before the end of simulation (thereby saving significant
computational resources in studies with many failures)

• Gracefully kills runs that become unresponsive.

• Saves specified data into a NumPy array for easy access
and storage

• Evaluates objectives based on specific beam criteria
and z location.

• Allows for OPAL-t instances using parallel resources

This library has the potential to significantly simplify the use
of model-based and multistart algorithms for optimization

Table 1: Parameter Bounds for Linac Optimization

Variable Range Unit
Solenoid Strength 300 ≤ S1 ≤ 550 amps
Solenoid Strength 180 ≤ S2 ≤ 280 amps
Phase of Gun −20 ≤ φg ≤ 0 degrees
Cavity Phase −20 ≤ φL ≤ 20 degrees

problems. In addition, this can save time spent on program-
ming, since parallelization and allocation of resources for
concurrent runs is managed by libEnsemble instead of user
scripts.

PHOTOINJECTOR OPTIMIZATION
The beamline simulated in OPAL consisted of the gun,

two solenoids, and six linac cavities, as shown in Fig. 2.
The charge of interest was 40 nC, therefore 3D space charge
forces were calculated at all times, while the rf-field maps
were 2D. The laser radius was set at 9 mm. Cavity gradients
were set to achieve 65 MeV, with a small spread depending
on the phase in each cavity. Nine design variables (shown

Gun

S1 S2

L1 L2 L3 L4 L5 L6

Figure 2: Simulation model used in OPAL and for optimiza-
tion runs. The charge of interest was 40 nC.

in Table 1) were adjusted during the local optimization runs.
Note φL is a vector containing the six cavity phases. Three
objectives were chosen: σx , σy , σz . In this case, due to the
2D field maps, σx = σy . The three objectives reduce to two
objectives, one representing the transverse beamsize, and
one representing the longitudinal beamsize. Therefore the
beamsize is optimized at the end of the linac.
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First, libEnsemble was used to generate a 1,000
point random sample. These runs were then given by
libEnsemble to APOSMM. BOBYQA was used as the
local optimization method with a multistart approach. The
objective was the sum of σx , σy , and σz . All starting points
and subsequent points were chosen by APOSMM. Runs were
initiated by libEnsemble and each OPAL-t simulation was
run on four cores. libEnsemble maintained objective val-
ues and summary information needed by APOSMM after
each simulation completed. A limit of 600 evaluations was
set for the entire libEnsemble runs.

For comparison, we used the NSGA-II [10] implemen-
tation within OPAL. Examples of how to use the built-in
optimizer can be found on the OPAL wiki1. The optimiza-
tion problem was defined within an OPAL-t input file. The
results of all simulations are shown in Fig. 3.

2 4 6 8 10 12

z [mm]

1.15

1.20

1.25

1.30

1.35

1.40

1.45

1.50

x 
[m

m
]

random sample
APOSMM
NSGA-II

Figure 3: Comparison of GA and APOSMM optimization
results. Note onlyσx is plotted, becauseσx andσy are equal.
This is a result of using 2D symmetric field maps.

CONCLUSION
There is no significant difference in the Pareto fronts gen-

erated by NSGA-II, APOSMM, and the random sample. The
GA performed 32,967 simulation evaluations to complete
200 generations. APOSMM completed 600 evaluations with
a seed of 1,000 random points. Based on this case alone, it is
not clear yet what the time to solution difference is possible
for more complicated problems. This was a test case, where
the design variables are bounded to regions of acceptable
solutions. (The bounds were chosen based experienced gain
in prior work.) This point is illustrated by the Pareto front
of the 1,000 point random sample. It closely resembles the
two optimization methods, which indicates the problem is
well bounded. For this optimization problem, running either

1 https://gitlab.psi.ch/OPAL/Manual-2.0/wikis/optimiser

NSGA-II or APOSMM provided only marginal improve-
ment of the solutions. This suggest a random sample may
be sufficient in estimating Pareto fronts for some problems.
A significant amount of computational resources could be
saved in such cases; if a heuristic method is not used.

FUTURE WORK
Extension of this work is ongoing and will be published.

That work includes optimization problems that are not well
bounded or defined by a random sample, like the case shown
here.
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SINGLE OBJECTIVE GENETIC OPTIMIZATION  
OF AN 85% EFFICIENT KLYSTRON* 

A. J. Jensen†, J. Petillo, Leidos, 01821 Billerica, USA  
M. Read, L. Ives, Calabazas Creek Research, 94404 San Mateo, USA 

J. Neilson, SLAC National Accelerator Laboratory, 94025 Menlo Park, USA 

Abstract 
Overall efficiency is a critical priority for the next gen-

eration of particle accelerators as they push to higher and 
higher energies. In a large machine, even a small increase 
in efficiency of any subsystem or component can lead to a 
significant operational cost savings. The Core Oscillation 
Method (COM) and Bunch-Align-Compress (BAC) 
method have recently emerged as a means to greatly in-
crease the efficiency of the klystron RF source for particle 
accelerators. The COM and BAC methods both work by 
uniquely tuning klystron cavity frequencies such that more 
particles from the anti-bunch are swept into the bunch be-
fore power is extracted from the beam. The single objective 
genetic algorithm from Sandia National Laboratory’s Da-
kota optimization library is used to optimize both COM 
and BAC based klystron designs to achieve 85% effi-
ciency. The COM and BAC methods are discussed. Use of 
the Dakota optimization algorithm library from Sandia Na-
tional Laboratory is discussed. Scalability of the optimiza-
tion approach to High Performance Computing (HPC) is 
discussed. The optimization approach and optimization re-
sults are presented.  

INTRODUCTION 
Klystrons have been the primary RF source for acceler-

ators for as long as they have been used. There are multiple 
reasons for this. They have high gain, low phase noise, 
moderately high efficiency, and a low $/Watt cost. The pri-
mary deficiency of klystrons however is their moderate 
electronic efficiency, for which the empirical relation [1] 
is: 

 
𝜂"#$ = 78 − 16	𝜇𝐾,                    (1) 

 
where K is the beam perveance (Io V-3/2) provides a realistic 
estimate. Achieving high efficiency (>70%) in a high 
power klystron requires either relativistic beam voltages or 
a combination of many lower voltage beams, which signif-
icantly increases complexity and cost. Efficiencies of com-
mercial klystrons are typically 40-60%, a range that has 
seen little change for several decades. 

Somewhat surprisingly however, given the technology 
maturation one would expect for a device invented more 
than sixty years ago, a new design method for klystrons has 
been recently proposed (Guzilov 2014 [2]). The author of 
this work refers to this new technique as the “BAC” 
method and shows a path for obtaining significantly higher 
efficiencies than obtained in current klystrons. A 

complimentary method, “COM” [3], is also investigated as 
a means for increasing efficiency.  

Using the COM and BAC techniques we use modern op-
timization techniques to design a klystron with the goal of 
exceeding 85% efficiency. The klystron is designed to op-
erate at 1.3 GHz and provide 100 kW of output power. 

SIMULATION SOFTWARE AND TOOLS 
Several simulation and optimization tools were used. 

The key programs used are outlined here. 
 

Dakota Optimization Library 
Dakota [4] is a powerful optimization library developed 

by Sandia National Laboratory. The library consists of 
many algorithms including the Single Objective Genetic 
Algorithm (SOGA) and the Asynchronous Pattern Search 
(APS). All optimizations in this paper used the SOGA for 
global optimization or the APS for local optimization. Da-
kota is typically run from the command line but we ran Da-
kota using the Galaxy Simulation Builder framework. 
 
Galaxy Simulation Builder 

Galaxy Simulation Builder (GSB) [5] is a framework de-
veloped by the Air Force Research Laboratory (AFRL) for 
building simulation pipelines and optimizations. The soft-
ware was used exclusively for the klystron optimizations 
presented here. The optimizations can be performed with-
out the use of GSB, but the GSB framework facilitates the 
process of running Dakota. GSB also streamlines the pro-
cess of executing large optimizations using High Perfor-
mance Computing (HPC) supercomputers. Setting up opti-
mizations on Dakota and running optimizations on super-
computers is more time consuming without using GSB as 
an interface. 

The GSB GUI is shown in Figure 1. The GUI works 
based on a drag-and-drop approach to building modules 
that wrap the command line interface of different simula-
tion tools.  

 

 
Figure 1: Galaxy Simulation Builder GUI. 

 ____________________________________________  

* Work done under subcontract to CCR, funded by the U.S. Department 
of Energy through SBIR Grant, number DE-SC0017789.  
† jensenaj@leidos.com 
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Klystron Simulation Codes 
Several codes exist for simulating klystrons. AJDISK [6] 

is a fast 1D code from SLAC National Accelerator Labor-
atory that can simulate the high efficiency klystron designs 
being considered in 20 seconds to 3 minutes depending on 
the desired accuracy. Since AJDISK designs can be iterated 
quickly it is used as the primary workhorse for global op-
timization using the genetic algorithm. Tesla [7] is a 2.5D 
code from the Naval Research Laboratory (NRL) that can 
model the radial variation in the beam. The code is more 
accurate than AJDISK but takes approximately 10 to 30 
minutes per iteration depending on the required accuracy. 
Therefore AJDISK was used for the large global optimiza-
tion that required thousands of iterations and the results 
were used as the starting point for a more accurate local 
optimization which only required hundreds of iterations us-
ing Tesla. In summary, AJDISK is used to find the approx-
imate location of the global minima using global optimiza-
tion and Tesla is used to more accurately determine the 
global minima using a local optimization routine in the vi-
cinity of the global minima found using AJDISK. KlyC [8] 
is a new 2D code from CERN for simulating klystrons. The 
code was not used in our optimization efforts but it was 
used to benchmark the AJDISK and Tesla results as shown 
in Figure 2. KlyC has a similar execution time to AJDISK. 
We plan to use KlyC more as we become familiar with it. 

 

 
Figure 2: Comparison of different klystron simulation 
codes. 

OPTIMIZATION ALGORITHMS 
Single Objective Genetic Algorithm 

The Single Objective Genetic Algorithm (SOGA) is a 
powerful global optimization routine available within the 
Dakota optimization library. It is the primary optimization 
method used to optimize the BAC and COM klystron de-
signs. 

Global optimization routines are ideal for exploring 
large design spaces that have more than one local minima. 
Several optimizations were run to optimize the BAC and 
COM designs. The largest optimization was for the BAC 
klystron, consisting of 13 variables: 11 cavity frequencies, 
the location of the output cavity, and the external Q of the 
output cavity. 

The single objective genetic algorithm consists of sev-
eral steps. The optimization starts with a set number of so-
lutions, known as a “population”, generated by selecting 
input variables (“genes”) scattered throughout the parame-
ter space. Our optimizations had a population size of 50. 

“Parents” within the population are “selected” based on 
“fitness” which is determined for the klystron optimization 
based on which “parents” have the highest efficiency. A 
weighted penalty to fitness is also applied for reflected and 
slow electrons. Once parents have been selected for “repro-
duction”, “children” for the next “generation” are produced 
by copying some of the parents “chromosome” (the string 
of input variables) up to a “crossover” point. Some genes, 
or input variables, can also be “mutated” (randomly al-
tered). New generations are then iterated until the popula-
tion converges on a solution that produces the best answer, 
or fitness within some convergence criteria. 

 
Asynchronous Pattern Search 

The SOGA method in Dakota typically requires thou-
sands of simulations to converge. The time the optimiza-
tion takes is therefore directly dependent on the time each 
simulation takes to execute. To facilitate faster optimiza-
tion, we run 1D AJDISK which is fast but slightly less ac-
curate than 2D Tesla or KlyC simulations. This approach 
gives a solution that AJDISK believes is the global minima 
but is in error by the difference between the 2D solution 
and 1D AJDISK solution. To remedy this the 1D solution 
is used as the starting point of a local optimization using 
Tesla to find the true global minima. 

The Asynchronous Pattern Search (APS) in Dakota is 
used for local optimization. For a two variable optimization 
a crosshair pattern/template can be imagined where the 
centre of the crosshair is the starting point solution and the 
four periphery points of the crosshair are solutions evalu-
ated at some plus/minus offset from the centre. The opti-
mization proceeds by selecting the new best solution. If the 
best solution is one of the periphery points the crosshair is 
re-centered at that solution. If the best solution is the centre 
of the crosshair, the crosshair stencil is reduced in size such 
that the new periphery solutions will have a smaller offset 
from the centre solution. These steps are iterated until the 
input variables change by less than a fixed tolerance de-
fined by the user. 

LARGE SCALE HPC OPTIMIZATION 
GSB in combination with Dakota is capable of running 

very large optimizations. The klystron optimizations in this 
paper were all run on smaller machines but it is possible to 
run even larger problems using High Performance Compu-
ting (HPC) super computers. As a short diversion we pro-
vide a case study of an HPC optimized depressed collector 
to show the capabilities of GSB. The depressed collector in 
this study was simulated using MICHELLE [9], a 3D ge-
ometry, and more than a dozen variables. The collector was 
optimized simultaneously against 7 input power levels. On 
a single CPU it was calculated that the optimization would 
have taken more than 4 years. On the supercomputer the 
optimization took less than 24 hours. A scatter plot of the 
best results is shown in Figure 3. The goal of the optimiza-
tion was to maximize efficiency while minimizing particles 
returned to the circuit. The results have been normalized to 
the best case design that existed before the optimization 
was run. 
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Figure 3: Optimization of a depressed collector. 

HIGH EFFICIENCY KLYSTRON DESIGN 
The BAC and COM techniques were used as the basis of 

our optimizations. Here we discuss an overview of the two 
techniques. 

 
Core Oscillation Method 

The Core Oscillation Method (COM) is a method of tun-
ing cavity position and klystron cavity frequencies to max-
imize efficiency. This design approach generates a klystron 
that is longer than a BAC tuned klystron but uses fewer 
cavities. The cavities in this method are spaced approxi-
mately a half plasma wavelength apart as shown in the Ap-
plegate diagram in Figure 4. Since the space charge forces 
are stronger in the core (the middle of the bunch), electrons 
furthest from the core continue to move towards the centre 
of the bunch even after the core bunch begins de-bunching. 
This can be seen in Figure 4. By repeating/oscillating the 
core through several bunching and de-bunching cycles the 
outermost electrons can eventually join the core bunch. 
This leads to a long klystron design with high efficiency. 
The klystron cavity frequencies are tuned high with respect 
to the operating frequency and can be optimized manually 
or by using Dakota. 

 
Figure 4: Core Oscillation Method based klystron design. 

Bunch-Align-Compress Method 
The Bunch-Align-Compress (BAC) method can be used 

to generate a klystron of similar efficiency to that achieved 
using COM in a shorter distance at the expense of using 
more cavities. The BAC method effectively replaces a sin-
gle core oscillation in the COM approach with a triplet of 
cavities as shown in Figure 5. In the simplest case the BAC 
approach therefore needs three times as many cavities as 

the COM technique. The bunching cavity in the BAC tech-
nique is analogous to the bunching cavity in the COM ap-
proach. The alignment cavity aligns electron velocities in 
the core such that the bunching cavity can bunch electrons 
much more quickly without any electrons overtaking each 
other. The collection cavity operates at the second har-
monic to sweep particles in the anti-bunch into the main 
bunch which is analogous to what the outer electrons do in 
the COM method but in a much shorter distance. The three 
cavities in the triplet can be spaced very closely together. 
The tuning of each cavity in the triplet is a function of sev-
eral factors including the spacing between the cavities. The 
complication of optimizing so many cavity frequencies is 
ideally suited for the SOGA optimization technique. 

 
Figure 5: Bunch Align Compress based klystron design. 

KLYSTRON OPTIMIZATION                
AND RESULTS 

Both the COM and BAC klystron designs were opti-
mized to maximize efficiency and minimize reflected par-
ticles. The COM design was optimized first using the 
SOGA method. Each core oscillation was then manually 
replaced with a BAC triplet of cavities one core oscillation 
at a time. The BAC design generated in this way was used 
as the starting point for SOGA optimization of the BAC 
design. 

 
COM Optimization 

The COM design was conducted first. The input and out-
put cavity frequencies were fixed to the operating fre-
quency. One cavity was added at a time and the cavity po-
sition and frequency were decided visually by the engineer 
such that cavity spacing was on the order of a half plasma 
wavelength and that a core oscillation could be observed. 
The number of core oscillations was increased until the ef-
ficiency reached approximately 85%. This design was used 
as the starting point to the SOGA optimization. The cavity 
to cavity spacing was allowed to vary for each core oscil-
lation by a fixed amount. The cavity frequencies, except 
for the input were allowed to vary by a fixed amount. Fi-
nally the external Q of the output cavity was allowed to 
vary by a fixed amount. 

 
BAC Optimization 

The BAC design was based on the optimized COM de-
sign by replacing each core oscillation in the COM design 
with a cavity triplet one at a time. The cavity frequencies 
of the triplet were manually optimized to produce the same 
or similar results to those achieved in the COM design. 
This design was the starting point for the BAC based 
SOGA optimization. The SOGA optimization left the 
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cavity positions fixed and optimized the cavity frequencies 
within some range of their starting values. The external Q 
and position of the output cavity were also optimized at the 
same time as the cavity frequencies. The range over which 
values was allowed to vary was fairly broad with the ex-
pectation that the SOGA method would find a true global 
minima. 

 
Results 

 Several SOGA runs were completed. The best result of 
each run is shown in Figure 6. These results show the ex-
pected trend that efficiency increases with circuit length 
and that the BAC design is shorter than the COM design. 
Both designs achieved greater than the target efficiency of 
85%. 

 
Figure 6: Various SOGA optimizations for both BAC and 
COM based klystron designs. 

The optimized results based on AJDISK were translated 
for use in Tesla. The first curve in Figure 7 shows the out-
put power reported by Tesla using the optimal AJDISK re-
sults. The second curve in Figure 7 shows the results after 
a local optimization was run using Tesla directly assuming 
the AJDISK result as a starting point.  

 
Figure 7: Klystron output power reported by Tesla using 
AJDISK based SOGA optimization results and Tesla based 
optimization results. 

Next the gun was modelled by Calabazas Creek Re-
search (CCR) as shown in Figure 8. The magnetic field was 
ramped in the output structure to confine the strong bunch-
ing forces in the beam as shown in Figure 9. Using these 
more realistic conditions for the beam the design was run 
through final optimization. 

 
Figure 8: Gun design. 

 
Figure 9: COM based klystron geometry and ramped mag-
netic field. 

The final BAC optimized design achieved 84% effi-
ciency and the final COM optimized design achieved 87% 
efficiency. To meet the design objective of 85% efficiency, 
CCR designed a depressed collector for the BAC klystron. 
The design is shown in Figure 10 and increased the overall 
BAC based klystron efficiency to 87%. The final BAC de-
sign consisted of 15 cavities and the final COM design con-
sisted of 8 cavities. 

 
Figure 10: Depressed collector design for BAC based klys-
tron. 

The COM based klystron will be used as the basis for the 
Phase II SBIR. The klystron length is longer than the BAC 
klystron but simpler from a manufacturing standpoint due 
to the fact that the design only requires 8 cavities. The ef-
ficiency from the optimization study was also higher for 
the COM design so a depressed collector will likely not be 
needed, further simplifying the manufacturing and reduc-
ing costs. 

The final phase space of the COM design is shown in 
Figures 11 and 12 and a plot of the output power in Tesla 
is shown in Figure 13. A ripple is observed in the output 
power plot of Figure 13. The ripple is most likely due to 
reflected electrons as shown in Figure 12. This effect will 
be further studied and mitigated in the Phase II SBIR. 
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Figure 11: Particle phasespace in Tesla for the COM klys-
tron design. 

 
Figure 12: Velocity versus distance in Tesla for the COM 
klystron design. 

 
Figure 13: Output power versus time for the final COM 
based klystron design. 

CONCLUSION 
COM and BAC methods achieved 87% and 84% klys-

tron efficiency respectively. The BAC klystron efficiency 
was increased to 87% with a depressed collector. The 
SOGA method under Dakota using Galaxy Simulation 
Builder was an integral part of achieving the high effi-
ciency results. We empirically found that the ordering of 
the triplet achieved higher efficiency when ordered BCA as 
opposed to BAC. 
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MODE-ANALYSIS METHODS FOR THE STUDY OF COLLECTIVE
INSTABILITIES IN ELECTRON-STORAGE RINGS∗

M. Venturini†, LBNL, 94720 Berkeley, CA, USA

Abstract
We review recent progress on the application of mode

analysis to the study of collective instabilities in electron
storage rings with Higher Harmonic RF Cavities (HHCs).
The focus is on transverse instabilities in the presence of a
dominant resistive-wall impedance, a problem of particular
relevance to the new generation of diffraction-limited light
sources. The secular equation is solved after applying a reg-
ularizing transformation, a key step to obtain numerically
accurate solutions. We provide a demonstration that with
vanishing chromaticity and in the absence of radiation damp-
ing the beam motion is always unstable. This is in contrast to
the classical Transverse-Mode-Coupling Instability (TMCI)
without HHCs, which is known to exhibit a well defined
instability threshold.

INTRODUCTION
A narrow vacuum chamber to accommodate strong mag-

nets or high-performance Insertion Devices (ID) and use
of bunch-lengthening Higher-Harmonic Cavities (HHCs)
to reduce intrabeam scattering are two distinctive features
of the new generation of storage-ring light sources. This
paper concerns itself with the HHC effect on the transverse
collective instabilities induced by the Resistive Wall (RW)
impedance, which in the new machines is a major, if not the
largely dominant, source of transverse impedance due to the
small chamber aperture.

HHCs achieve bunch lengthening by introducing an am-
plitude dependence in the synchrotron oscillation frequency
and therefore altering the linear character of the longitudi-
nal motion. The resulting frequency spread is commonly
associated with the expectation of a beneficial impact on the
beam stability, as alluded by the often-encountered ‘Landau
cavities’ designation. The reality, however, is more nuanced.
While HHCs have the potential to reduce or eliminate cer-
tain instabilities through the Landau damping mechanism,
whether they actually do depends on a number of other fac-
tors. In fact, the presence of HHCs can under some circum-
stances degrade beam stability. This is known although not
widely acknowledged for longitudinal multi-bunch instabil-
ities [1–3]. The main point to be made here is that such a
degradation can be realized in the transverse plane as well.
This paper illustrates the main results reported in [4], to
which we refer for the more technical details.

The focus is on developing a mode-analysis theory in the
presence of HHCs applicable to single-bunch instabilities
at vanishing chromaticities. We base the analysis on the

∗ Work supported by the US Department of Energy Contract No. DE-
AC02-05CH11231.
† mventurini@lbl.gov

familiar DC-conductivity, RW impedance model for a vac-
uum chamber with uniform circular cross section of radius
b, length L, and conductivity σc (cgs units):

Zy(k) =
sign(k) − i√
|k |

L
b3

√
2

πcσc
, (1)

with wake-function Wy(z) = −2L
√

c/
(
πb3

√
σc |z |

)
, for z ≤

0 (and vanishing otherwise).

THE CLASSICAL TMCI (NO HHCS)

Figure 1: Classical TMCI in the absence of HHCs: real (top)
and imaginary (bottom) parts of the mode complex-number
frequency shift ∆Ω̂ = (Ω − ωy)/ωs0 over a bunch-current
range. The red line in the top picture is the tuneshift for the
rigid dipole mode as given by Eq. (7).

In the absence of HHCs the longitudinal motion is lin-
ear and at zero chomaticities the beam is susceptible to the
Transverse-Mode Coupling Instability (TMCI). The char-
acteristic signature of the instability is the convergence of
the dipole (m = 0) and head-tail (m = −1) azimuthal-mode
oscillation frequencies at the critical bunch current [5]. The
starting point for the analysis is the linearized Vlasov equa-
tion for the perturbation

g1(r, ϕ; t) = e−iΩt
∞∑

m=−∞

Rm(r;Ω)eimϕ, (2)

written as a superposition of azimuthal modes with radial
functions Rm and depending on the longitudinal-motion
amplitude/angle coordinates (r, ϕ). The perturbation g1
has a physical interpretation as the transverse (say verti-
cal) offset of the electrons contained in the infinitesimal
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phase-space area ∆r∆ϕ centered at (r, ϕ). Mode analy-
sis entails solving an eigenvalue problem in the form of
a system of integral equations for the unknown eigenvectors
Rm(ρ) ≡ Rm(ρσz0;Ω) of the form

(∆Ω̂ − m)Rm(ρ) + i Î0e−ρ
2/2

×

∞∑
m′=−∞

∫ ∞

0
Rm′(ρ

′)Gm,m′(ρ, ρ
′)ρ′dρ′ = 0, (3)

where we have scaled the radial coordinate by the rms natural
bunch length at equilibrium ρ = r/σz0, and

Î0 =
Nrcc

(2π)3/2γνs0b3√cσcσz0

βy,uLu

2π
(4)

is a dimensionless current parameter depending on the
bunch population N , relativistic factor γ, synchrotron tune
νs0 = ωs0/ω0, undulator length Lu , where the relevant
source of RW is localized, and betatron function βy,u at the
undulator. The sought eigenvalue is the complex-number
frequency shift ∆Ω̂ = (Ω − ωy)/ωs0 from the betatron os-
cillation frequency ωy = νyω0, scaled by the synchrotron-
oscillation frequency ωs0. In Eq. (3) the kernel involves the
Bessel functions Jm and has the form

Gm,m′ = cm,m′
∫ ∞

0

dκ
√
κ

J|m |(κρ)J|m′ |(κρ′), (5)

with coefficients cm,m′ = i(m−m
′){[1 − (−1)m+m′] − i[1 +

(−1)m+m′]} × [sign(m)]m × [sign(m′)]m′ .
The conventional approach to solving the eigenvalue prob-

lem is to discretize Eq. (3) by expanding Rm(ρ) over an ortho-
normal polynomial basis. Since the bunch equilibrium is
gaussian, a natural and efficient choice for this problem is
to use Gauss-Legendre polynomials which yield fairly ac-
curate results upon retaining only a few (possibly just one)
radial-mode components for the relevant azimuthal modes
|m| ≤ mmax = 1.

Alternatively, and for this problem less efficiently, one
can introduce a discretization where Rm(ρ) is represented
as a step-wise function on a grid with nmax grid points. The
problem is reduced to finding the roots of the secular equa-
tion

det[∆Ω̂ − B] = 0, (6)

where B is a [(2mmax + 1)nmax]
2-dimension square ma-

trix. The eigenvalue-analysis result obtained with a uni-
form nmax = 40 grid and mmax = 1 is shown in Fig. 1. A
finite bunch current removes the degeneracy of the radial
modes and as its value increases the (real) frequency of
one radial-mode component after the other (all having az-
imuthal mode number m = 0) is seen to cross with those
relative to the head-tail mode m = −1, at which point the
imaginary part of ∆Ω̂ becomes positive signaling instability.
The lowest-current crossing involves the m = 0 mode with
R0(ρ) ∼ e−ρ

2/2 radial component (rigid dipole) and occurs at
Î0 ' 0.197. To good approximation the current dependence
of the real-part of the frequency shift is given by (red line in
the top picture of Fig. 1)

Re ∆Ω̂ = −Γ (1/4) Î0, (7)

where Γ (1/4) ' 3.63 is Euler’s Gamma function.
For a practical illustration loosely based on parameters

from the ALS-U design studies [6], assume that RW is the
only relevant source of transverse impedance and that it is
dominated by aggressively narrow ID vacuum chambers of
b = 3 mm radius, Table 1. There are 10 straight sections
available for IDs and we conservatively assume that the
vacuum chamber is identically narrow in all of them. Finally,
assuming copper material for the vacuum chamber (σc =

5.3 × 1017 s−1 in cgs units, or 5.9 × 107 Ω−1m−1 in MKS
units), we find a critical Nc0 = 3.3 × 1010 bunch population
for the instability threshold, equivalent to 8.1 mA single-
bunch current, vs. a design Ib = 1.76 mA.

Table 1: Beam/Machine Parameters Loosely Based on ALS-U

Ring circumference 196.5 m
Beam energy 2 GeV
Design bunch current Ib 1.76 mA
Vertical tune νy 20.368
Momentum compaction 2.79 × 10−4

Natural energy spread 0.835 × 10−3

Energy loss per turn 182 keV
Vertical damping time τy 14.4 ms
Main rf cavity voltage 0.76 MV
Main rf cavity frequency 500 MHz
Harmonic rf cavity frequency 1.5 GHz
Rms bunch length (no HHCs) σz0 3.2 mm
Linear synchr. tune (no HHCs) νs0 2.3 × 10−3

Rms bunch length with HHCs σz 13 mm
Avg. synchr. tune with HHCs 〈νs〉 0.44 × 10−3

Total ID length Lu 40 m
ID vacuum chamber radius b 3 mm
Avg. beta function along IDs βy,u 3 m

STABILITY ANALYSIS WITH HHCS
Some simplifying assumptions are made to represent the

single-particle longitudinal motion in the presence of HHCs.
The first is to approximate the total RF potential combining
main and harmonic cavities as a purely-quartic polynomial
function of the particle longitudinal-coordinate z, yielding
an exactly linear dependence of the synchrotron-oscillation
frequency on the oscillation amplitude r. This is a very
good approximation in the regime where the HHCs are tuned
for ’optimal’ (i.e. maximally flat) bunch lengthening. The
second approximation is to write z = r cos ϕ, as for an
harmonic oscillator. Somewhat surprisingly, for a purely
quartic potential this is a fairly good approximation, entailing
only a few % error [7]. With these approximations the system
of integral equations becomes

(∆Ω̂ − mρ)Rm(ρ) + i Îe−h1ρ
4

×

∞∑
m′=−∞

∫ ∞

0
Rm′(ρ

′)Gm,m′(ρ, ρ
′)ρ′2dρ′ = 0, (8)

where now the radial coordinate ρ = r/σz is scaled by the
length σz of the bunch stretched by the HHCs, the frequency
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Figure 2: Stability analysis in the presence of HHCs after
applying the regularizing transformation to the eigenvalue
problem. Real (top) and imaginary (middle and bottom)
parts of the root with largest imaginary part of the secu-
lar equation (10), as functions of the current parameter Î.
The bottom picture contains the same data as the middle
picture but on a double-log scale. In the limit of small
Î the numerical solution is consistent with the power law
Im ∆Ω̂ = (25/3 Î)6, red dashed curve in the middle picture.
Overall, the numerical solution is reasonably well fitted by
Eq. (11), red dashed curve in the bottom picture. Calculation
done with nmax = 40, mmax = 1, and ρmax = 3.

shift ∆Ω̂ = (Ω − ωy)/(h2〈ωs〉) is scaled by the synchrotron-
oscillation frequency averaged over the bunch 〈ωs〉, and the
dimensionless current parameter reads

Î =
Nrcc

π5/2γ〈νs〉b3√cσcσz

βy,uLu

2π
. (9)

exhibiting 〈νs〉, the average of the synchrotron-oscillation
tune over the bunch, in place of νs0 appearing in Eq. (4).
The quantities h1 and h2 are numerical coefficients, h1 =
2π2/Γ(1/4)4 ' 0.114 and h2 = 23/4π3/2/Γ(1/4)2 ' 0.712.

As for the integral equation, the main difference from
Eq. (3) is the appearance of the ρ dependence in the factor
multiplying Rm(ρ) in the first term. This term is familiar
from the analysis of Landau damping in plasma waves or lon-
gitudinal instabilities, raising a flag that care should be taken

to handle the singularity occurring when the above factor
vanishes for certain values of ρ. Because of the singularity,
the eigenfunctions of Eq. (8) are in general not ordinary
functions but distributions in the sense of Dirac [8, 9] and
finite-dimension approximations of the problem are not guar-
anteed to converge [10].

The proper way to proceed is to ’sweep the singularity
under the (integral) rug’ by introducing a simple change of
variable of the unknown function [11], Rm(ρ) → Sm(ρ) =
(∆Ω̂ − mρ)Rm(ρ)eh1ρ

4 , yielding the transformed integral
equations

Sm(ρ)+i Î
∞∑

m′=−∞

∫ ∞

0

Sm′(ρ′)e−h1ρ
′4

∆Ω̂ − m′ρ′
Gm,m′(ρ, ρ

′)ρ′2dρ′ = 0.

These equations can now be safely discretized with the
prescription that the integration path in ρ should be deformed
to go under the the pole if ∆Ω̂ is real or has negative imagi-
nary part. Since we are primarily interested in establishing
the condition for instability (Im ∆Ω̂ > 0) we can do without
the path deformation, provided that we take numerical care
to insure the necessary accuracy when the imaginary part of
∆Ω̂ is positive but small. An effective integration strategy is
to approximate the numerator in the integral by a piece-wise
linear or quadratic polynomial, in which case the integral
can be carried out analytically.

Upon discretization, the above equation is reduced to
the form [1 + B(∆Ω̂)] ®S = 0, where, B(∆Ω̂) is now a ∆Ω̂-
dependent, [(2mmax + 1)nmax]

2-dim matrix. Unlike Eq. (6),
the resulting secular equation

det[1 + B(∆Ω̂)] = 0 (10)
is a transcendental (vs. polynomial) equation in the fre-
quency shift ∆Ω̂ and in principle more difficult to solve.
In practice, we found that a Newton-method search appro-
priately initiated never failed to converge. The result of
our numerical analysis is shown Fig. 2, reporting real and
imaginary parts of the frequency shift of the most unstable
mode in a calculation using nmax = 40 radial grid points and
mmax = 1. The main result of this analysis is that transverse
single-bunch motion in the presence of the RW impedance
is unstable at any current.

Over a large current range the imaginary part of the fre-
quency of the most unstable mode is well fitted by the func-
tion (red dashed line in the bottom picture of Fig. 2)

Im ∆Ω̂ =
(25/3 Î)6

1 + 0.55 × (4Î)5[1 + tanh(Î/2)]
. (11)

It is tempting to make the conjecture that Im ∆Ω̂ =
(25/3 Î)6 may be the exact asymptotic limit for Î → 0. It is
seen to track the numerical data quite accurately for Î / 0.2.

Having argued that for proper numerical treatment of the
problem it is important to introduce a regularizing trans-
formation, it is nonetheless instructive to naively apply the
discretization method employed when HHCs are absent. Ef-
fectively, this is equivalent to studying a modified physics
model where the unperturbed beam distribution in phase
space consists of a set of nmax equally spaced, concentric,
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Figure 3: Stability analysis in the presence of HHCs using the conventional eigenvalue-method without the regularizing
transformation. The top (bottom) pictures show the real (imaginary) parts of the modes complex-number frequency shifts
∆Ω̂ = (Ω − ωy)/(h2〈ωs〉) as functions of the current parameter Î, for increasingly finer (left to right) grids in the radial
variable ρ, as indicated. The bottom pictures are in log scale and report only the frequencies with positive imaginary
part (unstable modes). Particularly at small Î, convergence to what we believe is the exact asymptotic solution of the
infinite-dimension problem Im ∆Ω̂ = (25/3 Î)6, valid for Î / 0.2, red dashed curve, appears slow if not outright questionable.

invariant shells. Results are shown in Fig. 3. While it is
apparent that these pictures do not extrapolate well into the
continuum limit, they provide valuable insight and suggest
that the basic mechanism of mode coupling is still at play.
First, notice that all the radial modes relative to azimuthal
mode m = 0 are degenerate but not those relative to m , 0,
even at vanishing current. This is in contrast to the longitu-
dinal linear-motion case (no HHCs), where at zero current
all radial modes for any m are degenerate. The reason, of
course, is related to the fact that particles on different radial
shells have different winding (synchrotron oscillation) fre-
quencies. The emergence of instability is triggered by the
convergence of one of the m = 0 radial modes frequency
with that of one of the m = −1 radial modes. In analogy to
the linear case, the offensive m = 0 radial mode has the form
of the bunch equilibrium R0(ρ) ∼ e−h1ρ

4 (rigid dipole). The
difference with the linear case is that coupling can now occur
at arbitrarily low current as we allow for a finer and finer
resolution of the radial beam distribution. For currents less
than Î ∼ 0.25, regions of instability appear interleaved with
regions of stability, with the extent of the latter progressively
reduced when we increase the number of grid points nmax.
The ∼ 0.25 edge corresponds to the radial extension (ρ ∼ 1)
of the beam distribution (outer shells become quickly under-
populated for ρ > 1 and do not contribute to the coupling).

THE TAKE-HOME RESULT
In electron storage rings radiation damping will eventually

prevail if the bunch current is not too high. The condition
Im Ω = τ−1

y , where τy is the vertical radiation damping
time, defines the critical current parameter Î = Îc as follows:

Im Ω = h2〈ωs〉Im ∆Ω̂ = h2〈ωs〉(25/3 Îc)6 = τ−1
y , having

restricted our analysis to the regime where the Im ∆Ω̂ ∝ Î6

power law applies. We have

Îc =
2−5/3

(h2τy 〈ωs〉)
1/6 ' 0.245 ×

(
T0

τy 〈νs〉

)1/6
. (12)

More expressively, we can relate Nc , the critical bunch pop-
ulation in the presence of HHCs, and Nc0, the critical bunch
population in the absence of HHCs, when all the relevant
machine parameters are kept unchanged while the HHCs are
turned on and off. Combining Eqs. (4), (9) and (12) gives

Nc = Nc0 ×
π

8 × 21/6 Îc0

(
1

τyh2〈ωs〉

)1/6
〈νs〉

νs0

(
σz

σz0

)1/2
,

(13)
where Îc0 ' 0.197 is the critical current parameter for the
onset of the TMC-Instability in the linear case.

Making use of the relationship between synchrotron tunes
and bunch lengths with and without HHC for the specific
case of third-harmonic cavities, see [4], we obtain the final
result

Nc ' 1.15 × Nc0

(
T0
τyνs0

)1/6 (
σz0
σz

)1/3
. (14)

Note that the quantity elevated to the 1/6 power now depends
on νs0 not 〈νs〉. Using the machine parameters from the
ALS-U example (Table 1), we find a critical current Îc '
0.168 < 0.2 placing the system in the regime of the validity
of the Im Ω̂ ∝ Î6 scaling, see Fig 2. Finally, from Eq. (14),
we conclude Nc/Nc0 ' 0.37, corresponding to Ib = 3 mA,
i.e. the instability threshold with HHCs is less than 40%
of that without. More in detail,

[
T0/(τyνs0)

]1/6
' 0.52 and
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(σz0/σz)
1/3 ' 4−1/3 ' 0.62. A macroparticle simulation

with elegant [12] confirms the ∼ I6
b

scaling, Fig. 4, and
overall is reasonably close to the theory.

Figure 4: The TMC-Instability growth rate in the presence
of HHCs vs. bunch current from macroparticle simulations
(dots) tracks reasonably well the theory (solid line). The
simulation does not include radiation damping but for refer-
ence the expected radiation damping rate (red dashed line)
is also reported. ALS-U parameters as in Table 1.

CONCLUSION
In summary, we have provided a demonstration that, in

the absence of radiation damping the transverse motion at
vanishing chromaticities is always unstable, regardless of
bunch current, with growth rate varying from a Im Ω ∼ I6

b
dependence at small bunch current Ib to Im Ω ∼ Ib for
larger Ib, the former being more likely to be encountered
in the physical systems of interest. Because of the strong
6th-power dependence, macroparticle-simulations results
could be easily misinterpreted as indicating the existence of
a current threshold if the simulation time is not sufficiently
long [13]. Finally, we caution that the formulas in the last
section are strictly dependent on the RW nature of the as-
sumed impedance model. Work to analyze impedances of
different form is left to future studies. The study presented
here is for vanishing-chromaticities. Finite chromaticities
have a known stabilizing effects. Interestingly, macropar-
ticle simulation work indicates that their stabilizing effect
is magnified not reduced by the presence of HHC, see [14]
for multi-bunch and Fig. 5 for a single-bunch study. Ex-
tension of the theory to multi-bunch instabilities and finite
chromaticities will be addressed elsewhere.
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HOM-MITIGATION FOR FUTURE SPS 33-CELL
200 MHz ACCELERATING STRUCTURES
P. Kramer1∗, C. Vollinger, CERN, Geneva, Switzerland
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Abstract
The CERN SPS 200 MHz travelling wave (TW) ac-

celerating structures pose an intensity limitation for the
planned High Luminosity (HL-) LHC upgrade. Higher-order
modes (HOMs) around 630 MHz have been identified as one
of the main sources of longitudinal multi-bunch instabilities.
Improved mitigation of these HOMs with respect to today’s
HOM-damping scheme is therefore an essential part of the
LHC injectors upgrade (LIU) project.

The basic principles of HOM-couplers in cavities and to-
day’s damping scheme are reviewed, before illustrating the
numerous requirements an improved damping scheme for
the future 33-cell structures must fulfil. These are, amongst
others, the mitigation of HOMs situated in the lower part of
the structure where there are no access ports for extraction,
a sufficient overall damping performance and an acceptable
influence on the fundamental accelerating passband (FPB).
Different approaches tackling these challenges are inves-
tigated and their performance, advantages and pitfalls are
evaluated by ACE3P and CST electromagnetic (EM) field
solver suites.

INTRODUCTION
The Super Proton Synchrotron (SPS) at CERN relies on

a 200 MHz multi-cell travelling-wave structure (TWS) for
particle acceleration.

Beam dynamic simulations showed that to achieve stable
beams for future HL-LHC intensities an additional mitiga-
tion by a further factor three of already heavily damped
HOMs around 630 MHz is necessary in these structures [1].
A general overview of the SPS accelerating structure and the
corresponding longitudinal and transverse HOM damping
schemes in use today were presented in [2, 3]. For beam
loading reasons, shorter 33-cell structures will be employed
after the LIU upgrade together with the 44-cell structures
in use today. The longitudinal damping scheme deployed
today on 44- and 55-cell structures is insufficient for the
HOMs around 630 MHz with future beam intensities. This
equally applies if this damping scheme is used on the 33-cell
structures (shown as black HOM-couplers in Fig. 1).

∗ patrick.kramer@cern.ch

As outlined in [3], these couplers were optimized on a sin-
gle 11-cell section featuring HOMs with an integer multiple
of a π/11 phase advance per cell. One such spare section is
shown in Fig. 2. On 33-cells, HOMs with phase advances

Figure 2: 11-cell section of the accelerating TWS.

that are not allowed on 11-cells exist and the performance
of the HOM-coupler on these modes has to be verified.

To achieve the required additional damping by a factor
three of the HOMs around 630 MHz this contribution de-
scribes the systematic improvement of the existing damping
scheme. The resulting beam impedance is thereby calculated
by time domain wakefield simulations. Due to the impor-
tance of the damping upgrade for the future operation of
the SPS, confirmation of the results by two different solver
types was desired. The finite-difference wakefield solver of
the CST suite [4] and the finite-element time domain solver
(T3P) of the ACE3P [5] suite were used for this purpose.

The first section of this work details the model set-up and
the simulation settings used for the two solvers. The HOM-
mitigation strategy then comprises the following steps. First,
additional couplers are placed in cells with strong electric
field of the most dangerous modes present in the 33-cell
configuration. These modes feature a high geometry factor
R/Q. As a second step, the HOM-coupler is optimized to
reach close-to-critical coupling to the HOMs in the relevant
frequency range. Sufficient damping can however not be
achieved merely by adding HOM-couplers in the available
access ports at the top of each cell (Fig. 2). This is due to
the fact that the top/ bottom symmetry of the structure is
violated and as a result the EM fields of some modes are
partially pushed towards the lower half of the cavity where
no dedicated access ports are available for HOM-damping
(for more details see [3] and compare Fig. 8a later in the text).
One particular example for this effect is the high-Q 17π/33
mode. Several means of damping modes in the lower half

Figure 1: Several HOM-mitigation options shown together in a 3-section model. Black: existing longitudinal damping
scheme. Red: additional couplers. Blue: end-plate couplers. Orange: VPP coupler. Green: mitigation by resonant posts.
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of the structure are therefore studied as a third step. Finally,
a new principle of HOM mitigation by introducing slight
structural changes via resonant posts was developed and is
demonstrated. This way, machining of cavity parts that could
pose a potential integrity risk could be avoided. The task of
finding a satisfactory mitigation scheme is aggravated even
further by the fact that the FPB may merely be influenced to a
very small extent by couplers and posts and in addition some
access ports are needed for transverse impedance damping.

WAKEFIELD CALCULATIONS

Although particle acceleration is performed via a travel-
ling wave FPB, the HOMs up to 1.3 GHz are of standing
wave type. The fundamental power couplers (FPCs) couple
merely very narrowband to some frequencies in the 630 MHz
range. Due to modifications in the TWS’s amplifiers, the
FPCs situated in the end-cells of the accelerating structure
(Fig. 1) are currently redesigned and their final configura-
tion is not yet decided. With this comes uncertainty in how
much the EM fields are perturbed by the presence of the
FPCs and uncertainty in the amount of their coupling to and
consequently damping of the HOMs. In addition, the impact
of the final matching networks attached to the FPCs for the
travelling-wave FPB on the HOMs remains undefined to
date. The process of finding a sufficient damping scheme
was therefore carried out by assuming the worst case of no
coupling of the FPCs to the HOMs. The FPCs must be in-
cluded in the model to obtain the appropriate field profiles
due to their presence in the end-cells. However, they are
short-circuited in the plane of the end-plates which then
results in full reflection of any HOM power picked up by
the FPCs, see Fig. 3a. To obtain the beam impedance for
the FPB of course another wakefield simulation has to be
conducted with the appropriate matching networks for the
travelling-wave condition attached [6].

At present, the HOMs of the structure are only of interest
up to a frequency of 1 GHz. In T3P the tank volume can
then be meshed quite coarse (Fig. 3a) as curved tetrahedral
elements are used that are however not visualized in Fig. 3.
The electric pick-ups have to be meshed densely and the
superiority of a tetrahedral over a hexahedral mesh in mod-
elling the fine structures and making a smooth transition to
the large tank volume is evident when comparing the meshes
shown in Figs. 3b and 3c. Mesh and time step convergence
studies were conducted and led to the final simulation set-
tings given in Table 1. A magnetic boundary condition at the
vertical symmetry plane (x=0) was used. For details about
the calculation methods used in T3P refer to [7].

The results for the impedance of HOMs in the harmful
630 MHz range of a 33-cell structure with today’s damping
scheme are shown in Fig. 4a. In addition to a discrepancy
in frequency, the results obtained from the two solvers also
differ significantly in at least one of the impedance peaks.
The calculated longitudinal impedance of around 100 kΩ
for the 33-cell structures is too high for HL-LHC beam

(a) Shorted FPC elbows and coarse
meshing of tank volume for T3P.

(b) Meshing of electric pick-up in
CST.

(c) Meshing of electric pick-up for T3P.

Figure 3: Discretization of the computation domain with
tetrahedra for T3P and hexahedra in CST.

Table 1: Simulation Settings in T3P and CST Respectively

Parameter T3P CST

fmax [GHz] 1 1
bunch σz[cm] 11.5 10
# mesh [Mio.] 1.2 - 1.4 tets 16 - 21 hex
Δt [ps] 24 { ≈1.3
wake [km] 2/1.5 3

basis order 2 -
linear solver MUMPS -

intensities. Several methods to mitigate this impedance are
outlined in the following.

STEP 1: ADDITIONAL HOM-COUPLERS
To further damp the two high-R/Q HOMs with 14π/33

and 15π/33 phase advance that exist in the 630 MHz fre-
quency band, additional couplers should be put in cells
where these two modes feature strong electric field. In this
respect, the eigenvector solutions of a coupled resonator
chain, as for example outlined in [8], can be used to obtain
relative electric field strengths in the centre of each cell:

ξ(m, j) =

√
2 − δmN

N
sin

[
mπ

(
2 j − 1

2N

)]
(1)

in cell j = 1,...N for mode m = 1,...N, N being the total num-
ber of cells and δmN the Kronecker delta. The eigenvalue
solutions of the equation system generated by the simple
resonator chain with nearest neighbour coupling are unable
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(a) Comparison of CST and T3P impedance results.

(b) Damping improvement due to the different mitigation techniques.

Figure 4: Simulated longitudinal beam impedance in the
630 MHz range for the different HOM mitigation schemes
calculated by the two EM solvers.

to predict mode frequencies or model the passband of the
HOMs. However, when comparing to 3D EM field solver
solutions the eigenvectors proved to predict the relative elec-
tric field amplitudes very well even for cases with a high
number of HOM-couplers. Figure 5 shows the normalized
mode amplitudes for the three most problematic modes in a
33-cell structure. For better readability and symmetry rea-
sons, the amplitudes are plotted for the first 17 cells only. It

Figure 5: Mode amplitudes following Eq. (1) in the centre
of cells for the three most problematic HOMs. Only the
14π/33-mode is antisymmetric to cell 17. Red labels mark
cells already occupied by today’s damping scheme.

is obvious that some of the HOM-couplers in the present
damping scheme can contribute well to the damping of the
high-R/Q modes. Ideally, additional couplers would now
be put in cells with strong electric field of both high-R/Q

modes. As few couplers as possible should be used to avoid
that the energy of the HOMs is stored mostly in the lower
half of the cavity. This effect will also be taken care of in
steps three and four below. Unfortunately the obvious choice
of cell six can not be used, as five consecutive couplers push
some modes in-between cells, i.e. an area inaccessible for
the couplers. After carefully analysing Fig. 5 and confirm-
ing with only a few full model simulations, overall optimal
results are found by adding six additional couplers drawn
in red in Fig. 1. Table 2 shows characteristics of the three
modes of concern for this case of additional couplers as ob-
tained from Eigenmode simulations. Comparing the values

Table 2: Characteristics of the Three Most Deteriorating
HOMs in a 33-cell Structure for the Cases Illustrated in
Fig. 1

f Q R/Q R φ
[MHz] [Ω] [kΩ] [rad]

additional
top-
couplers

627.7 8450 7.4 62.5 17π/33
629.3 281 85 23.9 15π/33
630.4 195 123 24.0 14π/33

end-plate
coupler

627.6 2183 9.5 20.7 17π/33
629.4 360 75 27.0 15π/33
630.4 199 116 23.1 14π/33

pedestal
coupler

627.7 2070 10.4 21.5 17π/33
629.2 250 86 21.5 15π/33
630.3 195 124 24.2 14π/33

VPP
coupler

627.7 3642 1.5 5.5 17π/33
629.3 262 79 20.7 15π/33
630.3 194 123 23.9 14π/33

VPP
mitigation

627.7 3683 1.5 5.5 17π/33
628.2 271 55 14.9 15π/33
630.0 233 94 21.9 14π/33

with those given in [3] for today’s damping scheme, we draw
two conclusions. First, the Q of the 17π/33-mode is vastly
increased and second, the impedance of the two high-R/Q
modes is essentially halved despite the fact that their quality
factors are already quite low in today’s configuration. The
wakefield result for this case is shown in Fig. 4b.

STEP 2: HOM-COUPLER IMPROVEMENT
The existing 630 MHz coupler was deployed in the first

year of SPS operation (1976) and shows very good damping
performance [3]. If possible, the coupler must however be
further optimized to achieve the required additional damping.
The fundamental coupler theory is therefore briefly reviewed
on a single-cell cavity in the following. In the circuit of Fig. 6
the cavity is modelled by the parallel RLC resonator and the
electric pick-up by the capacitance Cc . The parasitic stray
capacitance of the probe-tip due to fringe fields is modelled
by the capacitance Cs to ground. For a purely resistive load it
can easily be shown that the maximum obtainable damping is
limited by the stray capacitance Cs , as it partially shunts the
displacement current picked up by the probe [9]. This can
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Figure 6: Electric coupling of a resistive (Lex = 0) or com-
plex load to a single-cell cavity.

be circumvented at a single frequency by compensating the
stray capacitance with an inductance Lex , thereby forming a
second resonant circuit. As cavity and coupler now behave
as two electrically coupled resonant circuits, the achievable
damping is limited by the load Rex = Rcrit for which critical
coupling occurs [10]. For Rex < Rcrit the cavity resonance
is split in two impedance peaks.

Due to the dimensions of the electric probe of the ex-
isting HOM-coupler with a length of l ≈ 105 mm ≈ λ/4
the probe and therefore the coupler are already resonant
around 630 MHz and above described resonant effects occur
even without the deployment of a complex load. Conse-
quently, a very good performance of the coaxial coupler can
be achieved even if it is merely terminated with its charac-
teristic impedance of Rex = 50Ω. The choice of coupler
and load impedance is however not optimal as cavity and
coupler are not close-to-critically coupled as shown in Ta-
ble 3. Eigenmode simulations of a single cell with periodic

Table 3: Coupling to the Two High-R/Q Modes on a Single
Cell (SC)

5π/11 14π/33

f R f R
[MHz] [Ω] [MHz] [Ω]

SC 628.9 340k 629.6 330k

SC+50Ω-coupler 628.7 956 629.4 1074

SC+23Ω-coupler
624.1 270 626.0 295
633.1 556 635.6 214

boundaries and loaded by one HOM-coupler show under-
critically coupled behaviour for an impedance of 50Ω (as
the frequency is merely slightly perturbed by the presence
of the coupler). An impedance of 23Ω however leads to the
splitting of the cavity mode into two impedance peaks which
are roughly leveled in amplitude for the 14π/33-mode. The
impedance of both high-R/Q modes is reduced and spread
over a wider frequency range, see Table 3.

Due to the large number of couplers deployed today (72)
and foreseen for the upgrade (≈ 120) it is actually desirable
to avoid a change of the coupler geometry. It is therefore
investigated if improved damping can be achieved by de-
ploying complex loads on the coupler output ports which
are transformed by its 50Ω transmission line to 23Ω at the
base of the probe. This implementation however will have
a lower bandwidth than couplers with a 23Ω characteris-
tic impedance. A previous test consisted of equipping the

output ports of the couplers with complex conjugate match-
ing networks in simulation for maximum power transfer of
the HOMs to the loads. As the input impedances looking
into the load ports of the couplers at the frequencies of the
two high-R/Q HOMs lie clustered around (85-j35)Ω on the
Smith chart, the same matching network was applied on
all couplers for simplicity. Note that this matching will in
any case not be exact since cross-talk between the different
couplers is not yet considered. The optimum is however
considered to be flat and this rough test already resulted in a
significant improvement of damping, see Fig. 4b. The effect
that the impedance is increased below 627 MHz is likely
due to the more narrowband behaviour of the complex loads.
Compared to the 23Ω suggested by the critical-coupling ap-
proach the impedance seen by the HOMs at the base of each
probe is the complex load transformed by the 13 cm long
transmission line of the coupler, which results in (24-j5)Ω.
So for this specific case complex conjugate matching and
critical-coupling result roughly in the same complex load.

The final design and implementation of the complex loads
are still under investigation and their verification by RF mea-
surements is scheduled. It seems however unlikely that the
future damping requirement can be met with additional and
improved couplers alone. This is due to the high R/Qs of
the HOMs involved but also due to the loss of top/bottom
symmetry in the EM field patterns - problems which will be
addressed in the next two sections.

STEP 3: 17π/33-MODE MITIGATION
The 17π/33 mode is not being pushed into the lower part

of the structure to such extreme extents with the FPCs in
place. As the final redesign of the FPCs is not yet known,
this mode is nevertheless used as an extreme case to study
possibilities of damping modes that have most of their energy
stored in the lower half of the structure.

End-plate Coupler
Only two access ports are available in the lower half of the

cavity and they are situated on the end-plates, Fig. 1. These
ports are already in use nowadays for damping of transverse
impedance modes. As constraints on transverse impedance
are less severe, one might however consider to use these
ports for longitudinal damping instead. Taking again Fig. 5
into account, the EM field amplitude of the 17π/33-mode
is considerable in the end-cells. However, its electric field
profile shown in Fig. 7a does not favour electric coupling.
A probe reaching deep inside the end-cell close to the drift-
tube appears infeasible since also the FPB features a strong
electric field in this location. A probe shape as shown in
Fig. 7b had therefore to be developed that is able to pull
the field into the coaxial coupler. The existing filter part of
the 630 MHz HOM-coupler was used during simulations
due to its already good performance. Optimization of the
probe dimensions is computationally expensive as due to
the position of the coupler on the end-plates no single-cell
approach can be used. Instead, at least half a 33-cell structure
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(a) (b) (c)

Figure 7: Electric field at end-plates of the 17π/33-HOM
(a,b) without and with coupler and of the FPB (c).

needs to be simulated by use of an H-symmetry plane in cell
17 to obtain the 17π/33-mode. Table 2 exhibits the damping
performance of the end-plate couplers on the high-Q mode
and the slight detrimental effects on the 15π/33-mode when
used together with the additional top-couplers.

The end-plate coupler was found to induce a significant
frequency shift of almost +100 kHz onto the FPB in standing
mode. The reason for this is that the electric field of the
FPB favours coupling to it from the end-plate ports, Fig. 7c.
While the accelerating structure might be broadband enough
to allow such a frequency shift, the notch filter of the coupler
would need to handle an undesirable amount of power from
the FPB.

Pedestal Coupler
The electric field of the 17π/33-mode is maximum in

cell 17 as shown in Fig. 8a on the cross-section of this cell
(cf. also Fig. 5). Another option to couple to this mode
is in the areas surrounding the pedestals and an effective
probe shape is shown in Fig. 8b. The bend vastly increases
its coupling efficiency as the electric field is then orthogo-
nally oriented on the probe tip. As observed in Fig. 8c the
field profile of the FPB is not at all in favour of coupling
to this probe shape and indeed no influence was observed
in simulations. Deployment of this coupler would require

(a) (b) (c)

Figure 8: Electric field in cell 17 of (a) 17π/33-mode (b)
with pedestal coupler and (c) of accelerating mode.

machining or manufacturing a new drift-tube assembly per
pedestal coupler (four 33-cell structures will be used after
the LIU). Table 2 highlights the damping performance of
a single pedestal coupler in cell 17 as a supplement to the
existing and additional top-port couplers. The coupler can
be conveniently optimized in simulations with an infinite
periodic single-cell approach when the top-port coupler is
also incorporated to create the 17π/33-mode in the bottom
of the cell.

VPP Coupler
Three vacuum pumping ports (VPPs) are available un-

derneath each 11-cell section (cf. Fig. 2) featuring a hon-
eycomb grid in the inner copper layer with a hole diameter
of 18.5 mm as shown in Fig. 9b. Not all pumping ports

(a) Assembly (b) Deployment in a VPP

Figure 9: HOM-coupler pick-ups used as preliminary reso-
nant posts.

are in use today nor is this so far planned for the future.
Therefore, unused VPPs could be used as access ports for
HOM-couplers in the lower half of the cavity. The use of one
HOM-coupler in the centre cell that features strong electric
field of the 17π/33-mode is highlighted in Fig. 1 and its
good performance, when used together with the additional
top-port couplers, can be verified in Table 2. The coupler in
the bottom of the cavity is highly effective for the mitigation
of the 17π/33-mode as not only its Q is damped but also its
R/Q is vastly decreased, cf. Table 2. One can interpret that
the electric field is pushed back up towards the top-couplers
and the EM fields of the 17π/33-mode thereby become much
less favourable for storing energy. If necessary, it would be
feasible to re-machine the copper grid so that it can host the
HOM-coupler as the transition from air to vacuum is done
at the level of the VPP flanges. Obviously, better results
could be achieved by using more than one HOM-coupler
in the lower half of the cavity. Regarding the influence of
this mitigation option on the FPB, one needs to observe the
overall induced frequency shift due to the total number of
couplers placed inside the cavity.

STEP 4: CHANGE OF STRUCTURE
The observations made with the VPP coupler immediately

led to the question if sufficient mitigation of the 17π/33-
mode could be achieved by primarily targeting its R/Q. This
requires a change of the TWS that mitigates the HOM but
leaves the FPB untouched. Such a method would also be
very valuable in the mitigation of the two high-R/Q modes
as conventional methods of damping their Qs come to their
limits. The probe of the 630 MHz coupler is already known
to be resonant in the targeted frequency range and placing
it directly in the honeycomb grid with good RF contact to
the outer envelope as shown in Fig. 9 introduces a third res-
onator in the cell of the VPP. The effect of such a resonant
post is most easily demonstrated by loading a long piece of
the TWS envelope with a single drift-tube and stem assem-
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bly. Figure 10a shows the typical HOM field profile with
strong axial electric field of the stem resonator which is not
supported by the bare waveguide. With the resonant post in

(a) HOM stem resonance.

(b) HOM stem resonance perturbed by resonant post.

(c) FPB stem resonance unaffected by resonant post.

Figure 10: Electric field profiles in a long piece of circular
envelope loaded by a single drift-tube and stem assembly
(field magnitudes colour coded on a logarithmic scale).

place, Fig. 10b, energy can not be stored in the lower part
of the cell. This will avoid that EM fields, e.g. those of the
17π/33-mode, are pushed into the lower half of the structure
making them inaccessible to the HOM-couplers. Thereby,
the resonant posts act as a counter weight to the numerous
couplers on top of the structure making these even more
effective. In addition, the R/Q of the stem resonance calcu-
lated over the length of the cell is reduced from 18Ω for the
unperturbed case to 13.5Ω for the case with the resonant
post in place (a reduction by 25%). The effects described
above can be explained by the fact that the displacement
current picked up by the resonant post is shorted to the outer
envelope of the cavity. For the case of multi-cell structures
also the coupling mechanism to the neighbouring cells is
partially suppressed in this manner.

The resonant posts are merely effective in cells with strong
electric field and VPPs are only available in cells 3, 6 and
9 of each 11-cell section, Fig. 2. Therefore, Fig. 5 is again
consulted to appropriately choose the cells or VPPs respec-
tively on a 3-section TWS for deployment of resonant posts,
with the goal to mitigate the three problematic HOMs. The
impact of two resonant posts in cells 9 and 25 as marked in
Fig. 1 on these modes is shown in the last row of Table 2.
Not only is the 17π/33-mode heavily mitigated but also the
R/Q of the two other HOMs is significantly reduced. The
achieved damping for the combination of additional and
improved couplers and three resonant posts in cells 9, 17

and 25 as calculated by the CST and T3P solvers is shown
in Fig. 4a. The 14π/33-mode at 630 MHz is now heavily
damped in this configuration whereas part of the impedance
is shifted towards lower frequencies. It is conceivable that
the complex load deployed on the HOM-coupler outputs is
quite narrowband and that the couplers are therefore less
effective at 626 MHz than in the range 628-630 MHz. In
the case that the 23Ω characteristic impedance setting is
used, this problem will not occur. As already mentioned,
the complex load will be investigated further to achieve a
more uniform damping over the 630 MHz frequency range
without having to change the HOM-couplers themselves. It
can however in general be noted that the HOM impedance
is not only damped but also distributed to lower frequencies
(this is not the case towards higher frequencies) by the new
mitigation techniques, Fig. 4b.

The field profile of the accelerating FPB under the influ-
ence of a resonant post remains basically unchanged, see
Fig. 10c. A frequency shift on the order of 100 kHz has
however to be expected (the 200 MHz TWS is considered
very broadband). It is planned to measure the frequency
shift of the travelling wave FPB and the degradation of field
flatness due to resonant posts in three cells on a 3-section
structure in the lab as soon as it is available. It has to be
evaluated if a potentially slight reduction in accelerating
voltage can be accepted for a significantly improved HOM
damping. First studies for optimizing the shape of the reso-
nant electric pick-ups for their new purpose suggest that also
slightly shorter posts with possibly even less impact on the
FPB might be effective enough to mitigate the HOMs. The
above described effects of the resonant posts on the HOMs
could already be confirmed by RF lab measurements on a
single section [6].

CONCLUSION

This work showed a systematic, step-by-step improvement
of today’s damping scheme for longitudinal beam coupling
impedance employed on the SPS 200 MHz TWSs. The com-
plex loads for the HOM-couplers will undergo further opti-
mization and can not only be employed on the 33- but also the
44-cell accelerating structures. The HOM-coupler placed
in VPPs and the pedestal-coupler both showed good perfor-
mance. Best HOM mitigation is achieved by the placement
of resonant posts in selected cells, which is cost effective
and requires no machining of cavity parts. This solution
could even be employed without compromising the original
purpose of the VPPs as the installation of a whole HOM-
coupler with filter geometry is not required. The impact on
the travelling-wave FPB and the accelerating voltage of all
couplers, but especially the resonant posts, has however to
be studied in further detail. Final optimization of damping
performance will be done once one of the options is chosen
for implementation.
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SYMPLECTIC AND SELF-CONSISTENT ALGORITHMS FOR
PARTICLE ACCELERATOR SIMULATION

Thomas Planche∗, Paul M. Jung, TRIUMF, Vancouver, Canada

Abstract
This paper is a review of algorithms, applicable to parti-

cle accelerator simulation, which share the following two
characteristics: (1) they preserve to machine precision the
symplectic geometry of the particle dynamics, and (2) they
track the evolution of the self-field consistently with the
evolution of the charge distribution. This review includes,
but is not limited to, algorithms using a particle-in-cell dis-
cretization scheme. At the end of this review we discuss
to possibility to derived algorithms from an electrostatic
Hamiltonian.

INTRODUCTION

The conventional approach to simulating charged parti-
cle dynamics is to start from equations of motion, such as
Newton’s law and Poisson’s equation, and solve them approx-
imately using some standard ordinary or partial differential
equation solver. The truncation errors often lead to non-
physical artifacts, such as the non-conservation of phase
space volume, or the violation of conservation laws result-
ing from symmetries of the system (Noether’s theorem). By
contrast, symplectic integrators produce exactly stationary
solutions to an approximate action. Solutions are exact to
machine precision. Approximations are made up front, when
choosing the approximate Lagrangian or Hamiltonian, and
the corresponding approximate discrete action. Once the
physical description of the system is chosen, there is no more
arbitrariness in the arcane of the algorithm.

In accelerator physics, symplectic integrators are primar-
ily used to study long-term stability of orbits in storage
rings [1]. But their properties, the first of which is the lack
of arbitrariness after the choice of physics, make them desir-
able for the study of all conservative processes in particle
accelerators.

Self-consistent algorithms are, on the other hand, essential
to study betatron resonances, and by extension dynamical
aperture, in the presence of space-charge forces [2].

NOTATIONS

Throughout this paper a bold character always denotes
a vector, a vector field, or a matrix. As is the convention
in classical field theory, we use a dot to denote a partial
derivative with respect to time t. All formulas are given in
SI units, and we use c, ε0, and µ0 to denote respectively: the
speed of light, the vacuum permittivity, and permeability.

∗ tplanche@triumf.ca

FROM A SINGLE-PARTICLE
HAMILTONIAN

A first class of symplectic and self-consistent algorithms
may be derived from a single-particle Hamiltonian. For the
sake of demonstration we consider a set of (macro-)particles
whose dynamics is governed by the following Hamiltonian:

H(x,P; t) =
P2

2m
+ qφ(x) + qψ(x), (1)

where m is the mass of the particle, q is its charge, x and P are
its coordinate vector and associated canonically conjugated
momentum. The space-charge force derives from the self-
potential φ. The external focusing forces derive from the
scalar potential ψ. Since this Hamiltonian has no explicit
dependence on the independent variable t, and is the sum
of terms depending on either position or momentum alone,
the particle motion can be numerically integrated using a
concatenation of jolt maps [3]:(

I −
∆t
2

:
P2

2m
:
)
(I − ∆t q : φ + ψ :)

(
I −
∆t
2

:
P2

2m
:
)
.

(2)
This approximate map, accurate to second order in ∆t, is
symplectic if φ and ψ are functions of class C2. This is
shown by proving that the Jacobian matrix of the map is
symplectic [4]. Higher order integrators may be derived
from this second order one using Yoshida’s method [5].

With this approach the numerical method for solving the
equation of motion for the self-potential – namely Poisson’s
equation – is not obtained from a least action principle. This
leads to a certain level of arbitrariness in the way the self-
potential is to be computed.

FROM A DISCRETIZED LAGRANGIAN
Let us now consider methods based on variational inte-

grators derived from a Lagrangian. We will see that with
these methods all the dymanics – the evolution of the particle
distribution as well as the evolution of the self-field – are
obtained from Hamilton’s principle of stationary action.

Low’s Lagrangian
To illustrate this approach we start from the Lagrangian

for non-relativistic collisionless plasma proposed by Low [6].
In the electrostatic limit, where the self-field derives solely
from a scalar potential, it writes:

L(x, Ûx, φ; t) =∫
f (x0, Ûx0)LP(x(x0, Ûx0, t), Ûx(x0, Ûx0, t); t) dx0dÛx0

+
ε0
2

∫
|∇φ(x̄, t)|2dx̄ ,

(3)
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where LP has the form of a a single-particle Lagrangian:

LP(x, Ûx; t) =
m
2
| Ûx|2 − qφ(x, t) . (4)

x and Ûx are vector fields that map the initial coordinates
(x0, Ûx0) to the corresponding coordinates at time t. f is the
initial plasma density function. x̄ is a dummy integration
variable.

Note that the single particle Lagrangian can be made more
general by adding external fields term, and by replacing the
non-relativistic kinetic energy term by −m

√
1 − | Ûx|2/c2. For

the sake of simplicity, and without much loss of generality,
we choose to put aside these refinements.

Discretized Lagrangian
Let’s now discretize our system, i.e. approximate the con-

tinuous system by one with a finite number of degrees of
freedom. The choice of the discretization scheme, for both
the phase-space distribution f and real-space potential φ, is
arbitrary. For the sake of illustration we choose the following
particular particle-in-cell (PIC) scheme:

f (x0, Ûx0) =
∑
i

wi δ(x0 − xi0)δ(Ûx0 − vi0) , (5)

φ(x, t) =
∑
j

φ j(t)K(x − xj) , (6)

where wi is the weight of the ith macro-particle, xi0 and vi0
are its initial coordinates. xj is the position of j th node of
the PIC grid, and φ j(t) is the potential assigned to this node.
δ is the Dirac function. K is an interpolation kernel function
of class C2 which satisfies the requirement of norming [7]:∑

j

K(x − xj) = 1 , (7)

for all x. The choice of the kernel function is arbitrary. It
is usually chosen among positively defined even functions.
A noticeable example of kernel function is the Gaussian
wavelet used in COSY INFINITY (see section on ‘General
Particle Optical Elements’ in [8]). Suitable kernel functions
may also be constructed out of piecewise polynomials [9].
Note that this discretization scheme is similar, although not
identical, to the one used in Ref. [10].

Combining Eqs. (3) and (5) leads to the discretized La-
grangian, LD(x, Ûx, φ; t) =

m
2

∑
i

wi | Ûxi(t)|2 − q
∑
i

∑
j

φ jwiK(xi(t) − xj)

+
ε0
2

∫ (∑
j

φ j∇K(x̄ − xj)

)2
dx̄ ,

(8)

where xi(t) = x(xi0,v
i
0, t).

Discretized Action and Equations of Motion
The action S =

∫
LDdt can be approximated to first order

using a Riemann sum:

S ≈ SD = ∆t
∑
n

LD(xn,
xn+1 − xn
∆t

, φn; t) , (9)

where the subscript n denotes an evaluation at time t = n∆t.
Minimization of the action follows from the discrete Euler-
Lagrange equation (see section 1.1.2 of [11]) which leads to
the following equations of motion:

m
xi
n+1 − 2 xin + xi

n−1
∆t

= −q
∑
j

φ
j
n∇K(xin − xj) , (10)∑

k

φknM
jk = −

q
ε0
ρ
j
n , (11)

where:

M jk =

∫
K(x̄ − xj)∇2K(x̄ − xk) dx̄ , (12)

and

ρ
j
n =

∑
i

wiK(xin − xj) . (13)

Equation 10 is a discrete form of Newton’s equation with
the Lorentz force. To solve it numerically one may split this
second-order equation into two first order equations [12].
Equation 11 is obtained after integrating by parts the out-
come from the Euler-Lagrange equation, and dropping the
boundary term. It is a discrete form of Poisson’s equation.
It defines a linear relation between all φ j

n and ρjn and can be
solved by inverting the square matrix ℳ.

Equations 10 and 11 constitute a complete numerical in-
tegration scheme. Numerical integration leads to an exact
(to machine precision) solution of an approximate action,
which makes it a variational integrator. Variational integra-
tors are symplectic integrators [11]. As a matter of fact this
particular one is a symplectic Euler.

Higher-order variational integrators can be obtained using
higher-order approximations of S. A second order varia-
tional inegrator using a spectral discretization of φ has been
tested in one, two, and three-dimensional, and has demon-
strated excellent long-term stability [12].

FROM A DISCRETIZED HAMILTONIAN
Symplectic integrators are more commonly obtained from

a Hamiltonian [1]. Unfortunately the electrostatic Low La-
grangian in Eq. (3) is degenerate: it contains no explicit
dependence on Ûφ. This makes the application of a Legendre
transformation to this Lagrangian, if not impossible, at least
beyond the abilities of the authors.

In this section we will discuss two ways to overcome this
issue and obtain a Hamiltonian from different versions of
Low’s Lagrangian.

Electromagnetic Hamiltonian
Let us choose to use the Weyl gauge (also referred to as

temporal gauge) and set φ = 0. Low’s original Lagrangian
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becomes L(x, Ûx,A, ÛA; t) =∫
f (x0, Ûx0)

(m
2
| Ûx(x0, Ûx0, t)|2 + q Ûx · A(x, t)

)
dx0dÛx0

+
ε0
2

∫
| ÛA(x̄, t)|2 − |c∇ × A(x̄, t)|2 dx̄ .

(14)

Discretization and Legendre Transformation
Let’s use a PIC discretization scheme identical to Eq. (5),

only replacing φ by A. For compactness we write the dis-
cretized Lagrangian in matrix form:

LD =
m
2
Ûxᵀ w Ûx + q Ûxᵀ wK A +

ε0
2
ÛAᵀ 𝒦 ÛA − 1

2µ0
Aᵀ 𝒦

×
A

(15)

where x and A are now vectors with components xi and Aj

respectively; x contains Np elements (the number of macro-
particles), and A contains Ng elements (the number of grid
nodes). w is a diagonal matrix with components wi . The
components of the other matrices are:

K i j = K(xi(t) − xj) (16)

K jk =

∫
K(x̄ − xj)K(x̄ − xk) dx̄ (17)

K jk
×
=

∫
[∇K(x̄ − xj)]ᵀ

×
[∇K(x̄ − xk)]

×
dx̄ , (18)

where i and l go from 1 to Np, while j and k go from 1 to
Ng. Superscript ᵀ refers to the transpose operation. [ ]

×

denotes a skew matrix used to express the cross product as
a matrix multiplication ([a]

×
b = a × b).

The Legendre transformation writes:

HD = Ûxᵀ P + ÛAᵀ Y − LD , (19)

The components of the canonical momentum vectors are
Pi = ∂LD

∂Ûxi and Yj = ∂LD

∂ ÛA j , which are explicitly as:

P = mwÛx + qwKA (20)
Y = ε0𝒦 ÛA . (21)

The discretized Hamiltonian becomes:

HD =
1

2m
(P − qwKA)ᵀ w−1 (P − qwKA)

+
1

2ε0
Yᵀ 𝒦ᵀ−1

Y +
1

2µ0
Aᵀ 𝒦

×
A ,

(22)

and the associated canonical Poisson bracket writes {F,G} =∑
i

∂F
∂xi

∂G
∂Pi
−
∂F
∂Pi

∂G
∂xi
+

∑
j

∂F
∂Aj

∂G
∂Yj
−
∂F
∂Yj

∂G
∂Aj

.

(23)

Since HD is the sum of exactly solvable terms (for an ex-
plicit solution of the (P − qA)2-like term, see [13]), one can

build a second order symplectic integrator by concatenating
maps [3].

A similar symplectic integrator derived from the
Morrison-Marsden-Weinstein electromagnetic Hamilto-
nian [14–16] has been tested [9]. Note that a corresponding
variational integrator had previously been tested [17].

Electrostatic Hamiltonian
In most accelerator physics problems particles do not

move at relativistic speeds with respect to each other. In
such a case a scalar potential is sufficient to describe the
self-field. Keeping track of the three components of a vector
potential is wasteful.

We have already discussed the fact that an electrostatic
Hamiltonian cannot be obtained from Eq. (3). In this section
we show that it is however possible to obtain an electrostatic
Hamiltonian after changing the independent variable.

The action S associated with Eq. (3) writes S =∬
f
(m

2
| Ûx|2 − qφ(x, t)

)
dx0dÛx0dt +

ε0
2

∬
|∇φ|2dx̄dt.

(24)

We proceed in the first integral to a change of variable using
the substitution function:

g(x0, y0, t0, x ′0, y
′
0, t
′
0, z) = (x0, y0, z0, Ûx0, Ûy0, Ûz0, t) , (25)

where primes ′ denote partial derivative with respect to z.
The determinant of the Jacobian matrix det

(
Dg

)
= t ′/(t ′50 ),

where t ′0 =
∂t
∂z

��
z=0. Similarly we proceed in the second

integral to the change of variable given by:

h(x̄, ȳ, t̄, z) = (x̄, ȳ, z̄, t) , (26)

The determinant of the Jacobian of h is 1. The action be-
comes S =∫ [ ∫

f̂
(
m

x ′2 + y′2 + 1
2t ′

− q t ′φ̂
)

dx0dy0dt0dx ′0dy′0dt ′0

+
ε0
2

∫
|∇φ̂|2 dx̄dȳdt̄

]
dz

=

∫
Lz(x, y, t, φ̂, x ′, y′, t ′, φ̂′; z) dz ,

(27)
where:

f̂ (x0, y0, t0, x ′0, y
′
0, t
′
0, z) = f (x0, y0, z0, Ûx0, Ûy0, Ûz0, t)/t ′50 , (28)

and

φ̂(x0, y0, t0, x ′0, y
′
0, t
′
0, z) = φ(x0, y0, z0, Ûx0, Ûy0, Ûz0, t) . (29)

To simplify notations we drop the hats.
One notices that Lz depends explicitly on φ′, x ′, y′, and

t ′, enabling us to define the following canonical momentum
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densities:

Π = ε0φ
′ (30)

Px = m f
x ′

t ′
(31)

Py = m f
y′

t ′
(32)

−E = −m f
x ′2 + y′2 + 1

2t ′2
− q f φ (33)

which in turn enables us to perform a Legendre transfor-
mation and obtain the following continuous electrostatic
Hamiltonian Hz =∫ √

2m f (E − q f φ) − P2
x − P2

y dx0dy0dt0dx ′0dy′0dt ′0

+
1
2

∫ (
Π2

ε0
− ε0 |∇⊥φ|

2
)

dx̄dȳdt̄ ,

(34)
where |∇⊥φ|2 = (∂xφ)2 + (∂yφ)2. An attempt to implement
an algorithm based on a discrete relativistic version of this
Hamiltonian is presented Ref. [18].

CONCLUSION
A variety of symplectic and self-consistent multi-particle

algorithms have been developed by both the accelerator
physics and the plasma physics community. They are su-
perior to most algorithm derived from equations of motion
as they guaranty that the symplectic nature of the particle
dynamics is conserved to machine precision. Some of them
guaranty the conservation of the symplectic nature of the
self-field dynamics as well. The algorithms discussed in this
paper were all derived from a collision-less picture, and as
such are unable to model non-Hamiltonian processes such
as intra-beam scattering.
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Abstract
We report on the concept of an innovative laser-driven

plasma accelerator for polarized proton (or deuteron) beams
with a kinetic energy up to several GeV. In order to mod-
ell the motion of the particle spins in the plasmas, these
have been implemented as an additional degree of freedom
into the Particle-in-Cell simulation code VLPL. Our first
simulations for nuclear polarized Hydrogen targets show
that, for typical cases, the spin directions remain invariant
during the acceleration process. For the experimental real-
ization, a polarized HCl gas-jet target is under construction
where the degree of proton polarization is determined with
a Lamb-shift polarimeter. The final experiments, aiming
at the first observation of a polarized particle beam from
laser-generated plasmas, will be carried out at the 10 PW
laser system SULF at SIOM/Shanghai.

INTRODUCTION
The field of laser-induced relativistic plasmas and, in

particular, of laser-driven particle acceleration, has under-
gone impressive progress in recent years. Despite many
advances in the understanding of fundamental physical phe-
nomena, one unexplored issue is how the particle (in par-
ticular hadron) spins are influenced by the huge magnetic
fields inherently present in the plasmas [1–4].

∗ m.buescher@fz-juelich.de

Several mechanisms can potentially lead to a sizesable
degree of polarization of laser-accelerated particle beams:
first, a genuine polarization build-up from an unpolarized
target by the laser-plasma fields themselves and, second,
polarization preservation of pre-aligned spins during the
acceleration despite of these fields. The work of our group
aims at the first scenario using a novel dynamically polarized
Hydrogen target.

Two effects are currently discussed to build up a nuclear
polarization in the plasma: either the polarization is gen-
erated due to a spin-flip according to the Sokolov-Ternov
effect, induced by the magnetic fields of the incoming laser
pulse. Besides that, the spatial separation of spin states by
the magnetic-field gradient, i.e. the Stern-Gerlach effect,
may result in the generation of polarization for different
beam trajectories [5].

In addition to these two mechanisms, all particle spins
precess around the laser or plasma magnetic fields as charac-
terized by the Thomas-Bargmann-Michel-Telegdi (T-BMT)
equation describing the spin motion in arbitrary electric and
magnetic fields in the relativistic regime.

The first and up to now only experiment measuring the
polarization of laser-accelerated protons has been performed
at the ARCturus laser facility at Heinrich-Heine University
Düsseldorf [2]. Figure 1 schematically depicts the setup: for
the measurements a 100-TW class Ti:Sa laser system with a
typical pulse duration of 25 fs and a repetition rate of 10 Hz
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was used producing an intensity of several 1020 Wcm−2. Af-
ter impinging the laser pulse under a 45◦ angle on an (unpo-
larized) gold foil of 3 µm thickness, protons are accelerated
according to the well-known Target Normal Sheath Acceler-
ation (TNSA) mechanism [1] to an energy of typically a few
MeV. They are heading towards a stack of Radio-Chromic-
Film (RCF) detectors where the flux of protons is monitored.
In order to measure the polarization of the proton bunches,
the spin dependence of elastic proton scattering off nuclei
is employed. At the particular proton energy Silicon is a
suitable scattering material since it has a sizeable analyzing
power and the scattering cross sections are known.

Figure 1: Schematic setup for the first proton polarization
measurement [2].

To estimate the magnitude of possible polarizing magnetic
fields in case of the Düsseldorf experiment, Particle-In-Cell
(PIC) simulations were carried out with the fully relativistic
2D code EPOCH [6]. A B-field strength of ∼ 104 T and gra-
dients of around 1010 Tm−1 are to be expected. Although
these values are much higher compared to those at conven-
tional accelerators, they are yet too small to align the proton
spins and, thus, should not lead to a measurable proton po-
larization [2]. This prediction matches the experimental
finding of zero proton polarization.

An important conclusion from this experiment thus is that
for measuring a sizesable proton polarization both, a stronger
laser pulse with an intensity of about 1023 Wcm−2 and an
extended gas instead of a thin foil target would be required.
Such a scenario has been theoretically considered (without
taking into account spin effects) in a paper by Shen et al. [7].
Due to the larger target size, the interaction time between
the laser accelerated protons and the B-field is increased. It
amounts to approximately 3.3 ps and is much larger than the
typical time scale (about 0.1 ps) for spin motion given by
the Larmor frequency and, thus, a spin manipulation seems
possible.

PARTICLE SPIN DYNAMICS
We have implemented particle-spin effects into the 3D PIC

simulation code VLPL (Virtual Laser Plasma Lab) in order
to make theoretical predictions about the degree of proton-
spin polarization from a laser-driven plasma accelerator [8,

9]. These calculations consider all relevant effects that may
lead to the polarization of proton beams [10].

The Sokolov-Ternov effect is, for example, employed in
classical accelerators to polarize the stored electron beams
where the typical polarization build-up times are minutes or
longer. This effect can, therefore, be neglected in the case
of laser-induced acceleration. We refer to our forthcoming
publication Ref. [10] for a more quantitative derivation.

Our assessment for the Stern-Gerlach force [10] shows
that non-relativistic proton beams with opposite spins are
separated by not more than ∆p ≈ 9.3·10−7 λL with the laser
wavelength λL. Moreover, the field strengths is of the order
of E ≈B≈ 105 T and the field gradients ∇|B| ≈ 105 T/R with
the laser radius R, typically λL/R = 1/10 and a characteris-
tic separation time would be t = 100ω−1

L , where ωL is the
laser frequency. Thus, the force on the given length scale
is too weak and the Stern-Gerlach effect does not have to
be taken into account for further simulation work on proton-
spin tracking.

For charged particles the spin precession in arbitrary elec-
tric and magnetic fields is given by the T-BMT equation in
CGS units:

ds
dt
= −

e
mpc

[(
ap +

1
γ

)
B −

apγ

γ + 1

(
v
c
· B

)
v
c

−

(
ap +

1
1 + γ

)
v
c
× E

]
× s = −®Ω × s .

(1)

Here s is the proton spin in the rest frame of the proton, e
is the elementary charge, mp the proton mass, c the speed of
light, the dimensionless anomalous magnetic moment of the
proton ap = gp−2

2 = 1.8 with the g-factor of the free proton gp,
γ the Lorentz factor, v the particle velocity, B the magnetic
field, and E the electric field, both in the laboratory frame.
Since ®Ω always has a component perpendicular to s, the
single spins in a polarized particle ensemble precess with
the frequency ωs = | ®Ω|. For protons with an energy in the
range of a few GeV, γ ≈ 1 and 1 & v/c, so that:

ωs <
e

mpc

√
(ap + 1)2 B2 +

(
ap

2

)2
B2 +

(
ap +

1
2

)2
E2 .

(2)
Under the assumption |B| ≈ |E| ≈ F this simplifies to:

ωs <
e

mpc
F

√
9
4

a2
p + 3 ap +

5
4
. (3)

As a consequence, a conservation of the polarization of
the system is expected for times

t �
2π
ωs
≈

2π
3.7 e

mpc
F (4)

for ap = 1.8. For the typical field strengths in our first sim-
ulations (cf. Fig. 2) of F = 5.11 ·1012 V/m = 17.0 ·103 T, the
preservation of the spin directions is estimated for times
t < 1 ps. This time is sufficiently long taking into account
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that the simulation time is tsim = 0.13 ps� 1 ps, so the polar-
ization is maintained during the entire simulation according
to the T-BMT equation.

PARTICLE-IN-CELL SIMULATIONS
In order to reproduce the results of our experiment pre-

sented above and to verify the quantitative estimates of
Ref. [2], 3D simulations with the VLPL code including
spin tracking have been carried out on the supercomputer
JURECA [11].

It is important to note that to simulate the plasma behav-
ior, a PIC code first defines a three-dimensional Cartesian
grid which fills the simulated volume where the plasma
evolves over the simulated time. Not each physical particle
is treated individually but they are substituted by so-called
PIC particles. This is why the continuous spin vector of a
PIC particle represents the mean spin of all substituted par-
ticles. Thus, not the spin of each single particle is simulated
but the polarization P of every PIC particle. The sum of spin
vectors of different PIC particles within a specific volume
(polarization cell) corresponds to the local polarization of
the ensemble [10, 12].

Figure 2 shows preliminary simulation results for proton-
spin tracking with VLPL. An acceleration of the proton
sheath due to the TNSA mechanism is evident. From the
simulated strength of the magnetic field behind the target
(acting on the accelerated protons) we estimate a proton
polarization preservation for at least 0.18 ps. This is much
longer than the time needed to accelerate the protons.

Thus, the VLPL simulations demonstrate polarization
conservation according to the T-BMT equation when ac-
celeration by the TNSA mechanism takes place [12]. In
other words, a compact target would be needed in which the
nuclear spins are already aligned at the time of irradiation
with the accelerating laser. Unfortunately, solid foil targets
suitable for laser acceleration with the TNSA mechanism are
not available so far and their experimental realization would
be extremely challenging. In solid targets used for classi-
cal accelerator experiments Hydrogen nuclear polarization
mostly results from a static polarization, e.g., in frozen spin
targets [13].

The only gaseous target material with a density sufficient
for laser acceleration are hyper-polarized 3He [14, 15] or
Xe which are, of course, not suitable for proton accelera-
tion. For Hydrogen until now only polarized atomic beam
sources based on the Stern-Gerlach principle [16] are avail-
able, which have the disadvantage of a much too low particle
density. In order to provide a (dynamically) polarized Hydro-
gen gas target for laser-plasma applications, a new approach
is needed.

EXPERIMENTAL REALIZATION
For the experimental realization of our new concept for a

dynamically polarized ion source, three major components
are required: a suitable laser system to provide the target
polarization, a vacuum interaction chamber including a gas

Figure 2: 3D VLPL simulation showing the conservation of
proton polarization from an Aluminum foil target (2.5 µm,
35 ncr) covered with a fully polarized proton layer (0.5 µm,
117 ncr) at simulation times 32.5 fs (top) and 130 fs (center,
bottom). The upper two figures show the degree of proton
polarization, while in the lower their spin-rotation angle
(relative to the initial value σ = (0,0,1)) is depicted. The of
Gaussian-shape laser pulse (λL = 800 nm, normalized laser
amplitude a0 = 12, 25 fs duration, 5 µm focal spot size) enters
the simulation box from the left. The grid cell size is hx =
0.025 µm and hy = hz = 0.05 µm, ne represents the electron
density.
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jet at the interaction point with the accelerating laser, and a
polarimeter. The schematic view of this setup is depicted in
Fig. 3.

Figure 3: Schematic view of the setup for the proton polar-
ization measurement using a polarized Hydrogen gas target.

As material of the gas target, Hydrogen halides are a vi-
able option [17, 18]. A Hydrogen chloride (HCl) target is
preferred in this case due to the rather high polarizability
and the easy availability. The HCl gas is injected into the
interaction chamber through a standard gas nozzle with a
high-speed short-pulse piezo valve that can be operated at
5 bar inlet-gas pressure to produce a gas density in the range
of ∼ 1019 cm−3. Few millimeters below the nozzle, the inter-
action between gas and laser beams takes place.

The polarizing laser system is a pulsed Ni:YAG laser from
EKSPLA [19]. Its peculiarity is the quasi-simultaneous out-
put of the fundamental wavelength at 1064 nm and the fifth
harmonic (213 nm). The repetition rate of the laser sys-
tem is 5 Hz and the pulses are of 170 ps duration which
is sufficiently short with regard to the transfer time of the
electron spin polarization to the nucleus due to hyperfine
interaction (∼ 1 ns) [17]. The linearly polarized 1064 nm
beam with a pulse energy of 100 mJ is focused with an inten-
sity of ∼ 1011 Wcm−2 into the interaction chamber to align
the HCl bonds (cf. Fig. 4). By this, the signal intensity is
increased by an enhancement factor x ≈ 2 assuming an in-
teraction parameter of ∆ω = 49 and, thus, �cos2θ� = 6/7
since the polarizability interaction is governed by a cos2θ
potential with the angle θ between the molecular axis and
the electric field distribution [20].

Figure 4: Schematic overview of the production of polarized
proton beams.

At the same time, but under a 90◦ angle, the circularly
polarized fifth harmonic with an energy of 20 mJ is focused
into the vacuum chamber to an intensity of ∼ 1012 Wcm−2

to interact with the aligned HCl molecules. These are sub-
sequently photo-dissociated by UV excitation via the A1Π1
state, which has a total electronic angular-momentum pro-
jection of Ω= +1 along the bond axis. Hence, the resulting
H and Cl(2P3/2) photofragments conserve this +1 projec-
tion of the laser photons, producing H and Cl(2P3/2) atoms
each with the projections of approximately ms = +1/2 (so
that they sum up to +1), and thus the H-atom electron spin
is approximately ms = +1/2 [21]. In a weak magnetic field
(Zeeman region), all H atoms are in a coherent superposi-
tion of the total angular momentum states |F,mF〉 with the
coupling F = S + I of the electron spin S and the nuclear spin
I. When the electron spin is fixed due to the polarization
of the incident laser beam, e.g., ms = +1/2, then only the
spin combinations |ms = +1/2, mI = +1/2> and |+1/2, -1/2>
can be found in the free Hydrogen atoms. The hyperfine
state |+1/2, +1/2> = |F = 1, mF = +1> is an eigenstate and
will stay unchanged in time. Since the states |-1/2, +1/2>
and |+1/2, -1/2> are not eigenstates, they are linear combina-
tions of the |F = 1, mF = 0> and |F = 0, mF = 0> eigenstates,
which have different energies. Therefore, atoms produced
in the |+1/2, -1/2> state will oscillate to |-1/2, +1/2> and
back. If now the electron-polarized Hydrogen atoms are pro-
duced during a very short time t < 1 ns, they will oscillate in
phase. Therefore, after 0.35 ns only the spin combinations
|+1/2, +1/2> and |-1/2, +1/2> can be found. As a conse-
quence the electron polarization of the Hydrogen atoms,
produced by the laser beam, is transferred into a nuclear
polarization. If now the Hydrogen atoms are quickly ion-
ized and accelerated, the out-coming protons will remain
polarized, even if they undergo spin precessing according to
the T-BMT equation [17].

Using a Lamb-Shift polarimeter the polarization of an
atomic Hydrogen ensemble can be measured in a multi-step
process [22, 23]. One important condition is that the atomic
beam can be efficiently converted into metastable atoms in
the 2S1/2 state by ionization with an electron-impact ionizer
and a charge reversal in cesium vapor. With a spin filter,
individual hyperfine sub-states are selected by applying a
static magnetic field, an electric quench field and a high-
frequency transition. By varying the resonance condition
when changing the magnetic field, single hyperfine compo-
nents can be detected. Finally, the transition into the ground
state within the quenching process is verified by Lyman-α ra-
diation emitted at 121.5 nm. The intensity of the individual
hyperfine components allows to measure their occupation
number and, therefore, calculate the polarization of incom-
ing protons and, in combination with an ionizer, even for
Hydrogen atoms. The entire setup, including laser system,
interaction chamber and Lamb-Shift polarimeter, is realized
over a length of less than 5 m as a table-top experiment.

As indicated in Fig. 4, the final experiments with the polar-
ized gas target, aiming at the first observation of a polarized
proton beam from laser-induced plasmas, will be performed
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at the 10 PW laser system SULF (Shanghai Superintense-
Ultrafast Lasers Facility) at SIOM (Shanghai Institute of
Optics and Fine Mechanics). Theoretical calculations indi-
cate the acceleration of protons out of a gas jet to the GeV
energy range for this laser system operated at 300 J energy,
30 fs pulse energy and a focused intensity of > 1022 Wcm−2

at 1 shot/min. It is predicted that the protons are accelerated
in a so-called electron bubble-channel structure [24]. Com-
pared to a traditional electron bubble the plasma density is
much higher than the critical density of a relativistic laser
pulse for a plasma containing mainly heavy ions such as
chlorine. This results from reflections of the laser light from
the highly compressed electron layers and self-focusing. As
a consequence, only the acceleration of protons but not of
heavy ions is expected. Moreover, it has been shown theo-
retically that in this acceleration scheme protons, which are
trapped in the bubble region of the wake field, can be effi-
ciently accelerated in the front of the bubble, while electrons
are mostly accelerated at its rear [24]. After the acceleration
process the proton polarization will be determined by a de-
tector similar to that one used for our Düsseldorf experiment,
but with different scattering foil material to account for the
higher proton energies.

Regarding a source for laser-accelerated polarized 3He2+

ions from a pre-polarized 3He gas target an experiment is
planned to be conducted at PHELİX, GSİ Darmstadt [14,
15, 25, 26].

DISCUSSION AND CONCLUSION
To summarize, the T-BMT equation, describing the spin

precession in electromagnetic fields, has been implemented
into the VLPL PIC code to simulate the semi-classical spin
motion during laser-plasma interactions. One crucial result
of our simulations is that a target containing polarized Hy-
drogen nuclei is needed for producing polarized relativistic
proton beams. A corresponding gas-jet target, based on dy-
namic polarization of HCl molecules, is now being built at
Forschungszentrum Jülich. From a simultaneous interaction
of the fundamental wavelength of a Nd:YAG laser and its
fifth harmonic with HCl gas, nuclear polarized H atoms are
created. Their nuclear polarization will be measured and
tuned with a Lamb-shift polarimeter. First measurements,
aiming at the demonstration of the feasibility of the target
concept, are scheduled for fall 2018. The ultimate exper-
iment will take place in 2019 at the 10 PW SULF facility
to observe a up to GeV polarized proton beam from laser-
generated plasma for the first time.
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SIMULATIONS OF COHERENT ELECTRON COOLING WITH FREE 
ELECTRON LASER AMPLIFIER AND PLASMA-CASCADE MICRO-

BUNCHING AMPLIFIER 

J. Ma1, G. Wang1, V. N. Litvinenko1,2 
1 Brookhaven National Laboratory, Upton, New York 11973, USA 

2 Stony Brook University, Stony Brook, New York 11794, USA 
 

Abstract 
SPACE is a parallel, relativistic 3D electromagnetic 

Particle-in-Cell (PIC) code used for simulations of beam 
dynamics and interactions. An electrostatic module has 
been developed with the implementation of Adaptive 
Particle-in-Cloud method. Simulations performed by 
SPACE are capable of various beam distribution, different 
types of boundary conditions and flexible beam line, as 
well as sufficient data processing routines for data 
analysis and visualization. Code SPACE has been used in 
the simulation studies of coherent electron cooling 
experiment based on two types of amplifiers, the free 
electron laser (FEL) amplifier and the plasma-cascade 
micro-bunching amplifier. 

COHERENT ELECTRON COOLING 
Coherent electron cooling (CeC) [1, 2, 3] is a novel and 

promising technique for rapidly cooling high-intensity, 
high-energy hadron beams. A general CeC scheme 
consists of three sections: modulator, amplifier and 
kicker. In the modulator, the ion beam co-propagates with 
electron beam and each ion imprints a density wake on 
the electron distribution through Coulomb force. In the 
amplifier, the density modulation induced by ions is 
amplified by orders. In the kicker, the electron beam with 
amplified signal interacts with ion beam, giving coherent 
energy kick to ions towards their central energy, which 
consequently leads to cooling of the ion beam. 

Figure 1 [3] shows the schematic of CeC using high 
gain free electron laser (FEL) as the amplifier, which is 
related with the CeC experiment in the Relativistic Heavy 
Ion Collider (RHIC) at the Brookhaven National 
Laboratory (BNL). 

 
Figure 1: Schematic of coherent electron cooler based on 
high gain free electron laser. 

Figure 2 [4] illustrates the layout of a CeC with a 
plasma-cascade amplifier (PCA). In the PCA, we use 
solenoids to control the transverse size of electron beam 
and make use of the exponential instability of longitudinal 
plasma oscillations to amplify the initial modulation. A 
CeC with a PCA does not require bending of ion beam. 

 
Figure 2: Layout of coherent electron cooler with a 
plasma-cascade amplifier. 

SIMULATION TOOL 
Our main simulation tool is code SPACE [5]. SPACE is 

a parallel, relativistic, 3D electromagnetic Particle-in-Cell 
(PIC) code developed for the simulations of relativistic 
particle beams, beam-plasma interaction, and plasma 
chemistry. Benchmark test has been performed for 
SPACE with several accelerator physics codes including 
MAD-X, ELEGANT and Impact-T, and a good 
agreement has been achieved. SPACE has been used for 
the study of plasma dynamics in a dense gas filled RF 
cavity [6] and the study of mitigation effect by beam 
induced plasma [7]. 

Electrostatic module contained in code SPACE has 
been mainly used in our study, as the particle interaction 
is essentially electrostatic in the co-moving frame. This 
code module includes two different approaches. The first 
one is the traditional PIC method for the Poisson-Vlasov 
equation, which uses uniform Cartesian mesh, linear 
charge deposition scheme and fast Fourier transform 
(FFT) solver. This approach is precise and effiective for 
particles with uniform distribution and computational 
domain with pure periodic boundary condition. The 
second approach is a new adaptive Particle-in-Cloud (AP-
Cloud) method [8]. This method, based on real particle 
distribution, generates an adaptively chosen set of 
computational particles as the mesh, and uses the weighed 
least squares method for approximation of differential and 
integral operators. AP-Cloud method is beneficial for 
particles with non-uniform distribution and computational 
domain with irregular geometry and mixed type of 
boundary conditions, such as open boundary condition in 
the transverse directions and periodic in the longitudinal 
direction. Both approaches have passed series of 
verification tests and have been compared in our study. 
AP-Cloud method produced higher accuracy for electron 
beam with Gaussian distribution and computational 
domain with mixed boundary conditions, which are used 
in CeC simulations, so we have used AP-Cloud method in 
this study. 

SPACE contains various data processing routines and 
provides sufficient output for data analysis and 
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visualization. The optional output files from code SPACE 
includes full 6-D particle distribution, integrated 3-D 
density distribution in given subset of the computational 
domain, projected 2-D density distribution on given 
plane, 1-D density and velocity distribution along 
longitudinal and transverse directions, particle 
distribution in phase space and frequency domain, beam 
parameters including transverse size and emittance. 

GENESIS [9] is a three dimensional, time dependent 
code, developed for high gain FEL simulations. This code 
has been used in the simulations of FEL amplifier in our 
study. 

SIMULATIONS OF CEC WITH FEL 
AMPLIFIER 

Algorithm and Verification 
In modulator, the first section of CeC, ions induce 

modulations in electron beam by attracting surrounding 
electrons. The relative modulation of electrons due to 
their interactions with ions is orders of magnitudes 
smaller than unity, therefore we can co-propagate a single 
ion with electron beam in modulator simulations and use 
super position principle to get the modulations by all ions. 
One of the difficulties using a single ion is the detection 
of the density and velocity modulation in electron beam, 
as the signal is too weak compared to the shot noise in 
electrons. The following algorithm has been used to 
extract the modulation signal induced by a single ion. We 
perform two simulations with identical initial distribution 
of electron, one simulation operates with electron beam 
only while the other simulation includes a single ion. At 
the exit of modulator, we can take difference in the 
electron distribution from the two simulations, to obtain 
the influence from the single ion. Figure 3 illustrates the 
typical signal-to-noise ratio in modulator simulations and 
clearly shows that the shot noise has been eliminated 
when we extract the modulation signal. Similar algorithm 
has been used in simulating the FEL amplification process 
with shot noise [10]. 

 
Figure 3: Comparison between shot noise in electrons 
(left) and modulation by a single ion (right) in 
longitudinal density distribution of electrons. 

We have justified the super position principle in our 
simulations, as is shown in Figure 4. The blue solid line in 
Figure 4 shows the summation of density modulations by 
two ions from separate simulations, and the red dash line 
is the resulting density modulation when we put the two 
ions in the same run of simulation. These two modulation 
signals achieve a good agreement. Therefore, we can use 

single ion in our simulations studies of CeC and follow 
super position principle to get the modulations induced by 
all ions in a beam. 

 
Figure 4: Comparison of density modulations induced by 
two ions from separate simulations (blue solid line) and 
from the same simulation (red dash line). 

We have verified modulator simulation results through 
the comparison with theory. Analytical solution to the 
modulation problem exists for a moving ion co-
propagating with an infinite electron beam with uniform 
spatial distribution [11]. Our simulation results have 
achieved a good agreement with the analytical solution 
[12], as is shown in Figure 5 [13]. 

 

 
Figure 5: Comparison between theory and numerical 
simulations in density (left) and velocity (right) 
modulations by a single ion with reference energy (top) 
and off-reference energy (bottom) with respect to uniform 
electron cloud. 
Modulator 

We list main parameters of electron and ion beams in 
Table 1. These parameters are related with the operations 
of CeC experiment at BNL RHIC, and have been used in 
numerical simulations to predict the cooling time. 

Figure 6 shows the dynamics ofβ functions of electron 
beam in the modulator. Quadrupoles are used to focus the 
electrons in the beam line and to match the transverse 
beam size at the exit of modulator to obtain high gain in 
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FEL amplifier, the second section of CeC. Electron beam 
dynamics in a quadrupole beam line using code SPACE 
have been benchmarked with other accelerator 
simulations tools, including MAD-X, ELEGANT and 
Impact-T [13, 14]. 

Table 1: Parameters of Electron and Ion Beams 

 
Figure 6: Evolution of electron beam β function in 
modulator section. 

Figure 7 shows that the longitudinal density 
modulation gradually builds up when the ion co-
propagates with the electron beam in modulator. 

 
Figure 7: Longitudinal density modulation at several 
propagation distances in modulator. 

We use the parameter bunching factor to quantify the 
longitudinal modulation. Bunching factor is also used in 
code GENESIS to obtain the gain in FEL simulations, and 
is defined in Equation (1) [9], 

𝑏 ≡ #
$%
∑ 𝑒

( )*
%+,-

./$%
01# , − 4+,-

5
≤ 𝑧0 ≤

4+,-
5

    (1) 

where 𝜆9:; is the FEL optical wavelength, the summation 
is over a slice of 𝜆9:; wide, centered at the ion’s location, 
and 𝑁4 is the total number of electrons within that slice. 

The longitudinal density modulation shown in Figure 7 
is induced by a single ion with reference energy and zero 
transverse offset with respect to the center of the electron 
beam, and is expected to achieve maximum bunching 
factor at the exit of modulator. Bunching factor reduces 
when we start with a single ion with transverse offsets. 
Figure 8 shows that the modulation becomes weaker 
when the ion is further away from the center of the 
electron beam in transverse plane. The dependence of 
bunching factor on transverse offsets is not symmetric in 
horizontal direction and vertical direction, as the 
transverse beam size is not symmetric in the quadrupole 
beam line, which is shown in Figure 6. 

 
Figure 8: Amplitude of bunching factor induced by ions 
with various transverse offsets with respect to the center 
of the Gaussian electron beam. 

 
Figure 9: Amplitude of bunching factor induced by ions 
with various longitudinal velocities with respect to the 
electron beam group velocity. Ion velocity is in the unit of 
electrons’ velocity spread. 

 Electron Ion, 𝐀𝐮?𝟕𝟗 

Beam energy 𝛾=28.5 𝛾=28.5 

Peak current 75 A  

Normalized emittance 8 𝜋 mm mrad 2 𝜋 mm mrad 

R.M.S. energy spread 1e-3 3e-4 
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Dependence of bunching factor on the energy 
difference between ions and electrons has also been 
studied [12], as is shown in Figure 9. Detailed studies 
have been performed to simulate the modulation process 
using ions with various combinations of off-reference 
energies, transverse offsets and transverse velocities [15]. 

FEL Amplifier 
We have exported the full 6-D particle distribution at 

the exit of modulator from code SPACE and imported it 
into code GENESIS to simulate the second section of 
CeC, FEL amplifier. GENESIS separate particles into 
longitudinal slices, and the length of each slice is FEL 
optical wavelength, which is about 30 𝜇m for our settings. 

The FEL device installed at BNL RHIC has three 
sections of wigglers separated by drift space. It is difficult 
to achieve an envelope with constant transverse beam size 
over the three-section wigglers. Instead, we have designed 
an envelope with oscillating beam size and minimized the 
overall variation, which is shown in Figure 10. 

 
Figure 10: Location of three-section wigglers in FEL 
amplifier and 𝛽 function evolution with minimum overall 
variation. 

In FEL section, both the shot noise and the modulation 
signal are amplified. We need to maximum the gain from 
FEL to reduce the cooling time, and we should avoid 
saturation to preserve the correlation between the 
amplified signal and the ion which induces the initial 
modulation.  

Figure 11 displays the growth of bunching factor of 
shot noise in FEL and shows that saturation is not reached 
at the end of FEL section. Figure 12 gives comparison of 
bunching factor between the initial density modulation at 
the entrance of FEL section and the final amplified signal 
at the exit of FEL. This signal has been extracted from the 
shot noise using the similar algorithm applied in 
modulator simulations. The comparison in Figure 12 
clearly shows the widening of the initial modulation and a 
gain of 210 in bunching factor over the FEL section, 
which is sufficient for cooling. 

Diffusion rate for CeC has been obtained using the final 
bunching factor shown in Figure 12, and parameters 
relevant to CeC experiment at BNL RHIC [16]. 

 
Figure 11: Evolution of bunching factor amplitude of shot 
noise in three-section FEL. 

 
Figure 12: Bunching factor amplitude of modulation 
signal at the entrance (left) and exit (right) of FEL 
section. 

Kicker 
In the kicker, ions interact with amplified modulation 

signals carried in electron beam and receive energy kick 
towards reference energy, which results in the cooling of 
ion beam. We take the output from GENESIS into SPACE 
for kicker simulations. Quadrupole setting in the kicker is 
symmetric with that in modulator. Electron beam 
envelope in the kicker is shown in Figure 13. 

 
Figure 13: Evolution of electron beam β function in 
kicker section. 

Figure 14 gives a close look at the amplified density 
modulation in the kicker section, and the coherent 
longitudinal velocity kick it gives to ions towards the 
reference energy. Red dot in Figure 14 represents ions 
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with reference energy, and should receive zero energy 
kick. Green dots indicate ions with energy spread 5.7e-4 
and this is the upper limit for CeC. Using ion beam with 
larger energy spread will result in inefficient cooling or 
even anti-cooling. Yellow dots are ions with energy 
spread 3e-4, which is the value for CeC experiment listed 
in Table 1, and this is within the regime of efficient 
cooling. 

 
Figure 14: Amplified longitudinal density modulation in 
the kicker section (left) and the velocity kick it gives to 
ions at various longitudinal locations in a single pass 
through CeC system (right). Dots indicate specific ions 
with typical energy deviation. 

We have traced ions with off-reference energies and the 
coherent kick they received in the kicker section, as is 
shown in Figure 15. As a result, we can predict the 
cooling time with only coherent kick included. A more 
realistic estimation of cooling time should include 
random kicks from surrounding ions and electrons. 

 
Figure 15: Coherent longitudinal velocity kick to a single 
ion with lower energy (left) and higher energy (right) with 
energy spread 3e-4 in the kicker section and cooling 
time. Values of velocities are in co-moving frame. 

SIMULATIONS OF PLASMA-CASCADE 
MICRO-BUNCHING AMPLIFIER 

In the plasma-cascade micro-bunching amplifier, we 
have used strong solenoids to over-focus the electron 
beam and made use of the fast-growing plasma instability 
to boost the initial modulation, which acts as the amplifier 
for CeC. Designed parameters of PCA for RHIC and 
eRHIC at BNL are given in [4], and we present 
simulation studies of PCA using relevant settings. 

Transverse beam size evolution in a four-cell PCA from 
numerical simulation is given in Figure 16. We have used 
very strong solenoid fields between cells to compress the 
beam and to make the plasma instability happen and 
grow. Figure 17 shows the gain we can get from the PCA. 
In Figure 17, we used Fast Fourier transform (FFT) to 
convert the longitudinal density distribution into 
frequency domain and calculate the gain in PCA section. 

The maximum gain is about 120, which is sufficient for 
CeC, and it appears at around 30 THz. 

 
Figure 16: Evolution of transverse beam size in a four-cell 
plasma cascade amplifier. 

 
Figure 17: Gain of density modulation for various 
frequencies at the exit of PCA, calculated in frequency 
domain. 

We have studied the evolution of signal over the PCA 
section by adding an initial modulation on top of the shot 
noise, and we have used the similar algorithm in 
modulator simulations to extract this signal from shot 
noise in PCA simulations. As is shown in Figure 18, we 
introduced an initial density modulation at 25 THz and 
observed the increase of the signal in PCA. Note that 
Figure 18 only presents the density modulation, and the 
sharp drops in Figure 18 indicate that density modulation 
has been transformed into velocity modulation. 

 
Figure 18: Initial density modulation (left) at the entrance 
of PCA and the amplification of density modulation 
(right) within the PCA section at frequency 25 THz. 

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-SUPAF06

SUPAF06

56

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.

D-1 Beam Dynamics Simulations



Similarly, we added an initial velocity modulation to 
electron beam at the entrance of PCA at 25 THz and had 
the amplification in signal shown in Figure 19. Note that 
in the evolution plot of Figure 19, only density 
modulation is included. So the initial signal is small as we 
introduced pure velocity modulation, which has not 
converted into density modulation yet at the entrance of 
PCA. 

A more realistic simulation will use a modulation 
signal induced by a real ion, which includes both density 
and velocity modulations and has a wider bandwidth 
instead of a specific frequency. 

 
Figure 19: Initial velocity modulation (left) at the 
entrance of PCA and the amplification of density 
modulation (right) within the PCA section at frequency 25 
THz. 

Detailed beam dynamics in PCA section have been 
investigated, and we present the 2-D density distribution 
of modulation signal at several locations along the PCA 
beam line in Figure 20. Electrons at the transverse edge of 
the beam fall behind the central electrons, as they 
experience stronger solenoid focusing which introduces 
larger transverse motions to them and reduces their 
longitudinal velocities. An increase in density modulation 
is observed in Figure 20. 

 

 
Figure 20: 2-D density modulation in the electron beam at 
the entrance of PCA (top left), middle of second cell (top 
right), end of third cell (bottom left) and exit of PCA 
(bottom right). X-axis is along the horizontal direction 
and z-axis is along the longitudinal direction. 

We have quantified the delay of electrons at the beam 
edge compared with the central electrons, and present the 
result in Figure 21. The phase difference between central 
particle and edge particle is 45 degree, which is obtained 
from the fitting in Figure 21. 

 
Figure 21: Comparison of density modulations between 
central electrons (blue lines) and electrons at transverse 
edge of the beam (red lines) at the exit o PCA. 

CONCLUSION 
We present the simulation studies of CeC process using 

code SPACE and GENESIS. 
We have successfully eliminated the shot noise and 

extracted the modulation signals in simulations using a 
single ion. Super position principle is justified in SPACE 
simulations. Simulation results have been verified 
through the comparison with analytical solutions to the 
modulator problem. 

Start-to-end simulations have been performed for ions 
passing through the CeC system with FEL amplifier. We 
have studied the dependence of modulation process on 
various transverse offsets and off-reference energies of 
ions, and predicted the cooling time. 

We have explored the use of plasma-cascade amplifier, 
which replaces the FEL amplifier in CeC. The gain and 
corresponding frequency in PCA have been obtained 
through numerical simulations. Detailed beam dynamics 
through the PCA have been analysed. 

SPACE will be used in the further study of CeC to 
provide strong support to the design and operation of CeC 
experiment at BNL RHIC. 
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HIGH-FIDELITY THREE-DIMENSIONAL SIMULATIONS OF
THERMIONIC ENERGY CONVERTERS∗

N. M. Cook†, J. P. Edelen, C. C. Hall, M. Keilman, P. Moeller, R. Nagler
RadiaSoft LLC, Boulder, CO, USA

J.-L. Vay, Lawrence Berkeley National Laboratory, Berkeley, CA, USA

Abstract
Thermionic energy converters (TEC) are a class of ther-

moelectric devices, which promise improvements to the ef-
ficiency and cost of both small- and large-scale electricity
generation. A TEC is comprised of a narrowly-separated
thermionic emitter and an anode. Simple structures are of-
ten space-charge limited as operating temperatures produce
currents exceeding the Child-Langmuir limit. We present re-
sults from 3D simulations of these devices using the particle-
in-cell code Warp, developed at Lawrence Berkeley Na-
tional Lab. We demonstrate improvements to the Warp code
permitting high fidelity simulations of complex device ge-
ometries. These improvements include modeling of non-
conformal geometries using mesh refinement and cut-cells
with a dielectric solver. We also consider self-consistent ef-
fects to model Schottky emission near the space-charge limit
for arrays of shaped emitters. The efficiency of these devices
is computed by modeling distinct loss channels, including
kinetic losses, radiative losses, and dielectric charging. We
demonstrate many of these features within an open-source,
browser-based interface for running 3D electrostatic simu-
lations with Warp, including design and analysis tools, as
well as streamlined submission to HPC centers.

INTRODUCTION
Thermionic energy converters (TECs) generate electrical

power from external heat sources using thermionic emission.
By driving electrons across a narrow vacuum gap connected
to an external load, electric power is created. For mod-
est gap distances however, the thermionic current quickly
exceeds the Child-Langmuir limit, reducing the peak achiev-
able device power. To overcome space charge limitations an
accelerating grid is used to compensate the negative poten-
tial generated by the beam space charge. The efficiency of
such a device is theoretically limited only by the difference
in temperature between the hot emitter and cold collector.
However, the presence of a grid, along with realistic material
properties of the device, serve to reduce their efficiency. So-
phisticated simulations are needed to properly capture these
dynamics.

Previous efforts to address these needs led to the develop-
ment of an efficiency model and self-consistent simulation
procedure for evaluating TEC designs [1]. In this paper we
provide a brief review of this model and its implementa-
∗ This material is based upon work supported by the U.S. Department

of Energy, Office of Science, Office of Advanced Scientific Computing
Research under Award Number DE-SC0017162.
† ncook@radiasoft.net

tion using the Warp particle-in-cell framework [2]. We then
illustrate the value of this model in optimizing devices us-
ing a simple case study in grid placement and transparency.
Lastly, we discuss the improvements being made to the elec-
trostatic solver within the Warp to further improve vacuum
nano-electronic device modeling.

EFFICIENCY MODEL
Energy conversion in a TEC is limited by a set of discrete

loss channels, including kinetic, thermal, radiative, and re-
sistive losses. Proper evaluation necessitates the tracking
and quantification of each loss channel. For the Warp sim-
ulations discussed in these studies, we’ve adopted a model
that is well-established in literature [3] and has been applied
in recent experimental studies [4].

The model identifies four main loss mechanism of power
from the TEC system: power carried by electrons leaving
the emitter Pec, net radiative power from the emitter PR,
conductive heat loss in the attached circuit Pew, and finally
power lost from holding the voltage on the grid Pgrid. We
note that the simulations assume periodic boundaries, and
so the current and corresponding power quantities are nor-
malized by area. The conversion efficiency of the device is
the ratio of the net electrical power generated divided by the
net thermal power exhausted. If the electrical power that is
generated from circuit load is Pload, the efficiency η is:

η =
Pload − Pgrid

Pec + PR + Pew
. (1)

The net power transmitted from emitter to collector is:

Pec = Je (φe + 2kBTe) − Jc (φe + 2kBTc) . (2)

Here, Je, the current leaving the emitter, is known exactly
from the simulation. The second term accounts for return
current back to the emitter. The emitter and collector work
functions are φe and φc. The collector is assumed to be held
at a low temperature (Tc < 500◦ K), thus we analytically
compute the return current Jc.

The radiative heat loss is based on an analytic calculation
for infinite parallel plates with some shielding from the grid.
This is calculated as:

PR = εσsb

(
T4

e − T4
c

)
, (3)

where ε is an effective emissivity, σsb is the Stefan-
Boltzmann constant, and Te and Tc are the emitter and col-
lector temperature respectively.
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The power dissipated from the circuit is calculated as:

Pew = 0.5
(

L
ρew
(Tem − Tenv)

2 − ρew(Jec − tJc)
2
)
, (4)

where Jec is the current density from the emitter that reaches
the collector, known exactly from the simulation. The re-
sistivities ρew and ρcw account for the emitter and collector
side wiring respectively and are calculated as a function of
temperature.

The power lost in the gate is calculated based on the grid
voltage Vgrid, the current density striking the grid Jgrid and the
estimated return current, taking into account the geometric
transparency, t, of the grid:

Pgrid = Vgrid
(
Jgrid + (1 − t)Jc

)
. (5)

Finally, the power generated by the TEC is simply cal-
culated from net current at the collector Jec and the load
voltage Vload:

Pload = JecVload. (6)

Simulation Procedure
The efficiency model described by Eq. (1) is only valid 

for steady-state operation. Reaching steady-state requires 
that the transient dynamics dissipate prior to collecting 
electron current information. In particular, fluctuations 
in current near the space-charge limit along with 
corresponding exter-nal circuit feedback must first subside.

In a TEC, current drawn through a load prompts a subse-
quent decrease in the effective voltage across the gap. An ex-
ternal circuit model permits these time-varying adjustments
to maintain an accurate, self-consistent current value as the
device reaches steady-state. We have implemented such a
model, using Python hooks into Warp to adjust the gap volt-
age concurrently with the simulation. These adjustments can
be made with arbitrary stride, meaning that fast fluctuations
driven by noise in the simulation may be period-averaged to
obtain an accurate correction. The resistance of the load is
pre-computed based on the temperature and work functions
of the emitter and collector and estimates for circuit material
properties. Further details on this implementation can be
found in [1].

We have developed a general procedure for verifying
steady-state operation along with segregating measurements
from this initial background. The procedure divides a simu-
lation into four phases. The first two phases consist of initial
emission of background electrons, during which current and
circuit fluctuations are allowed to subside. Next, uniquely
tagged “measurement” particles are emitted, from which
statistics are collected for computing efficiencies. During
the final phase of the simulation, background particles are
re-emitted and any remaining “measurement” particles are
allowed to complete their trajectories. This procedure is
controlled using Python hooks into the Warp simulation,
enabling user-defined feedback and consistency checks. Fig-
ure 1 provides a graphical schematic of this procedure.

Figure 1: The four phase measurement scheme for validating
steady-state and registering measurement particles [1].

GRID POSITION STUDIES
The need for self-consistent modeling and a comprehen-

sive efficiency model can be seen even when considering a
single design parameter. In this case, we consider the role of
grid position in a TEC and its influence on device efficiency.
We maintain fixed cathode and anode configuration, and
vary the position of a grid with fixed geometry. In this case,
the grid consists of a 4x4 rectangular lattice of struts, each
5 nm in width and depth. Simulations are performed with
varying cathode temperature and grid voltage, and the grid
transparency is computed for each run. In each case, grid
transparency is only weakly coupled to temperature and to
voltage. Figure 2 depicts this dependance on voltage.

We conclude that grid transparency scales roughly lin-
early with position along the z-axis, peaking when the grid
is roughly 80% of the way across the gap. This behavior can
be explained by the relative change in transverse momentum
of the electrons due to the change in grid position. When
the grid is near the cathode, a considerable fraction of the
electrons’ momentum is in the transverse plane, thereby in-
creasing the likelihood of impact with the grid. When the
grid is moved closer to the anode, the transparency increases
due to the effective reduction in transverse momentum. Fig-
ure 3 illustrates this relationship.

Implementing the efficiency model quickly identifies a 
preferred operating point amongst otherwise indistinct con-
ditions. Figure 4 reveals that the efficiency peaks for small 
voltages before rapidly declining. The reason for this is well 
understood from the transparency dynamics and the grid loss 
relationship described by Eq. (5). While the transparency 
remains relatively unchanged with increasing voltage, the 
power lost on the grid increases linearly with voltage. Thus, 
the optimal voltage is the smallest value to permit the full 
thermionic current to cross the gap.
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Figure 2: Grid transparency varies only weakly with grid
voltage for fixed device geometry.

Figure 3: Electron transverse momenta are much larger at
the point of grid crossing for grid positions nearer to the
cathode. Grid transparency is subsequently reduced.

IMPROVEMENTS TO THE WARP CODE
Highly resolved, self-consistent simulations of emitted

electrons and their interactions with the device geometry are
required to properly implement these models. To this end, we
employ the Warp particle-in-cell framework, currently in de-
velopment at Lawrence Berkeley National Laboratory. Warp
is a three-dimensional, time-dependent, multi-species PIC
framework, which includes a a flexible array of solvers for
obtaining electrostatic self-fields from Poisson’s equations,
or full electromagnetic fields from Maxwell’s equations [2].
Most TECs operate in a low energy regime for which an
electrostatic description will suffice, so we limit our consid-
eration to the electrostatic components of the code.

Here we discuss recent work with the Warp code to
improve the modeling of similar classes of vacuum nano-
electronic devices. Although the Warp code contains myriad

Figure 4: Efficiency, η, as a function of grid voltage, in-
cluding kinetic losses and other terms in the model. The
efficiency quickly peaks for small voltages, as the current
crossing the gap and thus the load power Pload saturates. Ad-
ditional applied voltage serves only to increase losses on the
gate, as represented by the increasing Pgate curve.

features, further development is required to improve oper-
ation in the space-charge limited regime, along with the
inclusion of three-dimensional internal dielectric structures.

Self-consistent Emission Models
In order to reach peak efficiencies, TECs must be oper-

ated with a large temperature differential. This is usually
accomplished through increasing the emitter temperature,
thus generating very high peak currents. The combination
of high currents with small device size means that operation
is oftentimes space-charge-limited. Therefore, proper de-
vice modeling requires an emission model which takes into
account beam self-fields as well as external applied fields,
even when operating at high temperatures. To this end, we
have validated the Schottky emission model in Warp for
thermionic emission with large applied fields in the space-
charge limit.

For a cathode at temperature T, with work function φe,
the current density jT is given by

jT = AT2e−(φe−∆φ)/kBT , (7)

where kB is Boltzmann constant, and ∆φ is the effective
change in work function of the material, resulting from an
external electric field E according to

∆W =

√
e3E
4πε0

. (8)

This simple model is effective at describing emission
behavior in the presence of modest space-charge fields and
applied fields up to∼ 108 V/m. Warp simulations of a simple
diode with varying applied field and cathode temperature
show good agreement with this model, as can be seen in
Fig. 5. Furthermore, the space-charge forces of the beam are
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properly accounted for as well, and emission is limited by
the Child-Langmuir law in these cases, as shown in Fig. 6.

Figure 5: Normalized current density is plotted as a function
of applied field on the cathode surface for several cathode
temperatures. The simulated current density in Warp shows
excellent agreement with the analytic prediction from Schot-
tky emission theory

μ

Figure 6: As the space-charge limit is approached with in-
creasing temperature, the simulated emission shows small
fluctuations in time before settling to the expected value.

Dielectric Solver
For the parameter regime under consideration, we use

Warp’s electrostatic multi-grid solver to obtain solutions to
Poisson’s equation. The advantage of this solver for TEC

modeling is the ability to incorporate complex boundary con-
ditions using the Shortley-Weller method to obtain subgrid-
resolution representations during the solve [5]. As a result, a
higher order stencil can be used to obtain accurate represen-
tations of the fields near surfaces with minimal additional
computational cost. Internal dielectrics may be specified,
but the solver has historically only supported 2D geometries.

We have extended this multi-grid dielectric solver to work
in 3D, and enabled parallel execution of the solver using
Warp’s standard MPI decomposition scheme. We have per-
formed benchmarks against analytically solvable systems,
for instance a dielectric sphere placed between a cathode
and anode held at fixed potential. Figure 7 shows a slice
of the solution to the electrostatic potential, along with a
lineout comparing the result to theory.

µm

µ
m

V

Figure 7: A 2D slice of the simulated potential between two
parallel plates with a dielectric sphere placed in-between.
Inset, a central lineout shows good agreement with theory.

In addition to extending the available geometries, we have
also added the capability of dielectric structures to capture
charged particles on their surface. Due to the limited charge
mobility, dielectric structures in a TEC may slowly become
charged from electron collisions, leading to the develop-
ment of local field perturbations along the structure’s sur-
face. These fields may alter particle trajectories, changing
the steady-state operation of the system. Warp has been
outfitted with the capability to tag captured particles on di-
electric surfaces. These particles remain fixed at the location
of their intersection with the surface, and contribute to the
surrounding electrostatic potential. Figure 8 shows the ef-
fective charging of a slab of dielectric resulting from the
impacts of incoming electrons.

CONCLUSION
We have developed self-consistent tools using the Warp

code to model thermionic energy converters. We then im-
plemented and tested a well-established efficiency model for
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µm

µ
m

Figure 8: The dielectric particle implementation permits the
buildup of surface charge due to impacts by electrons.

computing the individual loss channels and overall efficiency
of TEC devices. An external circuit model was also included,
which adjusts the potential at the collector to provide real-
istic feedback. These models have proven effective in iden-
tifying design guidelines for basic TEC structures. Further

improvements have been made to Warp to support internal
dielectrics, which are necessary for supporting structures in
realistic devices, and may alter steady state operation.
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PARTICLE-IN-CELL SIMULATION OF A BUNCHED ELECTRONS
BEAM ACCELERATION IN A TE113 CYLINDRICAL CAVITY AFFECTED

BY A STATIC INHOMOGENEOUS MAGNETIC FIELD∗

E. A. Orozco , Universidad Industrial de Santander, A.A. 678 Bucaramanga, Colombia†

V. E. Vergara, J. D. González, J. R. Beltrán,
Universidad del Magdalena, A.A.731 Santa Marta, Colombia

Abstract
The results of the relativistic full electromagnetic Particle-

in-cell (PIC) simulation of a bunched electrons beam accel-
erated in a TE113 cylindrical cavity in the presence of a static
inhomogeneous magnetic field are presented. This type of
acceleration is known as Spatial AutoResonance Accelera-
tion (SARA). The magnetic field profile is such that it keeps
the electrons beam in the acceleration regime along their
trajectories. Numerical experiments of bunched electrons
beam with the concentrations in the range 108–109 cm−3 in
a linear TE113 cylindrical microwave field of a frequency
of 2.45 GHz and an amplitude of 15 kV/cm show that it is
possible accelerate the bunched electrons up to energies of
250 keV without serious defocalization effect. A compari-
son between the data obtained from the full electromagnetic
PIC simulations and the results derived from the relativistic
Newton-Lorentz equation in a single particle approximation
is carried out. This acceleration scheme can be used as a
basis to produce hard x-ray.

INTRODUCTION
The last decades, particle accelerators based on the elec-

tron cyclotron resonance (ECR) phenomenon has been ex-
tensively studied. Different technological applications based
on this phenomenon has been proposed [1–5]. There are
different ways to maintain the ECR condition, which use:
(i) Transversal electromagnetic (TEM) waves in a homoge-
neous magnetostatic field [6,7], (ii) Transversal electric (TE)
waves in waveguides placed on inhhomogeneous magneto-
static field [8, 9], (iii) TE standing electromagnetic waves
in cavities affected by a homogeneous magnetic field grow-
ing slowly in time, known as GYRAC [10, 11] or (iv) TE
standing electromagnetic waves in cavities affected by an in-
homogeneous magnetostatic field, known as SARA [12–16];
among others [17]. In the SARA concept the magnetostatic
field is fitted along the resonant cavity axis to keep the ECR
acceleration regime as the electrons move in helical trajecto-
ries. The SARA concept has been studied both analytically
and numerically in cylindrical TE11p cavities [12–15] as
well as in a TE112 rectangular cavities [16]. An X ray source
based on the SARA concept has been certificated [18].

In the present paper, the influence of the self-consistent
field on the space autoresonance acceleration (SARA) of

∗ Work supported by Universidad Industrial de Santander (Colombia) and
Universidad del Magdalena (Colombia)
† eaorozco@uis.edu.co

bunched electrons beams in the linear TE113 cylindrical cav-
ity is analized, by using a full electromagnetic relativistic
particle-in-cell code. In our numerical scheme, the simula-
tion is carried out in two stages:

1. Calculation of the TE113 steady-state microwave field
before injecting the electrons bunched

2. Self-consistent simulation of the bunched electrons
beams in the SARA acceleration.

The cylindrical TE113 cavity, whose radius and length are
4.54 cm and 30 cm respectively, is excited by a 2.45 GHz
source. In our numerical model, to excite the TE113 mi-
crowave field of 15 kV/cm tension, an input power of 728 kW
is injected into the cavity through a TE10 waveguide. The
electron’s bunched, whose concentrations are in the range
108–109 cm−3, are described in the framework of the Vlasov-
Maxwell equation; which is solved numerically through the
particle-in-cell (PIC) method [19].

The obtained results show that it is possible accelerate
bunched electrons up to energies of 260 keV without serious
defocalization effect. A comparison between the data ob-
tained from the full electromagnetic PIC simulations and the
results derived from the relativistic Newton-Lorentz equa-
tion in a single particle approximation [15] is carried out.
This acceleration scheme can be used as a basis to produce
hard x-ray.

THEORETICAL FORMALISM AND
NUMERICAL METHOD

Physical Scheme and Theoretical Formalism
The electron acceleration in the autoresonance regime by a

standing transversal electric microwave field in an inhomoge-
neous magnetostatic field, known as Spatial AutoResonance
Acceleration (SARA), can be realized in the physical system
shown in Fig. 1.

The cylindrical cavity 1 is placed inside the current coil
set 2 that produces an azimuthally symmetric magnetostatic
field whose value at the end where is the electron gun 5 is
the corresponding to obtain classical resonance. The mag-
netostatic field profile has a relation with the used TE11p
(p = 1,2,3, ...) mode 4, which is excited through the mi-
crowave port 3. The electrons gun 5 injects electrons by one
end of the cavity 1 along the magnetostatic field axis, taken
as z axis. The right-hand polarized electric field component
of the microwave field accelerates the electrons by electron
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Figure 1: A physical model scheme. 1) cavity, 2) magnetic
coils, 3) microwave port, 4) electric field profile; the partic-
ular case of TE113 mode, 5) electron gun.

cyclotron resonance (ECR) along their helical paths until
they impact the opposite end of the cavity.

For a single particle and by using the paraxial approxi-
mation for the fields, the local electron cyclotron frequency
ωc(®)r in the SARA concept is given by [12]:

ωc(z)/ω = γ−1Bz(0, z)/B0

+ γ−1(Ec
0 /B c0 )[1 − γ−2 + (vz/c) ]2 −1/2

× | sin(pπz/Lc)| sin ϕ
(1)

where, ω is the microwave field frequency; γ is the Lorentz
factor; Bz(0, z) is the magnetostatic field profile along the
cavity axis, whose value at the injection point is γ0 0B , being
γ0 the Lorentz factor in said point and B0 = meω/e is the
magnetic field to obtain clasical resonance (me and e are the
mass and electric charge of the electron, respectively); Ec

0 is
the tension of the right-hand circular polarized component
of the electric microwave field; c is the speed of light; vz
is the longitudinal component of electron velocity; p the
index of the TE11p mode; z the longitudinal coordinate of
the electron; Lc the length of the cavity and finally, ϕ is the
phase-shift between the electron transversal velocity and the
electric field component of the microwave field.

A continuous sustenance of the exact resonance is possi-
ble only in the particular case of p = 1, because, if p , 1,
the phase-shift ϕ jumps an angle π in each node of the stand-
ing electromagnetic wave. For the exact resonance ϕ = π,
equation (1) leads to

ωc(z) = eBz(0, z)/γme (2)

Therefore; to maintain the resonance condition ω = ωc , the
magnetostatic field has to be fitted to compensate the increas-
ing of the relativistic factor as the electrons gain energies
along its helical paths. In this case the magnetostatic field
grows monotonously (see Fig. 2a).

For the case p , 1, the magnetostatic field grows in a
non-monotonous way, which has to be fitted to maintain
the phase-shift ϕ in the range π < ϕ < 3π/2 (see the case
p = 2 in Fig. 2b). This range was named Acceleration Band
because for these ϕ values the electromagnetic field can

Figure 2: Typical magnetostatic field profiles (purple lines)
used in the SARA concept for the modes (a) TE111 and (b)
TE112.

transfers energy to the electrons [12]. It is worth mentioning
that in the SARA concept there is present the diamagnetic
force, which is one of the important factors limiting the
energy which can be achieved in this acceleration mechanism.
In order to analyze the influence of the space-charge on the
acceleration efficiency, a self-consistent simulation should
be considered; being the Particle-in-cell (PIC) the most popular
method used for the electrons beam simulations [19].

Numerical Method
To simulate the proposed system, a numerical scheme

based on two sequential stages is used:

1. Calculation of the steady state for the microwave field
before to inject the electrons beam

2. Self-consistent simulation of the bunched electrons
beams in the SARA acceleration by the TE113 cylindrical
microwave field

In our simulations, the perfect electric conductor (PEC)
boundary conditions for both the cavity and the waveguide
coupled to the microwave port are used. To avoid
nonphysical reflections, a perfectly matched layer (PML) in
the opposite end of said waveguide is used (see Fig. 3). To
simulate the input power, the T E10 mode is excited in a
plane adjacent to the PML into the rectangular waveguide
(see Fig. 3). In order to calculate the electric and magnetic
field on the mesh points we use the Uniaxial perfectly
Matched Layer (UPML) method; which solve the Maxwell
equations in a finite diference time domain (FDTD) scheme
based on a Yee’s cell for systems including PML [20,21].

Figure 3: Waveguide-resonant cavity cross section.
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Figure 4: Electromagnetic PIC-algorithm.

For the second stage, the full electromagnetic particle-in-
cell (PIC) method is used. In this method, groups of particles
close to each other in the phase-space called superparticles
(SP), are used to describe the evolution of the distribution
function fe(®r, ®v, t) [19].

The electromagnetic PIC-algorithm in a computational
cycle is showed in Fig. 4, which involves the following steps:

(i) Calculation of the current densities in the mesh points
(green arrows) from the superparticles (SP) positions
and velocities data (blue arrow). In the present work,
the current density is calculate using the conservative
charge method proposed by Umeda et al in order to
fulfill the continuity equation [22].

(ii) Calculation of the self-consistent field on the mesh-
grid points from the current density. In the present
work, ®E sc = ®Eh f + ®E sg, where ®Eh f is the microwave
electric field component and ®E sg is the self-generated
electric field by the electrons bunch. Similarly, the self-
consistent magnetic field component, ®Bsc , is defined.

(iii) Calculation of the total fields, ®Ep and ®Bp , acting on the
superparticles. These fields are calculated through the
interpolation of the total fields on the mesgrid points
(see Fig. 4). In the present work, ®E = ®E sc and ®B =
®Bsc + ®Bs , where ®Bs is the magnetostatic field showed
in Fig. 5.

(iv) Calculation of new positions and velocities of the SPs
through integration of their equations of motion. For
this step, the relativistic Newton-Lorentz equation is

solved numerically through the Boris leapfrog proce-
dure.

In our numerical simulations we consider a 2.45 GHz
cylindrical cavity, whose radius and length are 4.54 cm and
30 cm respectively. To excite a microwave field of 15 kV/cm
tension, an input power of 728 kW is injected into the cavity
through a TE10 rectangular waveguide. It is worth mention-
ing that such high level of the microwave power is because
a non-optimized microwave injection system has been used.

The magnetostatic field profile shown in Fig. 5, where
B0(= meω/e) = 0.0875 T, is generated by four axisymmet-
ric coils whose parameters are given in Table 1, where Ri ,

Table 1: Magnetic Coil System Parameters

Coil Ri Re Lb J z

1 6 cm 20 cm 6 cm 1.39 A/mm2 −5.75 cm
2 6 cm 20 cm 7.5 cm 1.08 A/mm2 8.25 cm
3 6 cm 20 cm 6.9 cm 1.18 A/mm2 19.5 cm
4 6 cm 20 cm 6.1 cm 2.07 A/mm2 32 cm

Re, Lb , and z are the internal radius, the external radius, the
width of each coil, and the positions of the coils, respectively,
and J is the coil current density.

In order to analyze the influence of the space charge on the
spatial autoresonance acceleration, simulations with spheri-
cal electrons bunches were carried out and divided in two
cases (see Table 2).

The simulations are considered finished when the elec-
trons impact with the cavity.
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Figure 5: The profile of the magnetostatic field in the y = 0
plane.

Table 2: Parameters of the Simulations

case 1 case 2

Beam parameters
Electron Bunch Radius 0.5 cm 0.5 cm
Electron concentration ne = 108 cm−3 ne = 109 cm−3

Injection energy 30 keV 32 keV

Simulation parameters
∆x 0.07 cm 0.07 cm
∆y 0.07 cm 0.07 cm
∆z 0.3 cm 0.3 cm
∆t 1.58 ps 1.58 ps
PiC merging factor 2 × 104 2 × 105

RESULTS AND DISCUSSION
Figure 6 shows the obtained steady-state electric field

distribution in the cross section z = Lc/2 (see Fig. 6a), the
longitudinal plane y = 0 (see Fig. 6b) and the longitudinal
plane x = 0 (see Fig. 6c) for the first stage of the simulation.
This graphics show good agreement with the obtained from
the well known analytical expressions of the linear polarized
TE113 mode whose amplitude is E l

0 =15 kV/cm. The elec-
trons interacts effectively only with the right-hand polarized
electric field component of the microwave field, which has
an amplitude Ec

0 = E l
0/2. Figure 7 shows the time evolution

of the phase-shift between the electrons transversal velocities
and the right-hand circular polarized component of the electric
microwave field, for the case 1 (see Table 2) and for the
single-particle approximation studied in [15]. In this graph,
the Acceleration band is shown in blue color.

It can be noted that at the injection point there are present
all the possible values for the phase-shift. This happens
because the electric field has a node in such a point while
the self-consistent field pushes outward the electrons in all
radial directions. The phase-shift acquire mostly the values

Figure 6: Steady-state electric field distribution in (a) the
cross section z = Lc/2, (b) the longitudinal plane y = 0 and
(c) the longitudinal plane x = 0.

around of the value π/2 due to the deviation produced by
the magnetic field component of the microwave field [12].
Then a fast phase-focalization occurs by the microwave field
at the position z ' 5 cm, where all the electrons are close to
the exact resonance, ϕ = π. We can see that the phase shift

Figure 7: Time evolution of the phase-shift between the
electrons transversal velocities and the right-hand circular
polarized component of the electric microwave field. Red
circles correspond to the case of ne = 108 cm−3 electrons
bunched and the green line for the single particle approxi-
mation.

ϕ jumps an angle π at the planes z =10 cm and z =20 cm,
where the TE113 microwave electric field has nodes (see
Fig. 6). These jumps don’t remove significantly the phase-
shift from the Acceleration band π/2 < ϕ < 3π/2; therefore
the electrons energies grow monotonously, except for the re-
gions 10 cm. z . 12.5 cm and 20 cm. z . 22.5 cm where
the ϕ values are outside of the Acceleration band (see Fig. 8).
From this figure we can see that there is not any significant
difference between the energy evolution of both the elec-
trons bunched and the single electron. It can be noted in
Fig. 7, Fig. 8 and Fig. 9 that its projections onto the z-axis
are intervals of the width about of 1 cm, the diameter of the
electrons bunched. For this case, the self-consistent field
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Figure 8: Time evolution of the energy for the ne = 108 cm−3

electrons bunched (red circles) and for the single particle
approximation ( green line).

Figure 9: Time evolution of the transversal (βT = vT /c) and
longitudinal (βz = vz/c) velocities for the ne = 108 cm−3

electrons bunched (red circles) and for the single particle
approximation (green line).

does not significantly affect the electron-beam focalization
(see Fig. 7) and the energy spread of the electrons impacting
on the wall is found not greater than 8% (see Fig. 8).

The evolutions of the transversal and longitudinal veloc-
ity components are shown in Fig. 9. It can be noted the
diamagnetic force effect on the longitudinal velocity, which
decrease until the value 0.08 c when the electrons impact to
the cavity. In such position the transversal velocity of the
electrons is maximum.

For case 2 (see Table 2), the bunch evolution is found
similar to described in case 1; except for times greater than
5 microwaves period (see Figs. 8 and 11). This effect is

attributed to the self-generated electric field, ®E sg; which is
10 times more intense than for the case 1. The self-generated
electric field tends to expand the electrons bunch in all radial
directions; however, in the transversal plane, the combined
effect of the microwave electric field component ®Eh f and
the magnetostatic field contribute to the transversal confine-
ment of the electrons bunch. On the contrary, in the axial
direction, there is not any confinement mechanism for the
electrons bunch; which causes its widening in such direction.
It can be appreciated in Figs. 8 and 11 that its projections
onto the z-axis are intervals of the width about of 3 cm and
4 cm, for the instants t = 7 and t = 9 microwaves periods, re-
spectively. Such widening causes a spread in the velocities

Figure 10: Time evolution of the phase-shift between the
electrons transversal velocities and the right-hand circular
polarized component of the electric microwave field for the
ne = 109 cm−3 electrons bunched.

Figure 11: Time evolution of the energy for the ne = 109

electrons bunched.
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of the electrons move in diferent acceleration conditions (
see Fig. 10 for t ≥ 9 microwaves period). The energy spread
observed in Fig. 11 is caused by this effect.

We can note that the spread in the velocity is found sim-
ilar for both, the longitudinal and transverse velocity (see

Figure 12: Time evolution of the transversal (βT = vT /c)
and longitudinal (βz = vz/c) velocities for the ne = 109

electrons bunched.

Figure 13 shows the energy spectrum of the electrons that
impact with the oposite wall of the cavity at the position
z = Lc obtained from our numerical simulations for the two
cases considered (see Table 2) . We can note that the energy
spread for the ne = 108 cm−3 electrons bunchs is not greater
than 8%.

Figure 13: Numerical predictions of the energy spectrum
for the electrons impacting on the cavity wall, zwall = Lc ,
for the ne = 108 cm−3 electrons bunched (red line) and for
the ne = 109 cm−3 electrons bunched (blue line).

CONCLUSION
The realized numerical experiment shows that electrons

bunched can be accelerated up to energies of 250 keV in
spatial autoresonance acceleration conditions by using a
TE113 mode. It was shown that for the ne=108 cm−3 elec-
trons bunch there is not present serious defocalization effect.
For the ne=109 cm−3 electrons bunched, the self generated
electric field spread it in longitudinal direction, which affect
the acceleration regime. However, this effect can be reduced
by using a continuos electron beam in the injection process.
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SPARSE GRID PARTICLE-IN-CELL SCHEME FOR NOISE REDUCTION
IN BEAM SIMULATIONS

L. F. Ricketson∗, Lawrence Livermore National Laboratory, Livermore, CA, USA
A. J. Cerfon, Courant Institute of Mathematical Sciences, New York University, New York, NY, USA

Abstract
We demonstrate that the sparse grid combination tech-

nique, a scheme originally designed for grid based solvers
of high-dimensional partial differential equations, can be
effectively applied to reduce the noise of Particle-in-Cell
(PIC) simulations. This is because the sparse grids used in
the combination technique have large cells relative to a com-
parable regular grid, which, for a fixed overall number of
particles, increases the number of particles per cell, and thus
improves statistical resolution. In other words, sparse grids
can accelerate not only the computation of the electromag-
netic fields, but also the particle operations, which typically
dominate the computation and storage requirements.

INTRODUCTION
In charged beams in particle accelerators, the Coulomb

collision frequency is much smaller than the other frequen-
cies of interest, even at the highest achievable beam intensi-
ties. A kinetic description of the beam is therefore required,
in which one solves for the beam distribution function giving
the number of particles in an infinitesimal six-dimensional
phase space volume. Because of the high dimensionality of
the phase space volume, intense beam simulations are very
computationally intensive; even a modest grid resolution
for each of the six dimensions pushes the limits of today’s
largest supercomputers.

To circumvent this difficulty, particle based approaches
to the problem have been widely adopted, usually in the
form of the Particle-in-Cell (PIC) algorithm [1]. The PIC
method has the advantages of being conceptually intuitive,
being well-suited for massive parallelization, and only re-
quiring discretization of configuration space. Detailed PIC
simulations of intense charged beams are routinely run and
relied upon to explain experimental results and to design
new accelerators [2, 3]. Even so, the accuracy of these PIC
simulations remains limited due to the probabilistic nature of
the PIC scheme, which requires a large number of particles
to be simulated in order to reduce statistical noise. We will
indeed show in this article that the slow decay of this noise
with the number of simulated particles implies that for a
given target accuracy, standard PIC simulations may even be
more computationally intensive than grid based simulations.

In this work, we present a new algorithm which addresses
this unsatisfying state of affairs by reducing the noise in
PIC simulations. The algorithm is based on the sparse grid
combination technique, a method originally intended to ad-
dress the poor scaling of grid based PDE solvers with di-
mension [4]. We will explain how to apply the combination
∗ ricketson1@llnl.gov

technique in a PIC setting, and demonstrate its promise by
using our algorithm to solve standard problems in plasma
and beam physics. The structure of the article is as follows.
In the first Section, we compare the asymptotic run time
complexity of a standard grid based kinetic solver and a
standard PIC solver, and arrive at the conclusion that noise
reduction strategies need to be implemented for the PIC ap-
proach to be desirable from a complexity point of view. In
the second Section, we briefly present the sparse grid com-
bination technique in the simple yet enlightening context
of linear interpolation. The combination technique is the
central idea motivating our new scheme. In the third Section,
we explain how the combination technique can indeed be
favorably applied in the context of PIC solvers, and numer-
ically demonstrate the significant reduction in noise from
doing so in the fourth Section. The fifth Section focuses on
the limitations of our new sparse PIC scheme in its current,
somewhat naive implementation, and highlights directions
for further improvement. We provide a brief summary of
our work in the last Section.

THE CURSE OF DIMENSIONALITY VS
THE CURSE OF NOISE

It is well known that grid-based solvers for the kinetic
equations describing beam evolution scale badly with the
dimensionality of the problem. The computational complex-
ity κ of a grid-based code can be expressed, in the best case
scenario, as

κ ∼
h−d

∆t
,

where h is the grid size, ∆t is the time step, and d is the
dimension of the problem. If we consider a typical solver
which would be second-order accurate in space and time,
the numerical error ε scales like h2 and ∆t2, so numerical
error ε and run-time complexity κ can be related through
the scaling

κ ∼ ε−
d+1

2 .

The exponential dependence of κ on d is a major reason why
continuum kinetic simulations are computationally intensive.
It is often referred to as the curse of dimensionality.

Particle based algorithms such as the PIC algorithm ad-
dress the curse of dimensionality by approximating the dis-
tribution function in terms of macro-particles which evolve
in configuration space, which is at most three-dimensional.
If Np is the number of particles used in the simulation, we
can write

κ ∼
dNp

∆t
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At this point, it appears that the dependence of κ on dimen-
sion is much more favorable. However, the proper measure
is to consider the complexity for a certain level of numerical
error ε. The price one pays by adopting a particle based
approach is in its inherent statistical noise, which only de-
creases with the square root of the number of simulated
particles. Specifically, in a standard PIC scheme, if Nc is the
number of cells used and dX the number of dimensions of
the configuration space, ε ∼ (Np/Nc)

−1/2 ∼ N−(1/2)p h−dX /2,
ε ∼ h2, and ε ∼ ∆t2. Using these scalings in the formula
for κ, one finds

κ ∼ dε−(2.5+
dX )

2 .

One notes that because of the slow convergence of the nu-
merical error with the number of simulated particles, the
scaling of κ is not favorable for the PIC scheme for small
values of d and dX . Even for d = 6 and dX = 3, which
correspond to the largest values one needs to consider in
beam physics, κ depends more strongly on ε in a standard
PIC scheme than in a standard continuum scheme: ε−4 vs
ε−7/2. This is what we may call the curse of noise.

In the remainder of this article, we will present and ana-
lyze the performance of a numerical scheme we propose to
address the curse of noise in PIC simulations. The algorithm
is directly inspired from a numerical method known as the
sparse grid combination technique, which was originally
invented to tackle the curse of dimensionality of grid based
solvers for partial differential equations [4]. As we will show,
it can also be an efficient technique to address the curse of
noise in particle based solvers.

THE SPARSE GRID COMBINATION
TECHNIQUE: ILLUSTRATION WITH

INTERPOLATION
In this section, we present the fundamental idea under-

pinning the sparse grid combination technique by focusing
on its application in a key step of the PIC scheme, namely
the interpolation from values on a grid to points off the grid.
For the simplicity of the presentation, we will consider a
two-dimensional situation. However, the same ideas are ap-
plicable - and in fact more valuable - in three-dimensional
situations.

We consider a standard case in which we know the values
of the function u(x, y) on a Cartesian grid discretizing the
square [−1,1] × [−1,1], with grid width and height hx and
hy , and we wish to approximate u on the entire domain via
bilinear interpolation. The error between the exact function
u and its approximation u at a particular point off the grid is
given by the exact formula [4]
u(x, y) − u(x, y) = C1(hx)h2

x + C2(hy)h2
y + C3(hx, hy)h2

xh2
y .

(1)
where the Ci above are functions with a uniform upper bound.
In the absence of additional information about u, one typ-
ically chooses hx = hy = h and finds an error of O(h2).
Furthermore, the computational complexity κ of the optimal
scheme scales linearly in the number of grid points, so that

κ = O(h−2). We conclude that κ scales with the numerical
error ε according to κ ∼ ε−1. In arbitrary dimension D, the
same reasoning leads to the optimal complexity κ ∼ ε−D/2,
where we observe an exponential dependence on D – this is
precisely the curse of dimensionality.

The combination technique is designed to reduce the
strong dependence of κ on D by using cancellation across
different “sparser" grids. Suppose the desired resolution
is hN = 2−N for some positive integer N . Let hix = 2−i ,
h j
y = 2−j and ui, j be the approximation of u on the cor-

responding grid. Then, consider the quantity uN defined
by

uN =
∑

i+j=N+1
ui, j −

∑
i+j=N

ui, j . (2)

In each of the sums, i and j are strictly positive integers. The
combination (2) is depicted graphically in Figure 1.

Figure 1: A graphical depiction of the combination of grids
used in (2). (Top) The green ‘+’ signs represent grids that
give a positive contribution, while red ‘−’ signs are sub-
tracted. Cancellation arises from pairing neighboring grids
along vertical and horizontal axes. (Bottom) An illustration
of the sparse grids giving a positive contribution (in green),
and the sparse grids giving a negative contribution (in red),
for the case N = 4. The blue grid is the equivalent full grid
one would use in a standard PIC simulation

By considering Figure 1 and the error formula (1), we see
that a great deal of cancellation occurs in computing the error
corresponding to uN . Specifically, for any particular i be-
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tween 1 and N−1, a grid with horizontal spacing hix appears
exactly once in each of the two sums in (2). For those two
grids, the term C1(hx)h2

x that appears in (1) cancels exactly,
because it is independent of hy . The only contribution from
the O(h2

x) term thus comes from the grid with hx = 2−N .
Analogous reasoning for the y-direction leads to the result
u − uN =C1(hN )h2

N + C2(hN )h2
N (3)

+ h2
N

 1
4

∑
i+j=N+1

C3(hix, h
j
y) −

∑
i+j=N

C3(hix, h
j
y)

 ,
(4)

where we have used the fact that hixh j
y = hN/2 when i + j =

N + 1 and hixh j
y = hN when i + j = N . The expression

in braces contains 2N − 1 terms which are all uniformly
bounded by constants, so we find that

|u − uN | = O(Nh2
N ) = O(h2

N | log hN |). (5)
In other words, uN approximates u nearly as well as an ap-
proximate solution using hx = hy = 2−N . This is illustrated
in Figure 2, in which we plot the maximum error when inter-
polating the function u(x, y) = sin(2πx) cos(3πy) at 50 ran-
domly located off-grid points in the square [−1,1] × [−1,1].
For each value of N , the interpolation error for the 50 points
are plotted, with black dots for the sparse grids technique,
and red stars for standard linear interpolation. The results
confirm our asymptotic scalings. We however note a draw-
back of the sparse grid combination technique, which is
explicit in this figure and which we will return to later in this
article: the leading term in the sparse grid error depends on
C3, which is proportional to the fourth-order mixed deriva-
tive uxxyy . This is the reason the constant for the purple
curve in Figure 2 is larger than the constant for the yellow
curve, and highlights the fact that the sparse grid technique
requires functions to be quite smooth to be more efficient
than the standard scheme.

Now, to understand why this technique leads to a favor-
able run time complexity, observe that each grid used in the
combination technique has O(h−1

N ) grid points, and there
are O(N) grids, implying the scaling κ = O(h−1

N | log hN |),
which we can write in terms of the error ε: κ ∼ ε−1/2 | log ε |2.
For three dimensional problems, this scaling generalizes
to [5]

κ ∼ ε−1/2 | log ε |4. (6)
We see that with sparse grids, the dimensionality of the
problem affects the complexity of the algorithm only through
a weak logarithmic dependence. At least asymptotically, one
can thus achieve the same accuracy considerably faster with
the combination technique than with a single regular grid.

COMBINING SPARSE GRIDS WITH PIC
Sparse grids are not limited to interpolation, and can

also be applied to another expensive stage in a standard
PIC scheme, in which we assign a charge density to each
macroparticle, through the introduction of a shape functions
S. To see why this is so, note that the numerical error of ap-
proximating the true particle density ρ with the approximate

Figure 2: Numerical error as a function of the number of
grid points N for the linear interpolation of the u(x, y) =
sin(2πx) cos(3πy) at randomly located off-grid points in the
square [−1,1] × [−1,1]. The black dots correspond to the
error obtained with the sparse grids combination technique,
and the red stars correspond to the error obtained with stan-
dard interpolation. The asymptotic scalings O(N−2) and
O(N−2 log N) are shown with continuous lines for compari-
son.

density % can be written as [5]
ρ(xk)− %(xk) = C1(hx)h2

x+C2(hy)h2
y+C3(hx, hy)h2

xh2
y+ξk,

(7)
where ξk is a random variable with E[ξk] = 0 and Var[ξk] ≈
4Qρ(xk )

9
1

hxhyNp
, with Q the total charge of the beam. The

first three terms on the right-hand side of Eq. (7) can be
interpreted as the grid-based error of the scheme, while the
last term is the particle sampling error. The grid based er-
ror has exactly the same form as in Eq. (1), so applying
the combination technique to the evaluation of % will yield
the same benefits as before for this contribution to the total
error. Furthermore, we have shown in [5] that the sparse
grids combination technique also eliminates the curse of
dimensionality for the particle sampling error, which scales
as εsamp ∼ | log hN |

D−1(NphN )
−1/2 in a sparse grids im-

plementation of a problem with spatial dimension D. These
results prompt us to consider the following sparse grids mod-
ification to the standard PIC algorithm:

(i) Push particles exactly as in standard PIC.

(ii) Assign to each particle a sequence of shape functions
Si, j(x− xp) = τ(2i(x − xp))τ(2j(y − yp))/2i+j , where
τ is the “hat" function such that τ(x) = 1− |x | if |x | ≤ 1
and τ(x) = 0 otherwise, and approximate the overall
charge density via

ρ ≈ % =
∑

i+j=n+1
%i, j −

∑
i+j=n

%i, j, (8)

where %i, j is defined at grid points xk ,` = (k2−i, `2−j)
by

%i, j(xk ,`) =
Q
Np

∑
p

Si, j(xp − xk ,`) (9)
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and extended to the entire domain using bilinear inter-
polation.

(iii) Use a grid-based Poisson solver to compute ϕi, j and
Ei, j by solving −∇2ϕi, j = %i, j

(iv) Evaluate E at the particle positions xp via

E(xp) =
∑

i+j=n+1
Ei, j(xp) −

∑
i+j=n

Ei, j(xp). (10)

Use this to repeat step i.

The run time complexity κ in terms of the error ε of this
sparse-PIC algorithm is κ ∼ D Np

∆t ∼ Dε−3 | log ε |3(D−1) and
depends weakly on the dimension of the problem [5]. The
improvement over standard PIC can be intuitively understood
in the following way. The figure of merit for the statistical
error in a PIC scheme is the number of particles per cell
Pc = Np/Nc , where Nc is the number of cells. Since Nc

scales inversely with the cell volume, Nc ∼ h−3 on a regular
grid in 3-D. However, on a 3-D sparse grid, Nc ∼ (4h)−1.
We thus achieve many more particles per cell, even with the
total particle number fixed, by using a hierarchy of sparse
grids. Observe furthermore that in a typical PIC scheme,
the cell size has to be smaller than the DeBye length in all
dimensions. In contrast, in sparse PIC only few grids have
to resolve the DeBye length, and when they do, they only
do so in one cell direction. In the next section, we will show
that these theoretical results are confirmed in practice, with
significant speed up as compared to a standard PIC scheme.

In addition to the stark algorithmic advantages described
above, sparse PIC also holds the promise of tremendous
benefit in massively parallel implementations. On mod-
ern distributed memory architectures, PIC’s spatial grid is
typically domain-decomposed across many compute nodes.
Thus, at each time step, particle data must be moved onto the
node corresponding to its location on the grid. This creates
considerable communication and load-balancing overhead,
both of which play increasing roles in determining overall
computation time as architectures advance. The sparse com-
bination grids being promoted here, however, require far
less memory to store than their full-grid counterparts - for
example, a 2048× 2048× 2048 full grid of double precision
floats requires 64 gigabytes of storage, while the analogous
sparse combination grid requires only 1.44 megabytes. With
sparse grids, it thus becomes trivially cheap to replicate the
entire spatial grid on every compute node. By doing so,
particles may remain on a single node for the entirety of the
simulation, eliminating data motion and making load bal-
ancing for particle operations trivial - one simply initializes
each node with exactly the same number of particles!

NUMERICAL EXAMPLE
To illustrate noise reduction through the sparse grids com-

bination technique, we consider the time evolution of a Gaus-
sian electron distribution in a periodic simulation domain.
Two things are expected to happen: 1) the electron distri-
bution is subject to periodic Langmuir oscillations at the

plasma frequency; 2) the amplitude of the density distribu-
tion decreases due to nonlinear Landau damping. This is
indeed what we observed. The measure of interest for this
article is the level of statistical noise in the density distribu-
tion after one Langmuir oscillation, which can be visualized
in Figure 3. This figure demonstrates the remarkable sav-
ings in terms of computer time and memory usage sparse
grids bring about: with 100 times fewer particles, the sparse-
PIC scheme yields comparable accuracy as the standard PIC
scheme.

Since sparse grids are designed to combat the curse of
dimensionality, the savings are even more significant for
3-dimensional simulations, as we have shown for Landau
damping in three dimensions in [5]. We chose not to plot
the results here, because they are not as visually striking.
However, we will highlight the central conclusions. We
found that sparse PIC consistently uses less memory than
standard PIC for a given target accuracy, often by an order
of magnitude. For a target error in the electron density,
sparse PIC also consistently uses less computation time than
standard PIC; for the electric field, which is less affected by
sampling noise, the computation times can be comparable.

A WORD OF CAUTION
This article summarizes very recent progress for a project

that is still in its infancy. We therefore would like to empha-
size drawbacks of the sparse grids technique as presented
here, which one will need to address in order to obtain a
scheme which is indeed superior to the standard PIC scheme
in most situations of physical interest. First, it is clear from
the presentation in the third Section (“The Sparse Grid Com-
bination Technique: Illustration with Interpolation”) that
the combination technique requires a structured grid. This
may not be too stringent a constraint for the simulation of
the acceleration phase in cyclotrons, but may be more chal-
lenging in other situations, such as axial injection into the
cyclotron [3]. Furthermore, as we also highlighted in the
third Section, the combination technique is not well suited for
functions which have fine structure in all directions, which
can be understood from the fact that the sparse grids never
have fine resolution in all directions. Put differently, sparse
grids perform best when the structure of the solution is
aligned with the grid in a tensor product-like structure [6].
We have verified this empirically in [5] by considering a
physical problem for which the solution is more efficiently
represented in cylindrical coordinates. We found that in
this situation the performance of the standard PIC scheme
was superior to that of the sparse PIC scheme in the simple
Cartesian implementation presented in this article.

Because our work is still at a very early stage, we do not
see these drawbacks as condemning the sparse PIC algorithm
to only be used for the very specific cases considered here.
Instead, it is a motivation to improve the young version of our
scheme we presented in this article, in order to make it more
robust and versatile. A promising avenue for improvement is
to rely on higher order interpolation and higher order shape
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Regular grid, Np ≈ 2 × 109

Sparse Grid, Np ≈ 107

Regular Grid, Np ≈ 107

Figure 3: Time snapshots of the electron density from three
simulations of the same nonlinear Landau damping problem.
All have 1024 × 1024 effective resolution. Compared to the
top figure, the sparse grid solution (middle) has comparable
statistical resolution but runs 30 times faster. Compared to
the bottom figure, the sparse scheme runs in comparable
time, but with considerably improved statistics.

functions, in order to reduce the grid-based error due to the
sparse grids combination technique. Combining the sparse
grids combination technique with adaptive mesh refinement

[7] may also have a strong potential, as it would allow us to
better resolve the fine scale structures the sparse grids are
missing. Finally, one could numerically construct optimized
coordinate systems to be used by the sparse-PIC solver as
the solution evolves, which would be designed to optimally
align with the solution at each time step.

CONCLUSION
We have presented a new strategy for reducing statisti-

cal noise in PIC simulations based on the sparse grid com-
bination technique, a numerical method which had previ-
ously only been considered for grid based solvers. We found
that our algorithm could lead to major savings in memory
and computation time because the number of particles re-
quired to reach a certain level of accuracy is drastically re-
duced as compared to the requirements for the standard PIC
scheme. This is because the sparse grids used in our nu-
merical scheme all have larger cells than in a standard PIC
scheme, thus increasing the number of particle per cells for a
given total number of particles. And by virtue of the sparse
grid combination technique, the price we pay for this is only
a slight increase in the grid-based error.

Our straightforward algorithm underperforms in situa-
tions in which the solution is far from aligning with the
directions of the grid and has fine structure in all dimensions.
We are currently considering improvements to our scheme
to tackle these issues.
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Abstract 
Fluctuations of beam parameters and uncertainties of 

quadrupole gradients during measurements have effects on 
the reconstruction of initial particle distributions. To 
evaluate these effects, the concept of a distribution 
discrepancy is proposed. Results suggest effects of 
fluctuations of beam parameters are small, while 
uncertainties of quadrupole gradients are the main factors 
that affect the reconstructed distributions. By comparing 
the measured distributions with distributions produced by 
tracking the reconstructed initial distributions, it is proved 
that the real or quasi-real (closest to real) initial distribution 
can be obtained as long as the minimum distribution 
discrepancy is found.  

INTRODUCTION 
The Beam Test Facility (BTF) at SNS consists of a 65 

kV H- ion source, a 2.5 MeV RFQ, a beam line with 
advanced transverse and longitudinal beam diagnostic 
devices and a 6kW beam dump (as shown in Fig. 1). One 
of the main goals of the BTF is to provide a platform for 
conducting R&D for novel accelerator physics and 
technological concepts related to high intensity hadron 
beam generation, acceleration, manipulation and 
measurement [1]. Of particular importance is to conduct 
the first direct 6D phase space measurement of a hadron 
beam [2] which will be used to high intensity beam halo 
study [3].  

Reconstruction of particle distributions from 6D phase 
space measurement is not trivial. Therefore, reconstruction 
of a 2D distribution without considering coupling between 
horizontal, vertical and longitudinal planes can be carried 
out as the first step, which can help validate the approach 
of reconstruction of particle distributions and obtaining of 
the real initial distribution which may be affected by beam 
parameters and quadrupole gradients, gaining experiences 
for the eventual reconstruction of 6D phase space particle 
distributions. 

There are usually two methods to reconstruct the initial 
particle distributions by PIC simulation codes, one is 
fitting the RMS beam sizes of the measured distributions, 
the other is a tomography-like technique [4]. At SNS, a 
more direct method based on emittance data in both 
transverse directions and the backward tracking ability of 
PyORBIT is used [5,6], and a dedicated PIC back-tracking 
simulation code based on PyORBIT has been developed. 
The simulation code can transform measured particle 

distributions into bunches for backward tracking, create 
backward lattice to track the bunch from measurement 
location to entrance of the lattice. In the work presented 
here, the lattice is the section of the BTF from the RFQ exit 
to the first slit (Slit 1) which is used to measure the 
transverse particle distributions. There are four 
quadrupoles (Q1, Q2 Q3 and Q4) in the lattice, which can 
be seen in Fig. 1. This paper mainly focuses on the 
investigation of influences of beam parameters and 
quadrupole gradients on the reconstructed particle 
distributions and how to obtain the real initial distributions. 

 
Figure 1: Layout of beam test facility at SNS. 

VALIDATION OF BACK-TRACKING 
SIMULATION CODE 

The back-tracking simulation code needs to be verified 
that it can accurately backward track a distribution before 
it is applied to the distribution reconstruction. 

First, an ideal Gaussian distribution is used to validate 
the back-tracking code. An ideal Gaussian distribution is 
generated at the RFQ exit and tracked to the slit 1 by the 
forward-tracking code. Then the back-tracking code tracks 
the distribution at slit 1 backward to the RFQ exit with the 
same quadrupole settings, and the final distribution is 
compared with the initial distribution. Specifically, 
corresponding particle coordinates are compared between 
the two distributions, and the maximum particle 
coordinates discrepancy in phase space is used as a 
measure of comparison. The parameters of the initial 
distributions are ax =−1.99, bx = 20 mm/mrad, ex = 
0.16 mm·mrad, ay =−1.99, by = 20 mm/mrad, ey = 
0.16 mm·mrad, respectively, and the particle number is ten 
thousand.  

Figure 2 displays the initial Gaussian distributions 
(black) and the distributions produced by back tracking 
(red). It illustrates the two distributions are coinciding 
completely in both x-plane and y-plane. Detailed 
comparison results show that the maximum particle 
coordinates discrepancies in x and y planes are 
(5.65×10−5 mm, 5.05×10−4 mrad), (5.0×10−5 mm, 
5.0×10−4 mrad) for 0 mA and (6.37×10−5 mm, 8.21×10−4 mrad), 
(5.31×10−5 mm, 8.6×10−4 mrad) for 50 mA, which prove that 

RFQ 
beam

Quadrupoles

Slit 1

Quadrupoles Dipole

Beam 
dump

Bunch shape 
monitor and 
beam stop

Slit 2

Q1
Q2

Q3
Q4

 ______________________________________  
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the back-tracking simulation code can reconstruct ideal 
distributions accurately. 

 
Figure 2: Initial particle distribution and distribution 
produced by back tracking. 

Next, the back-tracking code is tested with measured 
distributions. If the distributions, produced by forward 
tracking the reconstructed distributions which are 
generated by backward tracking the measured distributions, 
are the same as the measured ones, the back-tracking code 
is validated. In contrast to the ideal distribution which is 
generated in both the transverse and longitudinal phase 
spaces by the forward-tacking code, the measured 
distributions have no particle distribution in the 
longitudinal phase space. Thus, a longitudinal distribution 
is generated by forward tracking the RFQ output 
distributions and assigned to the measured distributions to 
form a complete input distribution for the back-tracking 
code. By comparing the measured distributions with the 
distributions produced by forward tracking the 
reconstructed distributions, the maximum particle 
coordinates discrepancies are (3.47×10−5 mm, 
1.10×10−4  mrad) and (7.89×10−5 mm, 8.8×10−5 mrad) in x-
plane and y-plane, respectively. This result certifies that the 
back-tracking simulation code is reliable for measured 
distributions, too. 

RECONSTRUCTION OF INITIAL 
PARTICLE DISTRIBUTION AT RFQ EXIT 
Distribution Discrepancy 

Due to the uncertainties of quadrupole gradients and 
fluctuations of beam current during measurements, the 
reconstructed initial distribution by one measured 
distribution may deviate from the real initial distribution. 
Therefore, the real initial distribution needs to be 
confirmed by two or more measured distributions 
produced by different quadruple settings.  In order to 
investigate the influences of beam parameters and 
quadrupole gradients on the reconstructed distributions 
and to obtain the real initial distribution, the concept of 
distribution discrepancy is proposed.  

Assume there are two particle distributions in x-xp 
phase space (red distribution and blue distribution, as 
plotted in Fig. 3), and their particles are divided by the 
same grids into different squares according to their 
coordinates. Then the distribution discrepancy, denoted by 
DistD, is defined by the following formula: 

DistD = 	'(
𝑁*,,-

𝑇𝑁- −
𝑁*,,0

𝑇𝑁0(
*,,

,

Where i and j are the grid number in x and xp direction, r
and b mean the red distribution and blue distribution, 𝑁*,,-  
and 𝑁*,,0  stand for the particle number of red distribution 
and blue distribution in the (𝑖, 𝑗) square, 𝑇𝑁- and 𝑇𝑁0 are 
total particle number in the red distribution and blue 
distribution, respectively. Big grid numbers produce high 
position and angle resolutions. Here grid numbers 
100×100 are chosen in x-xp and y-yp phase spaces, which 
means the position and divergency angle resolutions are 
about 0.05 mm and 0.4 mrad. If the two distributions are 
reconstructed by two different quadrupole settings, a small 
distribution discrepancy means they are not only close to 
each other, but also all close to a specific distribution which 
is the real initial distribution. While it is difficult to find the 
real initial distribution which requires the distribution 
discrepancy to be zero, a quasi-real initial distribution 
which is the closest to the real initial distribution can be 
obtained as long as the minimum distribution discrepancy 
is found.  

In order to enhance the reconstruction accuracy, four 
measured distributions of 20 mA produced by four 
different quadruple settings are used to find the real or 
quasi-real initial distributions at the BTF RFQ exit. In this 
way, every two reconstructed distributions are compared 
with each other which means there are total six distribution 
discrepancies. The quasi-real initial distribution is obtained 
when the maximum distribution discrepancy (max_DistD) 
among the six reaches the minimum value.  

 
Figure 3: Particle distributions comparison. 

Effects of Assigned Longitudinal Beam 
Distribution and Beam Current 

The assigned longitudinal beam distribution is 
produced by the forward-tracking code with the 20 mA 
RFQ output distributions. Therefore, a study of effects of 
the assigned longitudinal beam distribution on distribution 
discrepancies is conducted by studying the effects of the 
parameters of the RFQ output longitudinal distribution. 
The Twiss parameters and emittance of the RFQ output 
longitudinal distribution are 𝛼6 ≈ 0, 𝛽6 	≈ 0.6 mm/mrad 
and 𝜀6 ≈ 0.2  mm-mrad, respectively, according to the 
RFQ design result [7], and a range around these values (as 
shown in Fig. 4) is used in the study. The top two and the 
bottom left plots in Fig. 4 display the relationship between 
max_DistD and the parameters of the longitudinal 
distribution at the RFQ exit. They demonstrate that the 
effects of the assigned longitudinal beam distribution on 
distribution discrepancies are very small, and consequently, 
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the designed RFQ output longitudinal distribution can be 
used to generate the initial distributions at RFQ exit. 

 
Figure 4: Effects of assigned longitudinal distribution and 

beam current on distribution discrepancies. 

The bottom right plot in Fig. 4 shows fluctuation of 
beam current has a small effect on distribution 
discrepancies, too. Thus, 20 mA can be used for the 
reconstruction of initial distributions.  

Effects of Quadrupole Gradients 
The quadrupole gradients used for the study are 

obtained from the quadrupoles control system by 
comparing the current readings from the power supplies 
with the known relationship between gradients and 
currents [8]. The uncertainty of the current readings causes 
uncertainty in quadrupole gradients. Figure 5 illustrates the 
relationship between max_DistD and gradient variations of 
the fourth quadrupole during the fourth measurement, in 
which the setting gradient is 6.875 T/m according to the 
current reading. It can be seen from Fig. 5 that a change 
from −5% to 5% of the gradient causes about 27% and 45% 
variations of distribution discrepancies in x-xp phase space 
(max_DistD(x)) and y-yp phase space (max_DistD(x)), 
which means the uncertainty of quadrupole gradients have 
a great impact on the initial particle distributions at RFQ 
exit. Figure 5 shows the effects of gradient uncertainty of 
only one quadrupole during one measurement. There are 
total four measurements and each quadrupole of every 
measurement has influence on the distribution 
discrepancies. Therefore, all the influences have to be 
investigated to obtain the initial distributions. Due to the 
large amount of gradient combinations a script was written 
to handle the calculations and to analyze the results.  

 
Figure 5: Relationship between max_DistD and gradient 
uncertainty (c4_G4 means gradient of the fourth quadrupole 
during the fourth measurement). 

 

Generation of Initial Particle Distributions 
It has been found that the minimum max_DistD(x) and 

max_DistD(y) do not occur at the same gradient setting 
combination during data analysis, in other words, 
max_DistD(y) is 0.460 when max_DistD(x) is the 
minimum value of 0.256, while max_DistD(x) is 0.430 
when max_DistD(y) is the minimum value of 0.261. The 
initial particle distributions should take place when both 
max_DistD(x) and max_DistD(y) have relative small 
values with the same quadrupole settings. Hence, to 
facilitate finding the best pair of max_DistD(x) and 
max_DistD(y) the average and difference values are 
calculated, and  finally max_DistD(x) = 0.281 and 
max_DistD(y) = 0.270 are found to be the best result. 
Figure 6 displays the initial distributions when 
max_DistD(x) = 0.281 and max_DistD(y) = 0.270, which 
are the combined results of the four separate reconstructed 
initial distributions and are considered to be very close to 
the real initial distributions.  

 
Figure 6: Generated particle distributions at RFQ exit. 

The particle distributions in Fig. 6 are forward tracked 
to the first slit where the tracked distributions are compared 
with the measured ones, and Fig. 7 displays one of the 
comparison results. In Fig. 7, the red plots are the 
measured distributions and the black plots are forward 
tracked distributions. It demonstrates the measured 
distributions and the tracked distributions agree well with 
each other except for a small area with low particle density 
in both x-xp and y-yp phase spaces in the tracked 
distributions. The Twiss parameters and emittances of the 
measured and tracked distributions are also nearly the same 
(as listed in Table 1). Considering the measurement errors, 
these results suggest the reconstructed initial particle 
distributions in Fig. 6 are reliable and using the minimum 
distribution discrepancy to obtain the real or quasi-real 
initial distributions is reasonable. 

 
Figure 7: Comparisons between measured distributions 
and forward tracked distributions which are produced by 
using the generated initial distributions as input. 

 

case3

Tracked
Measured

Tracked
Measured
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Table 1: Twiss Parameters and Emittances of the Measured 
and Tracked Distributions 

Distribution Measured Tracked 
ax 0.11 -0.10 

bx (mm/mrad) 0.80 1.09 
ex (mm·mrad) 1.71 1.81 

ay 0.91 0.95 
by (mm/mrad) 3.10 2.79 
ey (mm·mrad) 2.27 2.25 

The above results were obtained by using the “Hard 
Edge” magnetic fields of the quadrupoles, meanwhile, 
using the measured field distributions of the quadrupoles 
could produce the same results.  

CONCLUSION 
In order to evaluate the effects of fluctuations of beam 

and uncertainties of quadrupole gradients on the 
reconstruction of initial particle distributions the concept 
of distribution discrepancy is proposed. Studies using this 
concept suggest the effects of beam parameters are very 
small. It has been found that variations of quadrupole 
gradients influence the initial distributions greatly, 
therefore, all the possible combinations of quadrupole 
gradients have to be studied. The combination which 
produces small distribution discrepancies in both x-xp and 
y-yp phase spaces is considered to be able to generate the 
initial particle distributions which are very close to the real 
ones. Distributions produced by forward tracking the 
reconstructed initial distributions are compared with the 
measured ones, and results show they agree well with each 
other, which suggests using the minimum distribution 
discrepancy to obtain the real or quasi-real initial 
distributions is reliable. 
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SPACE CHARGE AND TRANSVERSE INSTABILITIES  
AT THE CERN SPS AND LHC 

E. Métral†, D. Amorim, G. Arduini, H. Bartosik, H. Burkhardt, E. Benedetto, K. Li, A. Oeftiger,  
D. Quatraro, G. Rumolo, B. Salvant, C. Zannini, CERN, Geneva, Switzerland

Abstract 
At the CERN accelerator complex, it seems that only 

the highest energy machine in the sequence, the LHC, 
with space charge (SC) parameter close to one, sees the 
predicted beneficial effect of SC on transverse coherent 
instabilities. In the other circular machines of the LHC 
injector chain (PSB, PS and SPS), where the SC parame-
ter is much bigger than one, SC does not seem to play a 
major (stabilising) role, and it is maybe the opposite in the 
SPS. All the measurements and simulations performed so 
far in both the SPS and LHC will be reviewed and ana-
lysed in detail. 

INTRODUCTION 
In the PSB, transverse instabilities (which still need to 

be fully characterized) are observed without damper dur-
ing the ramp, where space charge could potentially play a 
role but no important change of instability onset was 
observed along the cycle when changing the bunch length 
(and shape) for constant intensity.  

In the PS, a Head-Tail (HT) instability with six nodes is 
predicted at injection without space charge and observed 
with natural chromaticities and in the absence of Landau 
octupoles, linear coupling and damper.  

In the SPS, a fast vertical single-bunch instability is ob-
served at injection above a certain threshold (depending 
on the slip factor), with a travelling-wave pattern along 
the bunch. Several features are close to the ones from the 
predicted Transverse Mode-Coupling Instability (TMCI) 
between modes - 2 and - 3 without SC (for Q’ ~ 0).  

Finally, in the LHC, the predicted HT instability with 
one node for a chromaticity of about five units, with nei-
ther Landau octupoles nor damper, is observed only above 
a certain energy, as confirmed by simulations with space 
charge. Furthermore, the intensity threshold for the TMCI 
at injection for a chromaticity close to zero (which has not 
been measured yet as it is much higher than the current 
LHC intensities) is predicted to be significantly increased 
by space charge according to simulations. 

Considering the case of a TMCI with zero chromaticity, 
a two-particle approach would conclude that both SC 
and/or a reactive transverse damper (ReaD) would affect 
TMCI in a similar way and could suppress it (see Fig. 1). 

Using a two-mode approach (instead of the previous 
two-particle approach), a similar result would be obtained 
in the “short-bunch” regime (i.e. TMCI between modes 0 
and – 1, such as in the LHC) as both a ReaD and SC are 
expected to be beneficial: the ReaD would shift the mode 
0 up and SC would shift the mode – 1 down, but in both 

cases the coupling would therefore occur at higher inten-
sities. However, the situation is more involved for the 
“long-bunch” regime (i.e. TMCI between higher-order 
modes, such as in the SPS). As the ReaD modifies only 
the (main) mode 0 and not the others (where the mode-
coupling occurs), it is expected to have no effect for the 
main mode-coupling (as confirmed in Fig. 2, using the 
Vlasov solver GALACTIC [3]). As concerns SC, it modi-
fies all the modes except 0, and the result is still in discus-
sion and the subject of this paper, which is structured as 
follows: the first section is devoted to the many SPS stud-
ies, while the LHC results will be discussed in the second 
section before concluding and discussing the next steps. 

 
 

 
 

Figure 1: Two-particle approach for the TMCI following 
Ref. [1] but adding a reactive transverse damper (ReaD). 
This combines the results from Ref. [1] (with SC only) 
and Ref. [2] (with reactive damper only). 

 

 
 

Figure 2: Usual TMCI plots for the LHC (left) and SPS 
(right) assuming a Broad-Band resonator impedance (with 
Q’ = 0), without / with ReaD (50 turns) in blue / red [3]. 
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SPS 
A fast vertical single-bunch instability with protons (p+) 

was observed at the SPS injection in 2003 using a longi-
tudinal emittance of ~ 0.2 eVs, i.e. much smaller than the 
nominal one of 0.35 eVs, to probe the transverse single-
bunch limit of the machine (see Fig. 3) [4]. 

 

 
Figure 3: (Left) observation of a fast (compared to the 
synchrotron period) vertical single-bunch instability with 
protons (p+) at the SPS injection in 2003. (Right) stabili-
sation by increasing the chromaticity. bct stands for beam 
current transformer, which measures the total intensity, 
whereas Peak measures a bunch length dependent bunch 
intensity. 
 

 

 
Figure 4: Comparison of the intra-bunch motion between 
measurements (upper) and HEADTAIL [5] simulations 
(lower) using a single bunch with 1.2	10&& p/b, an rms 
bunch length of 0.7 ns and zero chromaticity, interacting 
with a Broad-Band resonator (with a resonance frequency 
of 1 GHz, a quality factor of 1 and a shunt impedance of 
20 MW/m). 

This instability featured a travelling-wave pattern along 
the bunch (with a frequency close to 1 GHz), which was 
in relatively good agreement with HEADTAIL simula-
tions using a Broad-Band resonator model (with a reso-
nance frequency of 1 GHz, a quality factor of 1 and a 
shunt impedance of 20 MW/m), as can be seen in Fig. 4. A 
travelling-wave pattern along the bunch should be the 
sign of a TMCI as the coupling between two HT modes 
(which are standing-wave patterns) generates a travelling 
wave, as can be seen in Fig. 5 [6]. This was confirmed in 
Fig. 6 for the case of the SPS, using a Broad-Band resona-
tor with a shunt impedance of 10 MW/m. A TMCI be-
tween modes – 2 and – 3 (for the main mode-coupling, 
i.e. after some mode-coupling decoupling due to the 
“long-bunch” regime) is predicted in the absence of SC. A 
similar result was predicted with the full impedance mod-
el which was developed in parallel [9,10].  

The next question was: why do we observe “what looks 
like a TMCI (with a travelling-wave along the bunch)” 
whereas space charge should suppress it, according to 
some past theoretical analyses, with the pioneer work of 
M. Blaskiewicz in 1998 [11] followed by several other 
analyses [12-15]? Can we observe the coupling of the 
(negative or positive) modes? How do measurements 
compare to HEADTAIL simulations? According to 
Ref. [11], the negative modes should rapidly disappear for 
a strong SC parameter, defined as the ratio between the 
space charge tune spread (for a KV distribution or half the 
tune spread for a Gaussian distribution) and the synchro-
tron tune (see Fig. 7). So do we still see the negative 
modes predicted without SC (or do we see the positive 
ones or another mechanism taking place)?  

First simulations with the combined effect of an imped-
ance and SC, using a 3rd order symplectic integrator for 
the equation of motion, taking into account non-linear SC 
forces coming from a Gaussian shaped bunch revealed a 
minor beneficial effect of SC, raising the intensity thresh-
old by ~ 5-10%, as shown in Fig. 8. It is more difficult to 
see what happens exactly to the modes but it could still be 
compatible with a mode-coupling between modes – 2 and 
– 3, as the main activity appears at about the same posi-
tion as without SC. 

Direct measurements of the modes in the SPS were 
tried and resulted in Fig. 9. Here again, it is difficult to 
conclude but it could still be compatible with a mode-
coupling between modes – 2 and – 3, as the main activity 
appears at about the same position as without SC. 

An indirect measurement of mode-coupling (in addition 
to the travelling-wave pattern resulting from mode-
coupling between two HT modes with standing-wave 
patterns) in the “long-bunch” regime consists of measur-
ing the beam stability vs. increasing bunch intensity, as 
the bunch should be first stable until mode-coupling (of 
the low-order modes) and then stable again after de-
coupling before becoming very unstable at the main 
mode-coupling. This is what was predicted from HEAD-
TAIL simulations using both a Broad-Band resonator 
model and a more realistic impedance model of the SPS 
and this is what was measured, as reported in Fig. 10. 
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This observation was another argument to state that 
mode-coupling was taking place even if the direct meas-
urement of mode-coupling was still missing…  
 

 
Figure 5: The coupling of two HT modes (standing-wave 
patterns) generates a travelling-wave pattern. Example 
from the DELPHI Vlasov solver for a coupling between 
modes 0 and – 1 [6]. 

 

 
Figure 6: Comparison between MOSES [7] and HEAD-
TAIL simulations (using SUSSIX [8] to process the out-
put data) using the parameters of Table B.3 (for MOSES) 
and B.4 (for HEADTAIL) of Ref. [9]. 
 

 
Figure 7: Mode-frequency shifts vs. the SC parameter for 
the case of the Air-Bag Square well (or ABS) model [11]. 
 

 
Figure 8: Simulations with both impedance and SC, re-
vealing a minor beneficial effect from SC for the SPS 
case (upper) [16]. 
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Figure 9: Direct measurements of the modes in the 
SPS [9]. 
 

 
Figure 10: Indirect measurement of mode-coupling by 
trying to identify in the SPS the regions of stable and 
unstable bunch intensities (see Fig. 6.26 in Ref. [9]). The-
se measurements were performed for a longitudinal emit-
tance of 0.16 eVs, and rms bunch length of 0.7 ns and a 
chromaticity as close to zero as possible. 
 

As i) the SPS instability seemed to be relatively well 
described by TMCI using a Broad-Band resonator (with-
out SC) and ii) in this case (“long-bunch” regime) a sim-
ple formula exists within a numerical factor 2 as men-
tioned in Refs. [17-18] (see Eq. (1)), which was recently 
checked in Ref. [19], it was proposed to modify the optics 
to increase the slip factor [20]: the “Q20” optics (named 
like this as the integer part of the tune is 20) replaced the 
previous “Q26” optics (where the integer part of the tune 
was 26). Within the TMCI formalism, the simple formula 
can be derived using a two-mode approach (considering 
the two most critical modes overlapping the maximum of 
the real part of the impedance): bunch stability is reached 
when the head and the tail are swapped sufficiently rapid-
ly (due to synchrotron oscillations) compared to the insta-
bility rise-time, i.e. when the synchrotron period divided 
by 𝜋 is equal to the instability rise-time derived from this 
simple model (sm): 𝑇) = 	𝜋	𝜏,-./)0 . This leads to the fol-
lowing stability criterion for the threshold number of 
protons Nb,th, which can be written in two forms (e.g. in 
the vertical plane) 

 

 
                                                                                       (1) 

 
 

where fs is the synchrotron frequency, Qy0 the unperturbed 
(low-intensity) vertical tune, E the total energy, 𝜏1 the full 
(4𝜎) bunch length in s, e the elementary charge, c the 
speed of light, fr the resonance frequency of the Broad-
Band (Q = 1) resonator, Zy the shunt impedance, 𝛽 the 
relativistic velocity factor, 𝜀5 the longitudinal emittance 
and 𝜂 the slip factor, given by  
 

                      
 

It is interesting to note that i) within the framework of 
this model the simple formula giving the instability rise-
time well above the TMCI threshold (which was checked 
with MOSES and HEADTAIL, within the same factor 2 
as before for the intensity threshold [21]) can be written 
as 𝜏,-./)0 = (𝑇)	/	𝜋)	×	(𝑁1,=>	/	𝑁1)	and ii) in the second 
form of Eq. (1), the notion of synchrotron oscillations 
disappears. This equation is the same as for coasting 
beams, but written with peak values, where the Landau 
damping is provided by the momentum spread. What is 
important is the product of the longitudinal emittance and 
the slip factor, i.e. the distance to transition. As the longi-
tudinal emittance should be kept at 0.35 eVs for the 
beams to be sent from the SPS to the LHC, the only pa-
rameter on which one can act is the product of the vertical 
tune times the slip factor. For machines made of simple 
FODO cells it can be shown that the slip factor is approx-
imately given by the horizontal tune (𝛾= 	≈ 	𝑄BC), which 
means that if one wants to modify 𝛾=, one should modify 
the horizontal tune. The SPS slip factor as a function of 
the horizontal tune is depicted in Fig. 11. For the Q26 
optics, 𝛾= 	≈ 22.8, whereas for the Q20 optics, 𝛾= 	≈ 18. 
This means that for the Q20 optics, the product of the slip 
factor times the horizontal tune gives 1.80	10EF	×
	20.13	 ≈ 0.0362, whereas for the Q26 optics it gives 
0.62	10EF	×	26.13	 ≈ 0.0162 (considering for this case a 
non-integer part of the tune of 0.13, which can be slightly 
different in practice but this does not change the picture). 
Therefore, according to Eq. (1) the intensity threshold 
should be increased by the factor 0.0362 / 0.0162 ≈ 2.2. 
This is in good agreement with measurements, as can be 
seen in Fig. 12, where an intensity increase of a factor 4.0 
/ 1.6 ≈ 2.5 was observed. 

These results are also in good agreement with HEAD-
TAIL simulations from 2014 for different optics (adding 
also the case of the Q22 optics, which is a better optics for 

η = −
dfrev / frev
dp / p

=α p −
1
γ 2

=
1
γ t
2 −

1
γ 2
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some RF considerations), with full impedance model but 
still without SC (see Fig. 13). 

A good agreement was also achieved between meas-
urements and simulations looking at different longitudinal 
emittances, using the full impedance model but still with-
out SC (see Fig. 14), even if the Q26 was maybe a bit 
more critical in measurements than in simulations. 

 

             
 

Figure 11: SPS slip factor as a function of the horizontal 
tune [20]. 
 

 
 
Figure 12: Comparison of the measured bunch intensity 
thresholds between the Q26 and Q20 optics. The longitu-
dinal emittance is 0.35 eVs, i.e. about two times larger 
than in Fig. 10, which explains why the intensity thresh-
old with Q26 is about two times larger than in Fig. 10. 
 

              
 
Figure 13: Comparison of the bunch intensity thresholds 
between measurements and HEADTAIL simulations. 
 

Finally, a good agreement was also reached between 
measurements and pyHEADTAIL [22] simulations with 
SC this time for the Q20 optics, still considering the 
Broad-Band resonator model, as the intensity threshold 
was found close to the no-SC case (see Fig. 15). However, 
a detailed analysis of the modes involved seems to reveal 
different modes involved at the start of the instabil-
ity:  without SC, a mode-coupling between azimuthal 
modes – 2 and – 3 (with radial mode 0) is observed while 

with SC, a mode-coupling between azimuthal modes 1 
and 2 (with radial mode 1) seems to be found [23].  
 

 
 

Figure 14: Comparison of the bunch intensity thresholds 
between measurements (left) and HEADTAIL simulations 
(right) looking at different longitudinal emittances, using 
the full impedance model but still without SC. 
 

 
 Figure 15: pyHEADTAIL simulations with the Q20 optics 
comparing the cases without SC (left) and with SC 
(right). 

 The comparison of the intra-bunch motions in Fig. 16 
between measurements and HEADTAIL simulations 
without SC reveals also a good agreement in particular for 
the Q20 optics. For the Q26 optics, the measured intra-
bunch motion seems to be more towards the tail than in 
the simulations, as recently pointed out by A. Burov, who 
discovered a new destabilising effect of SC, which could 
be responsible for this effect [24]. This disagreement was 
not present in the first studies (without SC) of Fig. 4, 
which means that both impedance and SC could have a 
similar effect, which needs to be disentangled. The Q20 
optics seems less subject to this effect but it is true that 
the Q26 optics has a much higher SC parameter (~ 27) 
compared to Q20 (~ 5).  

New pyHEADTAIL simulations without and with SC 
were performed for different shunt impedances of Broad-
Band resonators and the very interesting results are de-
picted in Fig. 17. It is seen that in the absence of SC, a 
higher shunt impedance leads to an intra-bunch motion 
pushed towards the tail. The effect of SC seems three-
fold: i) its pushes the intra-bunch motion even more to-
wards the tail; ii) it increases the frequency of oscillation 
and iii) it increases or reduces the oscillation amplitude. 
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The (simple) 2-mode approach (with a mode-coupling 
between two consecutive modes m and m + 1), which was 
used in the past in the case of the (very) “long-bunch” 
bunch regime to reveal almost no effect of SC on 
TMCI [25,26], can be extended also to the general case, 
leading to the intensity threshold of Eq. (2) 

 

	𝑄)	 𝑞)JK + 	 𝑞 + 1 K − 𝑞N.K + 	𝑞K = 2	 Δ𝑄P,PQ&
N,R    (2) 

 

where 𝑞)J = 	Δ𝑄)J	/	 2	𝑄)  and 𝑞 = 	 𝑚 + 2	𝑘 (with 0 ≤
𝑘 ≤ +∞ defining the radial mode number). This means 
that the same intensity threshold as the no-SC case is 
obtained, i.e. it is the same as Eq. (1), except that 𝑄) is 
now multiplied by the term 𝑞)JK + 	 𝑞 + 1 K −
𝑞N.K + 	𝑞K, which is equal to 1 when q >> 𝑞)J and to 0 

when 𝑞)J >> q. In particular, the same scaling with re-
spect to the other parameters is obtained and therefore the 
same mitigation measure should be applied. 

Based on these new results, another measurement cam-
paign is planned to try and disentangle between the im-
pedance and SC effects by varying the SC tune spread. 
However, it is worth emphasizing that a solution has been 
already found in practice for this instability in the SPS 
and that it is not a performance limitation anymore. 

LHC 
Using the impedance model of the High-Luminosity 

(HL-) LHC at injection and considering the case of zero 
chromaticity, it was found with pyHEADTAIL simula-
tions that the TMCI between modes 0 and -1 without SC 
is suppressed over the intensity range studied [26].  

For the chromaticity Q’ = + 5, a HT instability with one 
node (m = - 1) is observed without SC whereas it is com-
pletely suppressed with SC [26]. Studying the effect of 
energy during the ramp, which reduces the SC tune spread 
(by increasing the transverse emittances at injection ener-
gy), the instability re-appears at ~ 2 TeV. This energy is 
the energy at which the first transverse single-bunch in-
stability was observed in the LHC during the first ramp 
performed in 2010 with neither Landau octupoles nor 
transverse damper [27]. 

CONCLUSION 
A beneficial effect of SC is predicted in the (HL-) LHC 

(working in the “short-bunch” regime) for both the HT 
instability and TMCI. SC simulation with pyHEADTAIL 
gives an explanation of the first single-bunch HT instabil-
ity observed in the LHC in 2010 with neither Landau 
octupoles nor transverse damper. This might be good to 
re-do a controlled experiment to confirm it. Furthermore, 
SC simulation also predicts that SC increases significantly 
the TMCI intensity threshold (Q’ = 0) at (HL-) LHC in-
jection. This could not be studied at the moment as the 
TMCI is currently out of reach in the LHC.  

As concerns the SPS (working in the “long-bunch” re-
gime), several past measurements were close to the case 
without SC. The intensity threshold was increased consid-
erably in practice by increasing the slip factor (based on 

theoretical analysis without SC) and this is working very 
well: Q20 optics has replaced Q26 optics in the SPS for 
all the beams to be sent to the LHC. However, a recent 
theoretical analysis by A. Burov [24] predicts a detri-
mental effect of SC (even below the TMCI intensity 
threshold without SC), which was confirmed by recent SC 
simulations with Q26. The (simple) 2-mode approach was 
also extended to the general case and the same intensity 
threshold as the no-SC case is obtained, except that the 
synchrotron tune is now reduced by SC. However, the 
same scaling as without SC is obtained and therefore the 
same mitigation measure should be applied. A new meas-
urement campaign is planned to analyze all this in detail. 

 

 
 

Figure 16: Comparison of intra-bunch motions between 
measurements (left) and simulations with HEADTAIL 
(right) for different cases with Q26 and Q20 optics. 
 

 
 
Figure 17: Intra-bunch motion from pyHEADTAIL simu-
lations without and with SC for different shunt impedanc-
es of Broad-Band resonator impedances. 
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CHALLENGES IN EXTRACTING PSEUDO-MULTIPOLES
FROM MAGNETIC MEASUREMENTS

S. Russenschuck, G. Caiafa, L. Fiscarelli, M. Liebsch, C. Petrone, P. Rogacki
CERN, Geneva, Switzerland

Abstract
Extracting the coefficients of Fourier-Bessel series, known

as pseudo-multipoles or generalized gradients, from mag-
netic measurements of accelerator magnets involves techni-
cal and mathematical challenges. First, a novel design of a
short, rotating-coil magnetometer is required that does not
intercept any axial field component of the magnet. More-
over, displacing short magnetometers, step-by-step along
the magnet axis, yields a convolution of the local multipole
field errors and the sensitivity (test function) of the induc-
tion coil. The deconvolution must then content with the low
signal-to-noise ratio of the measurands, which are integrated
voltages corresponding to spatial flux distributions. Finally,
the compensation schemes, as implemented on long coils
used for measuring the integrated field harmonics, cannot
be applied to short magnetometers. All this requires careful
design of experiment to derive the optimal length of the in-
duction coil, the step size of the scan, and the highest order
of pseudo-multipoles in the field reconstruction. This paper
presents the theory of the measurement method, the data ac-
quisition and deconvolution, and the design and production
of a saddle-shaped, rotating-coil magnetometer.

INTRODUCTION
The magnetic measurement section within the magnet

group of CERN’s technology department is responsible for
the qualification of all superconducting and normal conduct-
ing magnets in CERN’s accelerator complex. To supplement
the long rotating-coil magnetometers and stretched-wire sys-
tems (the section’s workhorses for magnetic measurements)
we have recently developed moving induction-coil arrays, ax-
ial and transversal rotating-coil scanners [1], and induction-
coil transducers for solenoidal magnets. Applications of
these tools require, however, a sophisticated post-processing
step based on the regularity conditions of electromagnetic
fields. To this end, the magnet bores can be considered
as trivial domains, i.e., simply connected and source-free
with piecewise smooth, closed and consistently oriented
boundaries. Calculating the transversal field harmonics as a
function of the coordinate in the magnet’s axial direction, for
example, by using the numerical field calculation program
ROXIE [2], or measuring these harmonics with a very short,
rotating-coil scanner, allows the extraction of the coefficients
of Fourier-Bessel series, known as pseudo-multipoles [3] or
generalized gradients [4].

However, the raw measurement data from the field trans-
ducers are induced voltages that are integrated using a dig-
ital integrator, triggered by an angular encoder. Develop-
ing these signals into Fourier series results in convoluted

functions of the spacial flux distribution, because strictly
speaking, point-like measurements of the magnetic flux den-
sity are not possible.1 Before such signals can be used as
boundary data for harmonic analysis or boundary-element
methods (BEM), a deconvolution is required.

A careful design of experiment is required, considering a
low signal-to-noise ratio of the measurand, the sensitivity
of the induction coil with respect to transversal harmonics,
the step-size of the longitudinal scan, and the compensation
schemes for the main-field component. In this paper we
present the design and production of the transversal-field
scanner and the challenges in applying the pseudo-multipole
theory to measurement data.

Figure 1: Representation of the magnetic flux density in 3
different planes of an orbit corrector for the ELENA project.
Notice the large z-component in the end fields. Computed
with the CERN field computation program ROXIE [2].

PSEUDO MULTIPOLES
The local field distribution in short magnets, such as the

one shown in Fig. 1, cannot be expressed by the usual field
harmonics (Fourier series) for the integrated fields because
they do not constitute a complete orthogonal basis of the
1 Transversal Hall sensors come close but their active area (the Hall plate)

typically has a diameter of 2-3 mm.
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transversal field distribution in the magnet ends. In other
words, the field distribution in the magnet extremities is not
holomorphic and therefore does not obey the rn−1 scaling
laws derived for the integrated fields. Following Erdelyi [5]
and Caspi [6], and using a combination of a Fourier series
in ϕ and a power series in r around the axis yields

φm =
∞∑
n=1

rn(C̃n(r, z) sin nϕ + D̃n(z) cos nϕ) , (1)

where

C̃n(r, z) :=

Cn,n(z) −
C
(2)
n,n(z)

4(n + 1)
r2 +

C
(4)
n,n(z)

32(n + 1)(n + 2)
r4 − . . . . (2)

In the interest of brevety, the similar expressions for the
skew components D̃n(z) have been omitted here. To re-
duce the burden on notation we will henceforth, and without
loss of generality, assume ideal magnets without skew field
component, i.e., Dn,n(z) = 0.

In three dimensions, the single harmonic component
(index n to describe the ϕ dependence) will contain pseudo
multipoles accounting for the transverse field components
no longer exhibiting a pure rn−1 dependence on the radius.
In the straight section of the magnet the partial derivatives
with respect to z vanish and the equations will become
identical with the well known 2D equations, as expected.
The field components at any radius within the bore of the
magnet are then given by Br = −µ0

∂φm

∂r , Bϕ = −µ0
1
r
∂φm

∂ϕ ,

and Bz = −µ0
∂φm

∂z . Consequently,

Br = −µ0

∞∑
n=1

rn−1Cn(r, z) sin nϕ ,

Bϕ = −µ0

∞∑
n=1

n rn−1C̃n(r, z) cos nϕ ,

Bz = −µ0

∞∑
n=1

rn
∂C̃n(r, z)

∂z
sin nϕ , (3)

where

Cn(r, z) :=

n Cn,n(z)−
(n + 2)C(2)n,n(z)

4(n + 1)
r2+

(n + 4)C(4)n,n(z)
32(n + 1)(n + 2)

r4 − . . . . (4)

A dipole field (n = 1) rolling off at the magnet’s extrem-
ity gives rise to a pseudo sextupole and higher-order (odd
and only odd) pseudo multipoles, while a quadrupole field
gives rise to higher-order, even pseudo multipoles. Pseudo-
multipole terms have the same angular dependence as the
leading terms Cn,n(z).

It is common practice to speak of feed down when lower-
order multipoles are generated from higher-order multipoles
by axis misalignment of the magnet or the measurement
shaft. We might equally speak of feed-up when higher-order
multipoles are generated due to field variations of the lower-
order multipoles along z. Since the pseudo terms are even

derivatives of the leading terms, their z integrals over the
entire magnet will be zero, as to be expected.

It is important to note that the coefficients Cn,n(z) are still
unknown at this stage. This is the reason for choosing calli-
graphic characters in the typesetting. Although the Cn,n(z)
are the leading terms of the series expansion, they are not
identical to the Bn(z) components in the Fourier expansion
of the (measured or calculated) transverse field. Fortunately,
because all the pseudo-multipole terms can be calculated
from the leading terms, the problem is reduced to extracting
the Cn,n(z) from measured or calculated data on the domain
boundary. It is worth mentioning, that even if these terms
were confused, the reconstructed field would still obey the
3D Laplace equation. A powerful Maxwellification so to
say.

THE TRANSVERSAL FIELD SCANNER
Measuring the transversal field harmonics with a short

rotating coil (measurement radius r0) yields a convoluted
function of the multipole field components Bn(r0, z). Using
this data we must solve the differential equations

Bn(r0, z) = −µ0 rn−1
0 Cn(r0, z) =

− µ0 rn−1
0

(
n Cn,n(z) −

(n + 2)C(2)n,n(z)
4(n + 1)

r2
0+

(n + 4)C(4)n,n(z)
32(n + 1)(n + 2)

r4
0 − . . .

)
. (5)

for n = 1,3,5, . . . ,N . Applying a Fourier transform to the
functions Bn(r0, z) and Cn,n(z) it follows from Eq. (5):

F {Cn,n(z)} =
−F {Bn(r0, z)}

µ0 rn−1
0 UK

n

, (6)

where

UK
n :=

(
n −
(n + 2)(iω)2

4(n + 1)
r2
0 +

(n + 4)(iω)4

32(n + 1)(n + 2)
r4
0 − . . .

)
is the feed-up term of order n, up to the highest z−derivative
K. Let B̃n denote the measured function given by the field
harmonic Bn convoluted by the z-dependent coil-sensitivity
factors sn of the measurement coil.2 In this case, the Fourier
transform of Cn,n(z) yields

F {Cn,n(z)} =
−F {B̃n(r0, z)}
F {sn(r0, z)}

1
µ0 rn−1

0 UK
n

. (7)

If we were able to produce an infinitely short induction
coil, sn would become a delta function in z and its Fourier
transform would become one.

The Fourier transform of the leading term F {Cn,n(z)}
can be extracted from the Fourier transform of the measured
data B̃n(r0, z). The final step then consists in recovering the
function Cn,n(z) from the spectrum by means of the Fourier
integral

Cn,n(z) =
1

2π

∫ ∞

−∞

F {Cn,n(ω)} eiωz dω . (8)
2 The calculation of the sensitivity factors is deferred to the next sections.

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-SUPAG03

SUPAG03

88

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.

C-1 Magnet Design and Measurements



THE SENSOR DESIGN
The shafts used for the field measurements are usually an

assembly of induction coils of different radii which are series-
connected to compensate for the induced voltage signal for
the main dipole or quadrupole field component. The size and
arrangement of these coils is based on the rn−1 scaling laws
derived from the 2D field solution. The flux linkage through
the induction coil can be calculated from the Stokes theorem:
Φ(ϕ) = N

∫
A

B ·da = N
∫
A

curl A ·da, and the z-component
of the magnetic vector potential can be expressed as

Az (rc, z) =
∞∑
n=1

rc
n
(Bn(rc, z) cos nϕ) , (9)

assuming that there are no skew components in the field.
The flux linkage through the induction coil can then be
calculated from

Φ(ϕ) =

∫ z0+`/2

z0−`/2

(
∞∑
n=1

stan
n (Bn(rc, z) sin nϕ

)
dz , (10)

where stan
n = 2N

n rc sin
(
nδ
2

)
, is called the coil-sensitivity

function, and δ is the coil’s opening angle that may be a
function of z. The coil radius is denoted rc. The physical
unit of the sensitivity is [stan

n ] = 1 m. If the coil is short and
used to map the field in the magnet end region, a number of
challenges arise: Because of the absence of a simple scaling
law between the multipole coefficients at r1 and r2, these
cannot be disentangled from the measurements, when the
signals are compensated on the analogue side. The induction
coil must be saddle-shaped, i.e., its radius on the shaft must
be constant, because otherwise, a voltage is induced in the
induction-coil ends when it is rotated around its axis; see
Fig. 2.

Because the induction coil is shorter than the magnet and
the size of its coil ends cannot be neglected with respect to its
straight section, the sensitivity stan

n will become a function of
z. This, in turn, becomes the test function of the convolution
of the harmonic content along z.

A solution for these problems is the nesting of induction
coils of the same radius and choosing the number of turns and
their opening angles to compensate for the main dipole field.
The shaft design is based on PCB technology, manufactured
as a flexible stack of two double-layer PCBs, bent around a
precision machined shaft; see Figs. 3 and 4. Spring-loaded
roller bearings allow the displacement and centering of the
shaft within an aluminum tube, which is inserted in the
magnet bore. A clamping mechanism is used for fixing the
flexible PCB on the shaft in order to reduce the tolerances
on the coil’s radius and alignment.

The main coil in the center has a small opening angle
to provide sensitivity to the higher-order field components.
Some constraints apply due to the manufacturing process
of the PCB. A compromise had to be found between the
maximum number of turns, and thus the coil’s sensitivity,
and the lengths of the coil ends.

The compensation coil should be sensitive to the dipole
component only. This is achieved by a shell-type coil with

dr

dr

dr

dr

x

y

z

B

B v

v

Figure 2: A (classical) tangential coil rotated by a certain
angle traces out two patches of the cylindrical mandrel but
also the surfaces between the chord and the apex, which
intercepts the Bz field component. Such a coil must therefore
be made long enough so that it covers the entire fringe-field
region of the magnet and it is thus guaranteed that the Bz

components are zero at the coil ends.

Figure 3: Image of the sensor showing the flexible PCB coil
and clamping mechanism. The ends of the nested induction
coils are all on the same radius and therefore trace out no
surface when rotated. Therefore no voltage is induced by
the axial field component.

about 60 degree opening angle. This opening angle and the
spacing between turns has been optimized to fine-tune the
dipole sensitivity of the compensation coil.

For short coils, the end-effects must be considered; they
will lead to a different geometric-mean length and magnetic
length of the coil depending on the multipole order. The
graphs of the compensated sensitivity functions in the end
region of the induction coils are given in Fig. 5.

An uncertainty analysis yielded a maximum allowable
error in the track positions of about 30 µm and in the ra-
dius positioning of about ±200 µm.3 Metrological measure-
ments were performed using a coordinate measuring ma-
chine (CMM). The uncertainty in the spanned surface, due
to the tolerances in the track positioning in the PCB pro-

3 Although the measurement radius can be calibrated in a reference
quadrupole magnet, a radius deviating from nominal (19 mm), will lead
to a lower compensation ratio because of a change in arc length.
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Figure 4: Image of the PCB coil. Notice the additional
tracks (dashed) and copper patches designed to minimize
the concentration of corrosive acid between the tracks of the
compensation coil.

duction, and the uncertainty of the coil calibration in the
reference magnets are both on the order of one unit in 104.
While the presence of open circuits is obvious, short circuits
between turns are difficult to detect with resistance measure-
ments, because of the varying thickness of the tracks. For
that reason we still need to validate the sensor in the straight
section of a long reference dipole magnet.

The outer diameter of the shaft (and its bearings) is guided
in a tube of 50 mm inner diameter. In this way the transducer
fits into the aperture of the section’s reference dipole.4 The
mole design reduces the space needed for a displacement
system; the shaft can either be positioned using a cableway
or extension tube, or it can be mounted on an arm of a
displacement stage (mapper).

MEASUREMENT UNCERTAINTY
In order to study the deconvolution and the design of

experiments, we must first discuss the highest achievable ac-
curacy to date, which is by a transversal-field scanner of the
classical design with radial coils in PCB technology. In the
center of the reference dipole magnet there is no axial field
component and therefore the results will yield a meaningful
lower bound for the measurement uncertainty. An uncom-
pensated measurement, using only the main coil, results in
a precision of about one unit in 105. With a compensation
ratio of the main component exceeding 3000, the precision
is increased to one unit in 107. From this result, the known
surface of the induction coil, and the maximum flux den-
sity in the magnet, we can conclude that the minimum flux

4 Although magnets like the one shown in Fig. 1 constitute the ultimate
application of the saddle-shaped coil magnetometers, the metrological
characterization was done in the reference dipole and quadrupole magnets
featuring long and homogenous straight sections that can be used for
cross-calibration of the different coil transducers and Hall sensors.
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Figure 5: Sensitivity functions stan
n (z) along the axis of the

rotating-coil magnetometer (from the center to the coil-end
region). The straight section has been shortened by 20 mm to
better visualize the roll-off. Notice the compensation for the
main (dipole) field sensitivity s1; also notice the different
shapes of the roll-off, depending on the multipole order.
Because the compensation coil is longer than the central coil
(coil ends indicated by the vertical lines), the cross-section
of the central coil is designed to compensate for the end
effects, i.e., the overshoot into the negative values of s1.

linkage in the induction coil must be larger than 10−8 µVs.
Unfortunately, a compensation ratio of more than 1000 is not
achievable with the nested saddle-shaped coils. The design
value is about 630, limited by the different lengths of the
nested coils. The completed transducer achieves a compen-
sation ratio of no more than 27 because of the tolerance on
the measurement-coil radius.

Another uncertainty results from positioning errors (lon-
gitudinal position and instability of rotation) during the scan-
ning and measurement process. While the standard deviation
of the harmonics, extracted from the compensated signal,
is reduced by two-orders of magnitude, one would expect
more because of the high compensation ratio of 3000. This
is a result of the coil eccentricity and rotational instability.

For the longitudinal positioning error we obtain about
20 µm per meter distance from the laser tracker and about
60 µm for the alignment, resulting in a total uncertainty of
about 0.1 mm. In the case of integral measurements of a
long magnet, obtained by combining the results of multiple
position scans, this error stays below 10−4 as random errors
will average out. For local measurements in the magnet’s
fringe-field region we must expect uncertainties on the order
of 1–2% for a 100 mm long coil. This is severe because
feed-down corrections for axis misalignment cannot be done
as in the magnet straight section.
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We are therefore placing special attention on accurate
longitudinal positioning of the shaft, the stabilizing of the
rotation, and the centering within the magnet bore.

DECONVOLUTION OF THE MEASURED
SIGNALS

The challenge is now to find a suitable order n of the
pseudo-multipoles Cn,n and the highest order m of deriva-
tives C(m), in order to minimize the reconstruction uncer-
tainty of the local magnetic field. The uncertainty of the
method will also depend on the step size chosen for the dis-
placement of the transducer and on the signal-to-noise level
of the measurand.

Let B̃n(r0, zk) denote the measured, transversal field com-
ponent of order n, sampled at positions zk, k = 1, . . . ,K
along the magnet axis, affected by noise n(zk). In the follow-
ing, we omit the notation of the radial dependencies. The
noisy, convoluted signal is then given by

B̃n[k] = (sn ∗ Bn)[k] + n[k]. (11)

To save on notation we write

B̃n( f ) = sn( f )Bn( f ) + n( f ) (12)

instead of F {B̃[k]} = F {sn[k]}F {Bn[k]} + F {n[k]} for
the corresponding equation in the frequency domain. To re-
construct the transversal field harmonics we apply a discrete
filter g[k]:

B̂n[k] = g[k] ∗ B̃n[k], B̂n( f ) = g( f )B̃n( f ), (13)

where the hat denotes the reconstructed (estimated)
multipole-field distribution B̂n(zk); see Fig. 6.

Figure 6: Signal path in the frequency domain. We distin-
guish the estimated spectrum B̂n( f ), the measured spectrum
B̃n( f ) and the true harmonic Bn( f ).

A straightforward method of deconvolution uses the in-
verse of the sensitivity spectrum g( f ) = 1/sn( f ), which
results in an amplification of the noise n( f ) for frequencies
where the spectrum sn( f ) has small values. An alternative
approach is to use a filter that minimizes the expected mean-
squared error in the frequency domain:

E
[
e2] = E [��Bn( f ) − B̂n( f )

��2]
= E

[���Bn( f ) − g( f )
(
sn( f )Bn( f ) + n( f )

)���2] .
(14)

Assuming that the noise is uncorrelated and has zero mean, a
minimum of the mean-squared error, Eq. (14), can be found
by the Wiener-Kolmogorov filter

gW ( f ) =
1

sn( f )
|sn( f )|2

|sn( f )|2 +
E [n( f )]2

E [Bn( f )]2

, (15)

where the second expression in the denominator is the
inverse of the expected signal-to-noise ratio SNR( f ) =
E [Bn( f )]2 /E [N( f )]2. Filtering with gW ( f ) will therefore
damp frequencies with low SNR( f ). The value of gW ( f )
will approach the inverse of the sensitivity sn( f )−1 for fre-
quencies with a high SNR( f ).

In Fig. 7 the deconvolution was applied to a noisy B̃3,
which was generated from simulations with added Gaussian
random noise. As expected, the convolution by the inverse

m

T

  10
-5

  T

T

m

Figure 7: Top: Simulated B̃3 along the axis of the magnet
shown in Fig. 1 with added Gaussian random noise, signal-
to-noise ratio of 10−4. Center: The deconvolution using the
inverse of the sensitivity spectrum and a filter g( f ) given by
Eq. (15) compared to the simulated B3(z). Bottom: Absolute
error |B3(z) − B̂3(z)|.

spectrum of sn( f ) leads to an amplification of the noise. The
absolute error between B3(z) and the Wiener deconvolution
lies below 2.5% of the maximum of B3(z).

DESIGN OF EXPERIMENT
The most sensitive parameters for the deconvolution of

the measurand are the coil length and the sampling step-size.
In order to be sensitive in all relevant frequencies of Bn( f ),
the spectrum of the sensitivities impulse response s( f ), i.e.,
the frequency spectrum of the induction coil’s sensitivity
function, should be non-vanishing in the frequency band
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imposed by the highest spatial frequency in the measurand.
To optimize the coil length (or estimate whether or not an
available transducer has high enough sensitivity) we consider
the sensitivity function as a rectangular pulse in the spacial
domain. Its spectrum will have the shape of a (sin x)/x
function, containing zeros at the frequencies fk = k/ls, for
k = {0,1, ...,K}, where ls is the length of the pulse, i.e.,
the hard-edge model of the induction coil. An infinitely
short and highly sensitive coil, corresponding to a Dirac-
shaped impulse response, is technically not possible. The
maximum sensitivity is limited by the number of turns in
one layer of the flexible PCB. As shown above, a minimum
flux linkage of Φmin = 10−8 Vs in the main induction coil is
required. Denoting the minimum required accuracy of field
harmonic by Bmin, the minimum length of the induction coil
can be estimated to ls,min = Φmin/(hsBmin), where hs is the
height of the coil’s impulse response in the hard-edge model.
Therefore the optimum coil length ls is given by

Φmin
hsBmin

< ls <
1

fn,max
, (16)

where fn,max denotes the expected (computed) highest fre-
quency in Bn( f ). In other words, the coil must be short
enough to resolve the highest spatial frequency, but long
enough to accommodate enough turns for a sufficiently high
sensitivity Sn. In this case, the shape of the sensitivity func-
tion is not critical for the Wiener deconvolution. Simula-
tions show that a smooth roll-off in the coil sensitivity is
even preferable; for the magnetic field distribution shown in
Fig. 7 the optimal ratio between the coil’s straight section l1
and its overall length ls is about 0.5. This yields sufficient
flexibility for the coil design. A higher sampling rate will
lead to a better resolution of the multipole-field distribution,
as the maximum meaningful frequency will increase by the
Nyquist sampling theorem. This implies that the maximum
step-size be

∆z ≤
1

2 fn,max
. (17)

The minimum step-size is, however, constraint by the posi-
tioning accuracy of 0.1 mm. Resolving frequencies of s( f )
higher than fn,max yields no improvement.

CONCLUSION
The theory of pseudo-multipoles is known from the lit-

erature. The extraction of the leading term in the Fourier-
Bessel series requires the solution of a differential equation
by means of a discrete Fourier transform. This yields a nat-
ural way to deconvolute the measured distribution of the

multipole content. We have studied and presented the limita-
tions of point-like measurements with Hall sensor stacks and
thus motivated the measurement technique using induction-
coil sensors. These require a novel design emplying saddle-
shaped, iso-perimetric coils in order to avoid interception of
the axial field component.

The compensation of the main signal cannot be accom-
plished with the classical arrangement of tangential (or ra-
dial) induction coils at different radii, because no easy scal-
ing law exists.

The study of the Wiener filter for the signal deconvolution
allows a design of experiment based on the optimal num-
ber of coefficients and required z-derivatives of the leading
terms, and the step size in the field-scanning process. Unfor-
tunately, the signal-to-noise ratio is nowhere near the values
obtained with standard rotating coil sensors.

Nevertheless, and to our knowledge for the first time, it
is possible to extract the transversal field components (and
only those) from measurements in the coil-end regions. A
reasonable approach will therefore be to validate the design
and construction of accelerator magnets using such sensors
and to gauge the numerical (FEM, BEM) models for the use
in beam-tracking studies. These can then be performed using
simulated field distributions that are sufficiently smooth to
extract higher-order pseudo-multipoles.

With the presented methodology and hardware it will also
be possible to better characterize fast-ramping magnets and
magnets with strong hysteresis effects, where 10−4 predictive
models do not exist.
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Abstract
In the scope of the Physics Beyond Colliders study at

CERN a future operation of the NA62 experiment in beam

dump mode is discussed, enabling the search for dark sec-

tor particles, e.g. heavy neutral leptons, dark photons and

axions. For this purpose, the 400GeV/c primary proton
beam, extracted from the SPS, will be dumped on a massive

dump collimator located in the front end of the K12 beam

line. Muons originating from interactions and decays form a

potential background for this kind of experiment. To reduce

this background, magnetic sweeping within the beam line

is employed. In this contribution, the muon production and

transport has been investigated with the simulation frame-

work G4beamline. The high computational expense of the

muon production has been reduced by implementing sam-

pling methods and parametrizations to estimate the amount

of high-energy muons and efficiently study optimizations of

the magnetic field configuration. These methods have been

benchmarked with measured data, showing a good quali-

tative agreement. Finally, first studies to reduce the muon

background by adapting the magnetic field configuration are

presented, promising a potential background reduction by a

factor four.

INTRODUCTION
The North Area at the Super Proton Synchrotron (SPS)

at CERN has a long history of fixed target experiments and

R&D studies. Extracted from the SPS, a 400 GeV/c proton
beam is directed via transfer lines to two experimental halls

(EHN1, EHN2) and an underground cavern (ECN3) located

at the CERN Prévessin site. In ECN3, a high-intensity sec-

ondary hadron beam, that has been created at a beryllium

target, is transported via the K12 beam line towards the

NA62 experiment [1]. This experiment aims to measure the

branching ratio of the very rare decay K+ → π+νν̄. First
results of this operation have been presented recently [2].

Besides the main measurement program, a future proposal

for NA62 suggests the search for dark sector particles such as

heavy neutral leptons, dark photons and axions in “dedicated

dump runs” [3]. For this purpose, the beryllium target will

be removed and the primary proton beam will be dumped

on a 3.2m long massive dump collimator (TAX) in order to
create the hypothetical dark sector particles. The decay of

these particles into Standard Model particles, e.g. muons in

∗ marcel.rosenthal@cern.ch

the final state, might be observable by the NA62 experiment.

The implementation of this proposal is studied by the the

Conventional Beams Working Group (CBWG) within the

Physics Beyond Colliders (PBC) framework. Muons directly

produced in the primary interactions within the TAX pose an

crucial background for this kind of experiment, e.g. through

random spatiotemporal track combinations of muons and an-

timuons. Studies to understand the trajectories of this muon

background are essential to further optimize the magnetic

sweeping of the K12 beam line, when operated in beam

dump mode. To investigate and reduce this muon back-

ground, the optimisation of the magnetic sweeping along the

K12 beam line is performed. Monte Carlo studies based on

the program G4beamline [4] have been combined with ana-

lytical parametrisations of the muon distributions to reduce

the computational demands. In this contribution, bench-

marking results with recorded data as well as first results

from the optimization studies are shown.

THE K12 BEAM LINE MODEL
The simulation of production and transport of the muon

background is computationally highly expensive and re-

quires the precise knowledge of the magnetic field maps

in the entire K12 beam line. A G4beamline model, includ-

ing a simplified model of the NA62 experiment, has been

developed to investigate the particle production, transport

and decay of the particles in the beam line. It is illustrated in

Fig. 1. The 400GeV/c protons with a nominal intensity of
3 × 1012 protons per burst impinge on a 400mm-long beryl-

lium target (T10), which corresponds to about one nuclear

Figure 1: The G4Beamline model of the K12 beam line and

NA62 experiment.
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Figure 2: Model of the T10 target region (up) and TAX

(down). The 400GeV/c proton beam enters from the left

in the upper figure. The green volume illustrates an air

volume, in which an upstream monitor, the T10 target and

two collimators are located. The TAX consists of 2 copper

and 2+4 iron blocks with bores for the beam passage.

interaction length. The target is followed by a set of collima-

tors and a small-aperture, radiation-hard quadrupole triplet

defining the maximum acceptance of the secondary beam,

mostly consisting of pions, protons and kaons. To maximize

the number of signal events in the fiducial decay volume of

the NA62 experiment, the beam line optics is tuned for a

transfer of positively charged particles with a momentum

of 75GeV/c [5]. Behind the quadrupole triplet, a momen-
tum selection is performed, mainly by a 3.2m long massive
dump collimator (TAX) centered in a four bend achromat.

The model of the target region and the TAX are shown in

Fig. 2. The first pair of bends of the achromat induces a ver-

tical deflection to the charged particle beam, which amounts

to −110mm for the 75GeV/c-beam fraction, allowing it
to pass the 1-cm diameter bores in the TAX and being re-

turned to the central axis by the second pair of bends. Other

momentum slices, especially the non-interacting primary

400GeV/c protons, are dumped on the TAX with different
vertical offsets, i.e. −20.625mm for the primary protons.
Muons mainly created in pion and kaon decays upstream

of the TAX are not stopped and form a halo around the se-

lected hadron beam. Various magnetic elements, i.e. muon

sweeping dipole magnets with a field-free region for the

hadron beam passage and scraping magnets with a toroidal

field around the axis are employed to reduce this halo before

the beam enters the decay volume of the NA62 experiment

at about 102m downstream the production target. The de-

tailed study of muon halo requires the simulation of the

magnetic fields within the magnet apertures but also in the

iron yokes in the entire beam line. For the current version

of the model these field distributions have been extracted

from existing measurements and simulations previously im-

plemented in the simulation tool HALO [6]. Within the

experiment, several detector components are employed to

identify the particles leaving the decay volume, i.e. four

straw spectrometer stations for track reconstruction and mo-

mentum identification, two charged particle hodoscopes and

a muon veto system at the end of the line. A more detailed

description of the beam line and the various sub-detectors

can be found in Ref. [1].

Nominal Configuration
The current implementation of geometry has been vali-

dated with a simulation based on nominal beam optics for the

current NA62 operation. Figure 3 illustrates the distribution

of the pion momentum in front of the decay volume. It is cen-

tered around 75GeV/c with a momentum spread of 1.15%.
The latter can be further adjusted by additional momentum-

selection collimators within the beam line. Similar shapes

are observed for kaons and protons. The corresponding par-

ticle rates (Table 1) obtained with the FTFP_BERT physics

list of Geant4 were compared to the reference values esti-

mated in Ref. [1] using the HALO software together with

the Atherton formula for particle production [7]. Both es-

timates yield pion and kaon rates in very good agreement

within a few percent, while a slightly enhanced proton rate
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Figure 3: Simulated pion momentum distribution at z =
102m for 108 protons on target. The nominal beam is cen-

tered around 75GeV/c with a momentum spread of 1.15%.

Table 1: Fluxes at 102mAfter Target per 1.1 × 1012 Incident
Protons per Second

Particle Reference [1] (MHz) G4beamline (MHz)
Pions 525 547

Protons 173 308

Kaons 45 45
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is observed in the Geant4 based simulation with respect to

the reference estimate.

Beam Dump Configuration
In dedicated beam dump configuration, the beryllium tar-

get is removed from the beam line to reduce the muon halo

background originating from the production and decay of

pions and kaons upstream of the TAX. The residual material

budget in the target region is reduced to about 1% com-

pared to the nominal setup including the beryllium target [8].

The remaining material is modeled by the vacuum windows,

beam instrumentation elements and the surrounding air in

the target region, as shown in Fig. 2. After passing this re-

gion, the primary proton beam passes the quadrupole triplet

and is dumped directly on the TAX. The two independently

moveable parts of the TAX (TAX1+TAX2) are vertically

displaced with respect to each other to prevent the passage

for any particle coming from the upstream direction of the

beam line. The muon background investigated in this study

is composed from the contributions of upstream decays and

the production within the TAX.

MUON SIMULATION ALGORITHMS
The simulated muon spectrum and spatial distribution

obtained directly after the TAX is depicted in Fig. 4. It

shows the concentration around the proton impact point, that

is vertically shifted due to the first two bends of the first

achromat. The radial symmetry is slightly broken due to the

existing tungsten inserts around the bores, which are located

above and below the proton impact point. Furthermore, a

rate decrease with increasing momentum of several orders

of magnitude is observable, drastically limiting the statistics

Figure 4: Simulated muon spatial distribution and spectrum

after the TAX obtained for 109 incident protons.

for high-energy muons. Since the dump simulation of the

400GeV/c protons is computationally highly expensive (cur-
rently ∼10 protons per second for an illustrated sample of

109 incident protons), an increase of the number of incident

protons for the study of multiple magnetic configurations is

not reasonable. Instead, two methods based on the recorded

particle information directly after the TAX have been em-

ployed to reduce the computational effort and increase the

statistics for higher momenta.

Method 1: Sampling
In the first method, the recorded particles behind the

TAX are binned according to position, momentum and type.

From the number of particles in each multi-dimensional bin

a probability distribution is deduced to generate new and

individually-sized samples representing the particle distri-

bution after the TAX. These samples are employed to study

the particle transport starting after the TAX removing the

computationally expensive simulations of the interacting

protons in the TAX. The limiting factor of this method is

the underlying particle sample. Due to the low statistics for

higher momenta as shown in Fig. 4, the calculated proba-

bility distribution is not representing the full phase-space

for these particles. Thus, certain momenta appear only at

similar locations or are entirely missing.

Method 2: Parametrization
A second method has been implemented in order to re-

duce the variance for higher momenta. For that purpose, the

muons and antimuons created in and recorded directly after

the TAX are first sorted in bins of different longitudinal mo-

menta. The horizontal and vertical phase space of each bin

can be parametrized by a two dimensional Gaussian distribu-

tions in each bin, respectively. This is shown exemplary in

Fig. 5 for a longitudinal momentum of pz = 25GeV/c and
the horizontal phase space. The evolution of the parameters

describing the Gaussian distributions can be illustrated with

respect to the longitudinal momentum, as depicted exem-

plary for the horizontal width of the antimuon distribution in

Fig. 5. This evolution is further parametrized by analytical

functions up to a longitudinal momentum of 80GeV/c and
extrapolated for momenta up to 350GeV/c to estimate the
high-momenta muon distribution, where the statistics of the

underlying sample is limited. To additionally increase the

statistics of the high-momenta muons, the new samples are

created uniformly distributed in momentum, but a weighting

factor representing the probability of appearance is assigned.

This allows for a re-normalization of the simulated muons

recorded in the NA62 detectors, after the tracking through

the K12 beam line elements downstream of the TAX is per-

formed. Bases on this method, samples representing the

major contributions of the muon background are created.

Comparison
To validate the algorithms, the generated samples have

been compared with each other. Figure 6 depicts the mo-

mentum spectrum and vertical distribution of antimuons
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directly after the TAX obtained with both methods and with

similar number of particles in the samples. The momentum

spectrum is very well represented in both methods, but for

the second method the variations at higher momenta could

be drastically reduced. Simultaneously, also the vertical dis-

tribution, the core below 200mm is in very good agreement

between both methods, while larger relative differences are

only observable at bigger distances. A similar effect is ob-

servable in the horizontal distribution. Overall, a satisfactory

Figure 5: Parametrization of the transversal width σx for
different longitudinal momenta pz .

Figure 6: Simulated antimuon momentum spectrum and

vertical distribution after the TAX for both methods. The

distributions are normalized to 109 incident protons.

agreement between both methods could be shown. Due to

the reduced computational expenses and a better representa-

tion of the high-momenta muons, the second method is used

in the muon background studies described in the following.

COMPARISON TO MEASURED RATES
Based on the previously described method, a comparison

to measured data from the NA62 experiment has been per-

formed. For this purpose, recorded data taken in short runs

in beam dump mode has been used. The trigger selection
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Figure 7: Comparison of measured (up) and simulated distri-

butions (down) of positively charged muons in beam dump

configuration reconstructed at 180m, close to the first straw

chamber of NA62. The color scale represents the number of

tracks per 109 incident protons and bin. The measured data

is downscaled by a factor five.
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required at least one hit in the charged particle hodoscope

(CHOD) of NA62. The charged particle tracks were recon-

structed using the information of the straw detector cham-

bers, yielding the momentum, the charge, and the position

at the first straw chamber. These information were used to

compare the spatial distributions and spectra of positive and

negative tracks between recorded data and simulation. Since

the simulation currently focuses on the study of muons, a

time-associated hit in the muon veto detector MUV3 was

requested for the reconstructed tracks. Figure 7 depicts the

radius r =
√

x2 + y2 and momentum of the positive charged

tracks obtained in measurement and simulation at 180m,

close the first straw chamber of NA62. Both distributions

feature two accumulations in similar regions. In separate

studies of the muon distribution originating in upstream de-

cays, the accumulation at about 75GeV/c and a radius of
250mm could be associated to the muon production before

the TAX, while the large accumulation at lower momenta

and larger radii at about 800mm originates from processes

occuring within the TAX. The good qualitative agreement

validates the implementation of the magnetic configuration

in the G4beamline model. Quantitatively, the calculated

muon rates in the data sample are a factor five larger than

observed in the present simulation, showing an enhanced

contribution from muons originating from the TAX region

in the recorded data. This excess is investigated in present

studies.

FIRST RESULTS OF OPTIMIZATION
STUDIES

To further reduce the muon background in beam dump

operation, optimization studies of the magnetic layout of

the beam line have been performed. For this purpose, the

muon distribution at the MUV3 detector at the end of the

NA62 experiment z ≈ 247m has been investigated. The

simulated muon momentum spectrum at the MUV3 detec-

tor plane using this configuration is illustrated in Fig. 8. A

similar spectrum for muons and antimuons is observed in

the present nominal beam dump configuration. The extrapo-

lation boundary for higher momenta leads to the hard cut at

350GeV/c. Figure 9 depicts the spatial distribution on the

MUV3 detector plane in initial configuration.

The entire sensitive region of the MUV3 detector is pop-

ulated by muons. The accumulation in the vicinity of the

beam pipe is dominated by a contribution of muons with a

slightly lower momentum than 75GeV/c. This is related to
the beam optics optimization for 75GeV/c in the nominal
configuration, leading to a favored transport of positively

charged muons in this momentum region. Energy losses

slightly reduce the final momentum by a few GeV/c.
First studies aim for a reduction of the muon background

at the MUV3 plane applying only a minimal amount of

changes to the existing beam line. To eliminate the 75GeV/c-
component observed from the muons in upstream decays,

the first quadrupole triplet is optimized for the transport of

the 400GeV/c protons and the quadrupoles downstream of
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Figure 8: Simulated momentum spectrum of muons (red)

and antimuons (green) at the MUV3 detector for the initial

configuration in beam dump mode. The rate is normalized

to 1.1 × 1012 protons per eff. second. A cutoff at 350GeV/c
is applied.
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Figure 9: Simulated muon spatial distribution at the MUV3

detector for the initial configuration in beam dump mode.

The color scale represents the number of hits per 109 incident

protons and bin.

the TAX are turned off. Additionally, a deflection close to

the production location in the TAX is preferable to further

improve the muon sweeping. For that purpose, the mag-

netic setup of the first achromat surrounding the TAX is

investigated. The first two bending magnets are turned off,

letting the proton beam impinge centrally on the TAX. The

magnetic field of the second two dipoles is scanned to study

the influence on the remaining muon rate with respect to

the initial nominal configuration in beam dump mode. The

results are shown in Fig. 10. The highest rate is observed for

disabled sweeping within the first achromat. In this case, the

muon flux is increased by a factor five. Operating the mag-

nets with same strengths but opposite sign shows a general

enhancement of the muon rates, since the angular deflec-

tion of the consecutive magnets cancels each other. For

same sign, the muon rates are reduced by increasing the
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Figure 10: Remaining muon rate with respect to the initial

configuration in beam dump mode. The two bending mag-

nets after the TAX (B1B,B1C) have been scanned in steps

of 1 T field strength in the center of the gap.

field strengths up to a certain point. At this point, the deflec-

tion for low momenta muons in the first bend is sufficiently

strong to let them reach the iron yokes of the second bend.

Thus, the return field of the second bend deflects them back

towards the sensitive part of the muon veto detector. This

significantly enhances the rate due to the large amount of

low-momenta muons. For maximum field of the the first

magnet at −1.82 T, an optimum for the second magnet is
found at about −0.3 T. The spatial distribution for this par-
ticular setting is depicted in Fig. 11.

The accumulation close to the beam pipe disappeared due

to the change of the magnetic configuration. The observable

horizontal deflection arises from the three muon sweepers

with vertical magnetic field, while the left-right asymmetry

is related to the optimized sweeping of positive muons in the

nominal setup using a muon scraper with toroidal field that

is located downstream in the K12 beam line. Overall, the

total simulated muon flux is reduced by a factor four in this

setting compared to the nominal dump configuration. Taking
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Figure 11: Simulated muon spatial distribution at the MUV3

detector for the optimized configuration of the first achromat.

The color scale represents the number of hits per 109 incident

protons and bin.

only muons above a threshold of 15GeV/c into account, the
reduction can be further maximized by operating the two last

bending magnets of the first achromat at their maximum field

of −1.82 T. In this configuration the simulated muon rate
above 15GeV/c is reduced by a factor 20, but the rate of low-
momenta muons is enhanced simultaneously, as explained

above.

CONCLUSION & OUTLOOK
The study of the muon background in beam dump op-

eration of the NA62 experiment required the development

of a new model of the K12 beam line that transports the

beam to this experiment. Using the available magnetic field

maps, this model has been implemented in the G4beamline

software framework, which allows for investigation of the

production, transport and decay of particles. The produc-

tion of the initial muon population created by the dumped

400GeV/c proton beam is strongly suppressed and hence
requires a substantial amount of computational power. Con-

sequently, methods reducing the computational time by es-

timates of the distribution at higher momenta have been

successfully implemented. Benchmarking of the simulated

muon background distribution with already measured data

showed a promising qualitative agreement. A further reduc-

tion by a factor four could be achieved by small changes to

the beam line, mainly by the optimization of the first two

bending magnets behind the TAX. These results will be fur-

ther used to quantify the benefit of bigger upgrades of the

K12 beam line for an operation of the NA62 experiment in

beam dump configuration.
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SIMULATION CHALLENGES FOR eRHIC BEAM-BEAM STUDY∗
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Abstract
The 2015 Nuclear Science Advisory Committee Long

Rang Plan identified the need for an electron-ion collider
(EIC) facility as a gluon microscope with capabilities be-
yond those of any existing accelerator complex. To reach the
required high energy, high luminosity, and high polarization,
the eRHIC design, based on the existing heavy ion and polar-
ized proton collider RHIC, adopts a very small β-function
at the interaction points, a high collision repetition rate, and
a novel hadron cooling scheme. A full crossing angle of 22
mrad and crab cavities for both electron and proton rings
are required. In this article, we will present the high priority
R&D items related to the beam-beam interaction studies for
the current eRHIC design, the simulation challenges, and
our plans and methods to address them.

INTRODUCTION
The key EIC machine parameters identified in the 2015 

Long Range Plan [1] are: 1) polarized (70%) electrons, 
protons, and light nuclei, 2) ion beams from deuterons to the 
heaviest stable nuclei, 3) variable center of mass energies 
∼20–100 GeV, upgradable to ∼140 GeV, 4) high collision 
luminosity ∼1033−1034 cm−2sec−1, and possibly have more 
than one interaction region. To reach such a high luminosity, 
both designs of eRHIC at Brookhaven National Laboratory 
(BNL) and JLEIC at Thomas Jefferson National Accelerator 
Facility (JLab) aimed to increasing the bunch intensities, 
reducing the beam sizes at the interaction points (IPs), and 
increasing the collision frequency, while keeping achievable 
maximum beam-beam parameters for involved beams [2, 3].

The relative priorities of R&D activities for a next gener-
ation EIC were published in the 2016 NP Community EIC
Accelerator R&D panel report [4]. The panel evaluated the
R&D items needed for each of the current EIC design con-
cepts under considerations by the community. Beam-beam
interaction have been identified as one of the most impor-
tant challenges needed to be addressed to reduce the overall
design risk.

We join the expertise from BNL, JLAB, Lawrence Berke-
ley National Laboratory (LBNL), and Michigan State Uni-
versity (MSU) to address 4 challenging items related to the
EIC beam-beam interaction in the two EIC ring-ring designs,
namely, 1) beam dynamics study and numerical simulation
of crabbed collision with crab cavities, 2) quantitative un-
derstanding of the damping decrement to the beam-beam
performance, 3) impacts on protons with electron bunch
∗ Work supported by Brookhaven Science Associates, LLC under Contract

No. DE-AC02-98CH10886 with the U.S. Department of Energy.

swap-out in eRHIC ring-ring design, and 4) impacts on
beam dynamics with gear-changing beam-beam interaction
in JLEIC design.

To address the above critical items related to EIC beam-
beam interaction, we propose new beam-beam simulation
algorithms and methods to the existing strong-strong beam-
beam simulation codes, together with a deep physics under-
standing of the involved beam dynamics. At the completion
of this proposal, we should have a clear understanding of the
beam-beam interaction in the next generation EIC designs
and be able to provide robust counter-measures to possi-
ble beam-beam interaction related beam lifetime reduction,
beam emittance growth, beam instabilities, and luminosity
degradation. This work would significantly mitigate the
technical risks associated with the EIC accelerator designs.

In this article, we will only focus on the simulation chal-
lenges related to the eRHIC beam-beam study, or the first
three R&D items listed above. They are the common chal-
lenges to the eRHIC and JLEIC designs. JLEIC design also
have another challenge: impacts on beam dynamics with
gear-changing beam-beam interaction, which will not be
discussed here.

eRHIC DESIGN PARAMETERS

For the present eRHIC design, the maximum beam-beam
parameters for the electron and proton beams are ξe = 0.1
and ξp = 0.015, respectively. The choice of the beam-beam
parameter of ξe = 0.1 for the electron beam is based on the
successful operational experience of KEKB, where it was
achieved with a transverse radiation damping time of 4000
turns. The choice of the beam-beam parameter for the proton
ring is based on the successful operational experience of
RHIC polarized proton runs, where a beam-beam parameter
of ξp = 0.015 was routinely achieved.

To avoid long-range collisions, a crossing-angle collision
scheme is adopted. For the present design, the proton and
electron beams collide with a total horizontal crossing angle
of 22 mrad. Such a crossing angle scheme is also required
by the experiment to avoid separator dipoles in or near the
detector, thus minimizing the background in the interaction
region (IR). To compensate the luminosity loss by the cross-
ing angle collision, crab cavities are to be used to tilt the
proton and electron bunches such that they collide head-on
at the IP. Table 1 shows key beam-beam interaction related
parameters of the current eRHIC design. Without cooling,
the design luminosity is 4.4 × 1033cm−2s−1. With cooling
in the proton ring, it is 1.05 × 1034cm−2s−1.
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Table 1: Machine and Beam Parameters for eRHIC Design

Parameter Unit Proton ring Electron ring
Circumference m 3833.8451

Energy GeV 275 10
Bunch Intensity 1011 1.05 3.0
Working point - (29.31, 30.305) (51.08, 48.06)
synchro. tune - 0.01 0.069

β∗x,y cm (90,5.9) (63, 10.4)
rms emittance nm (13.9,8.5) (20,4.9)
Bunch length cm 7 1.9
Energy spread 10−4 6.6 5.5
Crossing angle mrad 22

To compensate the geometric luminosity loss due to the
crossing angle, crab cavities are to be installed to tilt the
proton and electron bunches by 11 mrad in the x − z plane
at IPs so that the two beams collide head-on. The crab
cavities provide a horizontal deflecting force to the particles
in a bunch. Ideally, the deflecting electric field should be
proportional to the longitudinal position of particles. For
the local crabbing scheme, the horizontal betatron phase
advances between the crab cavities and IP are π/2. The
voltage of the crab cavity is

V̂RF = −
cEs

4π fRF
√
β∗xβcc

θc . (1)

Here c is the speed of light, Es is the particle energy in eV,
fRF is the crab cavity frequency, and θc is the full crossing
angle. β∗x and βcc are the horizontal β functions at the IP
and the crab cavity, respectively.

A higher frequency of crab cavities requires a lower crab
cavity voltage. However, due to the sineous wave shape of
the crab cavity voltage, particles in the bunch tail may not be
perfectly crabbed. In the folllowing, we assume 338 MHz
for the crab cavities in both proton and electron rings. The
final choice of the crab cavity frequency is not made yet.

With crabbed collision between the electron and proton
bunches, we focus on the emittance growth and luminosity
degradation. For this purpose, we combine strong-strong and
weak-strong beam-beam simulation methods. The strong-
strong beam-beam simulation is used to reveal any possible
coherent beam-beam instability in a few electron damping pe-
riods. If there is no clear coherent beam-beam motion from
the strong-strong beam-beam simulation, then a weak-strong
beam-beam simulation is to be used to evaluate the long-
term stability of the protons. In the weak-strong simulation,
the equilibrium electron beam sizes from the strong-strong
simulation are used.

SIMULATION CHALLENGES
Dynamics Study and Numerical Simulation of
Crabbing Collision with Crab Cavities

For collision with a crossing angle and crab cavities, when
the bunch length is comparable with the wavelength of the

crab cavity, the sinusoidal form of the crab-cavity voltage
may lead to the transverse deviation of particles at the head
and tail as the function of the longitudinal position of the
particles. As an example, Figure 1 shows the proton and
electron bunch profiles in the x − z plane in the head-on
collision frame.

Figure 1: Electron and proton bunch profiles in the head-on
frame.

In 2017, supported by the NP proposal award (PI: Yue Hao
and Ji Qiang), a special synchro-betatron resonance, which
coupled through beam-beam interaction, was found due to
the imperfect crab kick, using a strong-strong beam-beam
simualtion code [5]. The resonance raises from the beam-
beam induced coupling between the transverse motion of
the electron beam and the synchrotron motion of the proton
beam, and causes luminosity reduction of ∼1% per second
from the simulation, which depends on the frequency of the
crab cavity and the proton synchrotron tunes as shown in
Figure 2.

Figure 2: Luminosity degradation as function of proton
synchrotron tune.

As we know, numerical noise in the self-consistent strong-
strong beam-beam simulation can cause artificial emit-
tance growth and may block the true physics driven emit-
tance growth. Currently, the computational method used
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in those simulations is based on a particle-in-cell method
with Green’s function to calculate the beam-beam force self-
consistently.

To verify the small emittance growth observed from the
strong-strong simulations, the most challenging task is to
separate the beam degradation due to the nonlinear reso-
nance from the artificial emittance growth induced by the
numerical noise in the strong-strong beam-beam simulation
code. The numerical noise reduction is an essential step for
the further understanding of the EIC crab crossing scheme.

At present, the only crab crossing scheme is accomplished
by KEKB [6]. The beam-beam induced synchro-betatron
resonance can be suppressed by the synchrotron radiation
damping of both colliding beams. The situation is quite
different in an EIC, since the ion beam does not have fast
damping. Therefore, to achieve a more reliable prediction, it
is desired to develop special codes and/or simulation meth-
ods, which exclude or largely reduce the artificial numerical
noise in the beam-beam simulation.

Quantitative Understanding of the Damping
Decrement to the Beam-beam Performance

To reach the beam-beam parameter 0.1 for the electron
rings of eRHIC and JLEIC, based on the experience at
KEKB, it requires a radiation damping decrement of 1/4000,
or a radiation damping time of 4000 turns, in the transverse
plane. To achieve the same radiation damping decrement
at the low electron beam energies, super-bends are being
considered for the electron ring lattice design in eRHIC. The
purpose of these complicated three-segment super-bends is
to be able to radiate additional synchrotron radiation energy
at low electron energies to increase the radiation damping
rate.

Since the connection between the damping decrement
and the achievable beam-beam parameter is empirical, we
carried out beam-beam simulations to study the beam-beam
performance with different radiation damping decrements
with strong-strong beam-beam simulation codes [7]. Fig-
ure 3 shows the evolution of the horizontal beam size of the
electron beam with different radiation damping times.

Figure 3: Equilibrium electron horizontal beam size as a
fucntion of the radiation damping time.

In these simulation studies, we did not observe coher-
ent beam-beam motion with the different damping times as
shown in Fig. 3. Simulation results show that with a longer
damping time, it takes a longer time to reach the electron
equilibrium beam size. However, there are not significant
differences in equilibrium beam sizes and luminosities even
when the radiation damping time is up to 12,000 turns, or 3
times the design value.

Lepton beams can tolerate beam-beam tune shift parame-
ters ∼0.1 that are about ten times larger than corresponding
values for collisions between hadron beams. The common
understanding of these facts is the presence of radiation
damping in lepton beams and the absence of damping in
the hadron beam. It is of great importance for EIC running
with low electron energies. Therefore, further investigations
with dedicated simulation methodology and computer codes
are required to study the effects of damping decrement to
the beam-beam performance, and establish the connections
between the damping decrement and the maximum beam-
beam parameter at various collision energies for the current
EIC ring-ring designs.

Impacts on Protons with Electron Bunch Swap-out
in eRHIC Ring-ring Design

In the current eRHIC ring-ring design, a rapid cycling
synchrotron (RCS) is chosen as the baseline injector to the
main electron storage ring. The RCS will be accommodated
in the existing RHIC tunnel. It will be capable of accelerating
the electron beam from a few hundred MeV up to 18 GeV and
maintaining the electron polarization during acceleration.

The required electron bunch intensity of up to 50 nC in
the eRHIC electron storage ring exceeds the capabilities of
the electron gun, and such a high bunch intensity would
also lead to instabilities at an injection energy in the RCS.
These limitations necessitate accumulation of electrons in
the electron storage ring.

To minimize detector background during the injection
process, an accumulation in the longitudinal phase space is
being proposed. After one electron bunch in the electron
storage ring is kicked off, it will be replace with 5 electron
bunches from the RCS. The bunch intensity from the RCS
is about 10 nC. The time interval between the injected RCS
bunches is 1 second, or 7800 turns. To maintain high electron
polarization in the electron storage ring, we will replace one
electron bunch in 1 second and replace all electron bunches
in 5 minutes.

With zero dispersion throughout the detector and the up-
stream beamline, the newly injected bunches travel on the
same closed orbit in the region as the stored beam. However,
the beam-beam effect of the injected electron bunches from
the RCS on the stored proton beam needs to be studied. The
beam-beam parameter for the corresponding proton bunch
changes during the electron bunch replacement.

A weak-strong study simulation code was developed to
study the proton bunch emittance blow-up during the elec-
tron bunch replacement [8]. In the code, the proton bunch
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is represented by macro-particles and the electron bunches
are represented by rigid charge distribution. The 4-d beam-
beam kick is used. The effect of radiation damping is simply
included by adjusting the position and the energy deviation
of the rigid electron bunches.

Figure 4 shows the calculated horizontal and vertical emit-
tance evolution over the course of 100 electron bunch re-
placements from the above weak-strong code. Since each
bunch is replaced every 5 minutes, the time for 100 bunch
replacements is about 9 hours. From the plot, the emittance
growth from the beam-beam interaction during the electron
bunch replacement is less than 4%/hour.

Figure 4: The simulated emittance evolution of the proton
bunch during 100 electron bunch replacement.

The above 4-d weak-strong simulation to study the elec-
tron bunch replacement in the eRHIC ring-ring design is
not self-consistent. The injected electron bunch may not
have a 4-d Gaussian charge distribution. During the period
of the electron bunch passing through the proton bunch, its
beam size can be altered by the beam-beam force too. And
the electron bunch does not always collide with the proton
bunch at IP. A self-consistent 6-d strong-strong beam-beam
simulation code is needed to study the beam-beam effects
during the electron bunch replacement.

PROPOSED RESEARCH AND METHODS
Both strong-strong and weak-strong beam-beam simula-

tion codes are to be used to address the above simualtion
challenges in the eRHIC beam-beam studies. We choose
Dr. Qiang’s code BeamBeam3D [9] for the strong-strong
beam-beam simulations, and Dr. Luo’s code SimTrack [10]
for the weak-strong beam-beam simulations. To meet the
needs for the required EIC beam-beam simulations, we will
make several modifications to these existing codes.

Beam Dynamics Study and Numerical Simulation
of Crabbed Collision With Crab Cavities

In the most of existing beam-beam strong-strong beam-
beam simulation codes, the particle-in-cell and Green’s func-
tion methods are used to solve the 2-dimensional Possion

equation to obtain the electro-magnetic fields from one slice
of one bunch. To reduce the numerical noises in the strong-
strong beam-beam simulations, we propose to use a spectral
method that uses a finite number of global basis functions to
approximate the charge density distribution. Such a spectral
method helps smooth the numerical noise associated with
a finite small number of macro-particles (in comparison to
the real number of particles in a bunch) and mitigate the
numerical noise driven emittance growth.

Figure 5 compares the emittance growth evolution by
using the standard Green’s function method and the spectral
method in a single slice beam-beam force model [11]. It is
seen that the spectral method yields much less numerical
noise driven emittance growth than Green’s function method.
This example shown here is the nominal LHC parameters
without crossing angle and with a single interaction point.
For those parameters, it is expected that there should be little
emittance growth under the stable operational condition. In
our plan, we would like to extend the above spectral method
to multi-slice beam-beam interaction model. We also plan
to implement this method on the massive parallel computers
using a hybrid parallel programming model.

Figure 5: Comparison of calculated emittance growth with
Green’s fucntion and spectral method.

With the new code development, we will try to find the
scaling behavior of the luminosity degradation due to the
sychro-betatron resonance as function of the beam-beam pa-
rameters of both beams, as well as the crab cavity frequency
and the crossing angle. we also will evaluate if the non-zero
dispersion function or the non-π/2 phase advance at the lo-
cation of crab cavities will lead to beam quality degradation.
The effects of the noises in the voltage and phase of crab
cavities will be evaluated too.

Quantitative Understanding of the Damping
Decrement to the Beam-beam Performance

To fully understand the effects of synchrotron damp-
ing time on the beam-beam performance, the lattice non-
linearity should be included into the strong-strong beam-
beam simulation. The equilibrium emittances are decided
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by the ratio of the radiation damping and the nonlinear lattice
caused diffusion. Both the beam-beam and the lattice nonlin-
earities generate diffusion. The beam-beam force decreases
like 1/r while the nonlinear magnetic force increases like
polynomials with the particle amplitude. The simulation
shows that without the lattice nonlinearities, the diffusion
solely due to beam-beam interaction is weak.

For most of the existing strong-strong beam-beam simu-
lation codes, the ring is simply represented by a 6 × 6 linear
matrix to save the computing time involved in the beam-
beam interaction calculation. However, from single particle
element-by-element weak-strong beam-beam simulations,
we learned that the interplay between the beam-beam inter-
action and the lattice non-linearities plays a crucial role to
the dynamic aperture.

To include the lattice non-linearities without time-
consuming element-by-element particle tracking in the
strong-strong beam-beam simulation code, we propose the
following methods: 1) Replace the linear ring map by a
nonlinear map to up to a certain order. The nonlinear map
should be symplectic in order to avoid artificial diffusion. To
shorten the tracking time, a low order map, for example up to
the 5th order, is planned during the first test. A higher order
map can be implemented later as necessary. 2) Implement
high order nonlinear field errors in the interaction region.
According to the RHIC experiences, these high order field
errors play an important role in the dynamic aperture reduc-
tion. 3) In the longitudinal plane, we plan to use the real RF
cavities instead of linear synchrotron oscillation.

With the proposed lattice nonlinear in the strong-strong
beam simualtion codes, we will be able to study the effects
of the damping decrement to the beam-beam performance.
We will establish the connection between the damping decre-
ment and the maximum beam-beam parameter for eRHIC.

Impacts on Protons with Electron bunch Swap-out
in eRHIC Ring-ring Design

Instead of early 4-d weak-strong simulation method, we
propose to use the self-consistent 6-d strong-strong beam-
beam code BeamBeam3D to simulate the electron bunch re-
placement in the eRHIC ring-ring design. To be suitable for
this study, some modifications to BeamBeam3D are needed.

In the eRHIC ring-ring design, one electron bunch in
the storage ring will be knocked out every 5 mins. 5 RCS
bunches with a smaller bunch charge will be injected in the
same bucket in the longitudinal phase space. The interval
between these 5 injections is 1 second. In the code, we will
first simulate the interaction between an electron bunch and
a proton bunch up to several electron damping times to reach
the equilibrium. After the 5 RCS bunches are injected, we
also need to continue to track the beam-beam interaction
between the newly injected electron bunch and the proton
bunches up to a few damping times.

With these code modifications, we will evaluate the emit-
tance growth during the electron bunch replacement. We
will record the proton bunch emittance’s change during the

electron bunch kick-off, each RCS bunch injection, and the
final equilibrium. The emittance blow-up will be compared
with the analytical estimate based upon a linear beam-beam
force assumption and that from the previous weak-strong
beam-beam simulation. We also will study the effects of
any errors or noises during the electron bunch replacement,
for example, the injection jitters, the fluctuation in the RCS
bunch intensities, and so on.

SUMMARY
In this article, we have presented the high priority R&D

items related to the beam-beam interaction for the current
eRHIC design. To mitigate the technical risks associated
with the EIC accelerator designs, we joined beam-beam
simualtion expertises from 3 labroatories and 1 university.
We outlined the new beam-beam simulation algorithms and
methods to the existing strong-strong beam-beam simula-
tion codes. At the completion of this proposal, we should
have a clear understanding of the beam-beam interaction
in the next generation EIC designs and be able to provide
robust counter-measures to possible beam-beam interaction
related beam lifetime reduction, beam emittance growth,
beam instabilities, and luminosity degradation.
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BEAM DYNAMICS SIMULATIONS OF MEDICAL CYCLOTRONS  
AND BEAM TRANSFER LINES AT IBA 

J. Van de Walle†, E. Forton, V. Nuttens, W. Kleeven, J. Mandrillon, E. Van der Kraaij, 
Ion Beam Applications, 1347 Louvain-la-Neuve, Belgium 

Abstract 
At the Belgian company Ion Beam Applications (IBA), 

several in-house developed computational tools are used to 
simulate beam dynamics from a range of proton and elec-
tron accelerators. The main beam dynamics simulation tool 
is the “Advanced Orbit Code” (AOC), which integrates the 
equations of motion in any 2D or 3D magnetic field map 
with superimposed time variable or fixed electric fields. 
CLORIBA is the in-house closed orbit code for cyclotrons, 
which provides the tunes and isochronicity conditions for 
the isochronous cyclotrons. A tool developed especially for 
the super conducting synchro-cyclotron (S2C2) is the 
phase space motion code, which tracks energy, RF phase 
and orbit centre coordinates in the synchro-cyclotron. The 
calculation tools are described briefly and some examples 
are given of their applicability on the IBA accelerators.  

INTRODUCTION 
The computational tools at IBA are oriented towards 

three main categories of accelerators. The first types are 
isochronous cyclotrons, which operate at a fixed RF fre-
quency. The three most common isochronous cyclotrons 
are the 18 MeV proton cyclotron called the Cycloneâ 
KIUBE, used for production of radioactive F-18 [1], the 70 
MeV proton cyclotron called the Cycloneâ 70, mainly 
used for production of radiopharmaceuticals other than F-
18 (for ex. Sr-82) and the 230 MeV proton cyclotron the 
Cycloneâ 230. The latter is used in proton therapy sys-
tems. The second type of accelerator is the superconduct-
ing synchro cyclotron (the S2C2) [2], which is so far the 
only superconducting cyclotron at IBA and operates at a 
variable RF frequency (from 90 to 60 MHz). This acceler-
ator delivers a pulsed (1 kHz) 230 MeV protons beam with 
pulse lengths of 10 µs.  The last type of accelerator which 
will be covered is the rhodotron electron accelerator, which 
is a special arrangement of magnets around an accelerating 
cavity. This accelerator typically delivers a 10 MeV elec-
tron beam [3]. 

 
CALCULATION TOOLS 

The main beam tracking code used at IBA is the “Ad-
vanced Orbit Code” (AOC) [4]. This code was originally 
developed by W. Kleeven and solves the equations of mo-
tion for a range of particles (protons, electrons, etc...) rele-
vant to IBA accelerators. The independent integration var-
iable is the RF phase advance (t), which is related to time 
in the following way: 

	

𝜏 = 𝜔% & 𝑓(𝑡′)
,

%
𝑑𝑡., 

 

where 𝜔% is the angular RF frequency and 𝑓(𝑡.) is an arbi-
trary function of time. For isochronous cyclotrons 𝑓(𝑡.)=1. 
The differential equations are solved with a 4th order Runge 
Kutta integrator with variable step size. As input AOC can 
handle 2 or 3D static magnetic field maps, 3D potential 
maps on which a RF frequency is applied and static electric 
potential maps. In case of a 2D static magnetic field map, 
the magnetic field can be expanded around the median 
plane up to 3rd order. AOC is mainly used in studies related 
to extracted beam emittances, resonance studies and to op-
timize magnetic designs.  

At IBA an in-house closed orbit code called CLORIBA 
was developed. This code is available in both C++ and py-
thon (pyCLORIBA). The code uses the established algo-
rithm developed by Gordon [5] to determine the tunes and 
phase slip.  

A last computational code is called “phase space mo-
tion” and was developed especially for the S2C2. This code 
tracks the energy, RF phase, orbit centre coordinates and 
the vertical beam motion of protons in a synchro-cyclotron. 
It uses a 4th order Runge-Kutta integrator with adaptive 
step size and takes as input the harmonic components of 
the magnetic field map, the frequency sweeps as a function 
of time and the voltage profile as a function of time. 

The utilization of these three calculation tools will be il-
lustrated in the following paragraphs.  

  
ISOCHRONOUS CYCLOTRONS 

Closed Orbit Program 
The first step after the mechanical and electrical assem-

bly of an isochronous cyclotron is a magnetic mapping to 
ensure the isochronicity of the magnetic field, so that a con-
stant RF frequency can be applied and the beam is acceler-
ated up to full energy without beam losses. These measured 
2D maps serve as input to CLORIBA. A python script was 
developed which calculates the tune curves, the phase slip 
and the needed magnetic shimming which needs to be per-
formed to make the cyclotron isochronous. An example 2D 
magnetic map from the Cycloneâ KIUBE with the closed 
orbits on top of it is shown in Figure 1. The yellow regions 
in the centre of the poles are the regions where the “pole 
insertions” are placed. These are removable pieces of iron 
which can easily be machined to obtain isochronicity of the 
machine. The amount of machining of these pole pieces is 
directly calculated in pyCLORIBA based on the closed or-
bit analysis and magnetic perturbation maps calculated 
with the OPERA3D software. 
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Figure 1: (Upper) measured 2D field map of the Cyclone 
KIUBE with closed orbits shown in black. (lower) top view 
on lower half of the Cycloneâ KIUBE.  

Extracted Emittance Calculation 
AOC is often used to calculate the extracted beam emit-

tance from the cyclotrons. As an example, a typical layout 
of the Cycloneâ 70 cyclotron with associated beam lines 
is shown in Figure 2. 

 
In this figure, two closed orbits at 60 and 70 MeV are 

plotted together with the reference extracted beam path cal-
culated with AOC. Since this cyclotron accelerates H- ions, 
the extraction happens by stripping. The stripper position 
is optimized in AOC to have the extracted beam directed 
towards the switching magnet which is shown in the bot-
tom part of the figure. From the front of the switching mag-
net, envelope calculations of the horizontal and vertical 
beam are performed with the TRANSPORT code [6]. Cru-
cial for these envelope calculations are the input emittances 
at this position. Figure 3 shows the extracted beam emit-
tance from the Cycloneâ 70 at the level of the switching 
magnet as calculated with AOC. The calculated emittance 
is compared with measured emittances. The measurement 
was performed in one the beam transfer lines with the var-
iable quadrupole method. The comparison is fair for the 
vertical emittance, whereas the measured horizontal emit-
tance is much larger and can probably be attributed to a 
degraded stripper foil at the moment of the measurement, 
which is influencing to a large extent the horizontal quality 
of the extracted beam. 

 

 
Figure 2: (Upper) 3D view on the Cycloneâ 70 cyclotron 
with 1 switching magnet and 3 transfer beamlines at each 
side. (lower) top view on the cyclotron with in blue and red 
the closed orbits at 60 and 70 MeV. The red dot indicates 
the stripper position, the yellow line is the simulated ex-
traction path and the small green dot in front of the switch-
ing magnet is where the optics calculations with 
TRANSPORT start. 

 

 
Figure 3: Horizontal (top) and vertical (bottom) emittances 
out of the Cycloneâ 70. The red ellipse is fitted to the cal-
culated distributions and the black ellipse is the measured 
emittance. 
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THE SYNCHRO-CYCLOTRON (S2C2) 
Main Characteristics 

The S2C2 [2] (shown in Figure 4)  is a superconducting 
synchro-cyclotron with a central field of 5.7 T, accelerating 
protons up to 230 MeV. The RF frequency sweeps from 
around 90 MHz at injection to 60 MHz at extraction over a 
period of 500 µs. During another 500 µs the RF frequency 
sweeps the other way around, leading to a repetition rate of 
1 kHz. The beam pulses have a temporal length of about 
10 µs. In order to ensure longitudinal phase stability, a 
small acceleration (dee) voltage is applied of maximum 10 
kV. The intensity of the beam pulses is regulated by chang-
ing the dee voltage from 7 to 10 kV. 

 

 
Figure 4: Side view of the S2C2 

Simulation Challenges 
Because of the small energy gain per turn in a synchro 

cyclotron, the number of turns from injection to extraction 
is about 40000. To simulate the beam dynamics from the 
injection to extraction, a full detailed tracking in AOC 
would be very time consuming (e.g. a full tracking of 1 
proton takes about 20 minutes). Therefore the simulation 
was split into three parts. The injection part, where losses 
in the central region and the phase acceptance in the RF 
bucket are determined is simulated in detail with AOC, 
typically up to 5 MeV. The acceleration part, from 5 MeV 
up to close to the extraction energy (typically 225 MeV) is 
performed with a code called ‘phase space motion’. This 
code primarily tracks the energy, RF phase and the orbit 
centre coordinates. From these parameters, the RF bucket 
and the emittance can be evaluated at high energy (225 
MeV). In the tracking the following equations are inte-
grated: 

 
𝑑𝐸
𝑑𝑡

= 𝑒𝐹34𝑉34 sin(𝜑), 
𝑑𝜑
𝑑𝑡

= 2𝜋<𝐹34 − 𝐹>?, 
𝑑𝑥A
𝑑𝑡

,
𝑑𝑦A
𝑑𝑡
, 

  
where 𝐹34 and 	𝑉34 are the RF frequency and voltage, 𝜑 is 
the RF phase, 𝐹> is the particle revolution frequency (de-
pending on its energy and the average magnetic field) and 
𝑥A,	𝑦A are the orbit centre coordinates. These equations are 

integrated with time steps of 0.1 µs, which makes the inte-
gration much faster compared to a detailed tracking with 
AOC (about 5000 steps instead of several million).  

Finally, the extraction process is simulated again in de-
tail with AOC, where the input parameters for the beam are 
taken from the output beam parameters in the phase space 
motion code. 

In the following paragraph, the phase space motion code 
is described a bit more in detail.  

The Orbit Centre Coordinates 
Figure 5 shows the orbit centre coordinates of the closed 

orbits in the S2C2. The orbit centres of the accelerated pro-
tons will oscillate around these orbit centres.  

 
Figure 5: Closed orbit centre evolution in the S2C2. 

 
The equations of motion for the accelerated proton orbit 

centre coordinates are derived from the following Hamil-
tonian (see [7]): 

 

𝐻(𝑥A, 𝑦A) =
1
2
(𝜈F − 1)(𝑥AG + 𝑦AG) +

𝑟
2
(𝐴K𝑥A + 𝐵K𝑦A)

+ (𝐷N𝑥A + 𝐷O𝑦A)(𝑥AG + 𝑦AG)

+
1
4Q𝐴G +

1
2𝐴G

. R (𝑥AG − 𝑦AG)

+
1
2Q𝐵G +

1
2𝐵G

.R 𝑥A𝑦A

+
1
48𝑟 T𝐷K<4𝑥A

N − 3𝑥A(𝑥AG + 𝑦AG)?

+ 𝐷G(3𝑦A(𝑥AG + 𝑦AG) − 4𝑦AN)V + 𝜗, 
 

where the factor A, B, C and D are related to the harmonics 
of the magnetic field. The sub-indices are related to the har-
monic number and the ′ indicates a radial derivative. De-
tails on these parameters can be found in [7]. A more intu-
itive picture of this complex Hamiltonian is illustrated in 
Figure 6, where the Hamiltonian is plotted as a potential 
energy surface. As can be seen at 220 MeV, far below the 
extraction energy of 230 MeV the orbit centre coordinates 
are trapped in a potential well and the orbits are stable, 
whereas closer to the extraction energy (at 229.6 MeV), or-
bit centre coordinates can become unstable if they are far 
from the global minimum. This global minimum coincides 
with the orbit centre of the closed orbit, which is shown 
with the black dot. The small difference between the black 
dot and the global minimum in the coloured surface is due 
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to the fact that the closed orbit calculation takes into ac-
count all harmonics, whereas the Hamiltonian only up to 
the 3rd harmonic was taken into account. The main conclu-
sion from these plots is that when the accelerated orbits are 
too much off-centred (far from the closed orbit centre), the 
beam can be extracted at a lower energy. 

 

 
Figure 6: Illustration of the Hamiltonian describing the or-
bit centre motion in terms of a potential energy surface for 
2 energies: 220 MeV (far from extraction: stable orbit cen-
tre) and close to extraction at 229.6 MeV (orbit centres can 
become unstable for large off-centrings with respect to the 
closed orbit) 

Experimental Observations 
Some experimental observations were made when the 

S2C2 was attached to the proton gantry, which is a rotata-
ble beam line taking the proton beam from the accelerator 
up to the patient (see [8] for details). The gantry is a large 
spectrometer, where the dispersion is maximized near the 
end of the beam line and an energy selection can be made 
with a momentum slit. The proton gantry is an extremely 
sensitive equipment which shows small fluctuations in 
beam energy and intensity. 

A first experimental observation which was made on the 
prototype S2C2 is related to small energy changes of the 
proton beam when the dee voltage is changed. Figure 7 
shows the beam optics in the proton gantry at 230 MeV 
from the exit of the S2C2 up to isocenter. The green dashed 
lines are quadrupoles, the red shaded areas are dipoles and 
the blue lines are slits. The proton trajectories are color 
coded according to their energy. As can be seen, the disper-
sion is maximized on the last slit. At that place in the gantry 
we have a dispersion of about 140 keV/mm.  

 
Figure 7: Proton trajectories in the dispersive plane of the 
proton gantry. See text for details. 

The measured beam profiles at the level of the momen-
tum slit for two different dee voltage settings is shown in 
Figure 8. 

 
Figure 8: Beam profiles on the momentum slit in the dis-
persive plane. An energy shift is present for different dee 
voltages. 
 

 It is clearly seen that a small energy shift is present of 
about 200 keV. This effect could be explained by an inac-
curate cantering of the proton source at the centre of the 
S2C2. From simulations with AOC and phase space mo-
tion, it was seen that for different dee voltages, the orbit 
cantering at injection depends on the dee voltage when the 
source is not precisely positioned. Since it is clear from the 
right part of Figure 6, different off-centrings for different 
dee voltages can lead to a different extracted beam energy 
(since the orbit centres become unstable at a different mo-
ment of the acceleration) When the source is accurately po-
sitioned, this effect is largely suppressed. 

A second observation is shown in Figure 9. The upper 
figure shows the frequency sweep near the extraction fre-
quency as a function of time. The lower figure shows the 
“normal” situation, where the beam pulse is extracted at the 
extraction frequency. The middle figure shows extracted 
beam pulses which are observed before and after this ex-
traction frequency. These observations were made with a 
highly sensitive diamond detector. 

The origin of these beam pulses was found from the 
phase space motion code. Figure 10 shows the origin of the 
problem. It concerns protons which are lost from stable RF 
bucket very close to the extraction frequency. This can be 
seen in the middle figure, where a proton is lost at 228 
MeV. The phase space motion code can track this proton 
for another RF period. Fast energy oscillations are ob-
served and at times when the proton revolution frequency 
coincides with the RF frequency, a short acceleration (or 
deceleration) can be observed before the fast energy oscil-
lations set in again. Another resonance effect is seen in the 
orbit centre coordinates at a RF frequency fY = fZ±(υ\ −
1)fZ where fZ is the protons revolution frequency and υ\ is 
the horizontal tune. This resonance condition can be under-
stood from the structure of the equation of motion of the 
orbit centre coordinate: 
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𝑑𝑥A
𝑑𝜃 = (𝜈F − 1)𝑦A + (…) + 𝛽G𝑥A + (… ), 

 
where the term 𝛽G	𝑥A is responsible for this resonance: 
𝛽G	oscillates with the same frequency as the energy: 
	(𝑓 − 𝑓>) and 𝑥A	oscillates with the frequency	(𝜐F − 1)𝑓>.  

 

 
Figure 9: (Upper) detail of the RF frequency sweep near 
the extraction time (middle) observed extracted beam 
pulses in the cases beam losses are present inside the S2C2 
close to the extraction energy. (lower) extracted beam 
pulse when the beam is accelerated up to the end without 
losses near the end. 

 
From the bottom part of Figure 10 it can be seen that 

when the resonance in the orbit centre coordinates is large 
and the proton is close to the extraction energy, the orbit 
off centering can become so large that the orbit centre co-
ordinate enters into the unstable region and the proton will 
leave the S2C2.  

 
THE RHODOTRON (TT50) 

Figure 11 shows a simulated layout of the TT50 rhodo-
tron. This electron accelerator brings electrons up to 10 
MeV. The electrons are accelerated by a central cavity and 
are bend back towards the cavity after each passage by 
magnets which are located in the circumference of this cav-
ity. There are 9 magnets in total with field level from 1000 
to 5000 Gauss. Since the most powerful magnet is located 

right next to the electron gun, where the electron has a low 
energy, any fringe field from this magnet can influence the 
trajectory of the electron beam and potentially induce im-
portant losses. Since the TT50 rhodotron deals with beam 
currents up to 10 mA, beam losses have to be avoided. At 
the same time, the TT50 magnets were made from perma-
nent magnets, which are fixed in strength. Other rhodo-
trons use electromagnets, where beam tuning can more eas-
ily be done.  This contributed to the uncertainty on the 
beam dynamics and stability during the design phase of the 
TT50. Therefore, the AOC code was updated to incorpo-
rate full 3D fields (from the permanent magnet bend di-
poles) which can be positioned in 3D space as needed. As 
such a full model was created of the TT50 and all magnetic 
effects and possible perturbations (in magnet position, 
strength, tilt, etc...) could be simulated. Full details on this 
work can be found in [3]. 

 

 
Figure 10: (Upper) 1 period of the frequency sweep (1 ms) 
with the “synchronous” extraction frequency (fs) indi-
cated. (middle) fast energy oscillations of a proton which 
is lost (desynchronized) close to the extraction frequency. 
(lower) orbit centre coordinates of the desynchronized pro-
ton. Resonances are observed at specific frequencies, coin-
ciding with the observed beam pulses. 
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Figure 11: View on the simulated TT50 rhodotron: 9 mag-
nets surrounding a central cavity, the electron gun and sev-
eral correction coils. The orange line is the simulated elec-
tron beam in AOC. 
 
BEAM LINE SIMULATIONS WITH AOC 
Thanks to the developments on the AOC code related to 

the TT50, it has become possible to construct full beamline 
models in AOC and to track particles in a sequence of full 
3D maps of quadrupoles, dipoles, steering magnets, etc... 
As such, the proton gantry was simulated in AOC. Figure 
7 shows the proton trajectories at 230 MeV from the S2C2 
exit up to isocenter. A benchmark simulation for the AOC 
model of the proton gantry consists in the scanned beam 
pattern at isocenter. In this case, the proton beam is scanned 
by two perpendicular scanning magnets in between the last 
two dipoles. As such, a pattern is built at isocenter over an 
area of about 15x20 cm2. Due to imperfections in the dipole 
field of the last bend magnet (which has a large aperture), 
the scanning pattern at isocenter is slightly distorted. This 
distortion is not clearly visible in the pattern shown in Fig-
ure 12, but careful analysis shows deviations from the re-
quired position of up to 2 mm. This effect is known as the 
“pillow effect” and can be compensated by small correc-
tions on the scanning magnets. The simulation of this pil-
low effect is a stringent test for the accuracy of the tracking 
code and the 3D magnetic field map of the last dipole. 

 

 
Figure 12: The “pillow” effect of the scanned beam at the 
isocenter, simulated with AOC. 
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DESIGN STUDY OF A FAST KICKER MAGNET APPLIED TO 
THE BEAMLINE OF A PROTON THERAPY FACILITY 

Wenjie Han†, Xu Liu, Bin Qin 
Institute of Applied Electromagnetic Engineering 

Huazhong University of Science and Technology, Wuhan 430074, Hubei, China 

Abstract 
A proton therapy facility based on an isochronous super-

conducting cyclotron is under development in HUST 
(Huazhong University of Science and Technology). A fast 
kicker magnet will be installed in the upstream of the de-
grader to perform the beam switch function by kicking the 
proton beam to the downstream beam stop. The rising and 
falling time of the kicker is about 100 µs, and the maxi-
mum repetition rate is 500 Hz. This paper introduces sim-
ulation and optimization of the eddy current and dynamic 
magnetic field of the fast kicker, by using FEM code 
OPERA-3D. For kicker materials, laminated steel and soft 
ferrite are compared and the MnZn ferrite is chosen. De-
signing considerations includes the eddy current effect, 
field hysteresis, and mechanical structure of the kicker will 
also be introduced.  

INTRODUCTION 
HUST proton therapy facility (HUST-PTF) is based on 

an isochronous superconducting cyclotron and spot scan-
ning technique. Two 360-degree rotation gantry treatment-
rooms and one fixed beamline treatment station will be 
constructed at first stage. A detail description of the facility 
parameters can be found in Ref. [1]. During the treatment 
process of the pencil beam spot scanning, the proton beam 
is applied to the patient for only a few milliseconds, and 
then kicked away. After repositioning and/or readjustment 
of the beam energy, the beam is directed back to the pa-
tient [2]. A fast kicker magnet will be installed in the up-
stream of the degrader, to perform the ‘beam off’ function 
by kicking the proton beam to the downstream beam stop. 

This paper mainly compares two material schemes for 
the kicker magnet yoke and analyses the eddy current and 
field hysteresis effect of kicker magnets. The design of me-
chanical structure is also introduced. 

PHYSICAL SPECIFICATIONS  
The kicker magnet system is one of the key compo-

nents of spot scanning technique. The layout of the kicker 
system is shown in Fig 1. In HUST-PTF, vertical kicker 
scheme is adopted. The main parameters of the kicker 

magnet are listed in Table 1. The kicker magnet is located 
at 1.24 m before the degrader. There is a quadrupole (Q3) 
between the kicker magnet and the degrader, whose defo-
cusing direction is the same to the kicker deflected direct

Figure 1: Layout of kicker system. 
ion. The proton beam is deflected by the kicker magnet, 
then passing through a drift, the quadrupole between the 
kicker magnet and the degrader will further bend the proton 
beam to a Faraday cup (FC). According to the simulation 
of beam trajectory, the gap and pole width of kicker magnet 
is determined, the distance from beam stop to the center of 
the kicker magnet is about 1.24 m. The minimum integral 
field is 0.0252 T·m, deflecting the 250 MeV proton beam 
an angle about 10.36 mrad. The beam offset at the FC is 
about 18 mm (7 mm for the beam size, 3 mm for the thick-
ness of FC, 8 mm for the radius of FC). As for the power 
supply, the kicker magnet is excited by pulse current with 
a maximum repetition frequency of 500 Hz and a ris-
ing/falling time of 100 µs. The current ramping speed is up 
to 5040 kA/s and the magnetic field ramping speed is up to 
1010 T/s. 

Table 1: Parameters of the Kicker Magnet 
Name Parameter 
Deflection angle 10.36 mrad 
Magnet gap 50 mm 
Integral field 0.0252 T·m 
Magnet length 200 mm 
Number of coil turn 4 Turns/pole 
Field strength 0.101 T 

Good field region ±30 mm (vertical) 
±14 mm (horizontal) 

Coil Induction 44 µH 
Max repetition Frequency 500 Hz 
Rise/fall time 100 µs 

MAGNET DESIGN 
Kicker magnet applied to HUST-PTF is a window frame 

type magnet with two bedstead coils. To insure the re-
quired rapid change of the magnetic field, eddy currents in 
the core must be evaluated. Soft ferrite or laminated silicon 
sheets can be chosen as the material of the magnet cores.  

 ____________________________________________  

* Work supported by The National Key Research and Development Pro-
gram of China, with grant No.2016YFC0105305, and Natural Science 
Foundation of China with grant No. 11375068 
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Simulation and Parameter Setting 
To study the eddy current effect in kicker magnet, the 3D 

transient electromagnetic simulation and steady-state ther-
mal simulation are performed in the Vector Fields Opera 
18 simulation code [3]. The procedure of electromagnetic 
and thermal analysis is shown in Fig 2. 

 
Figure 2: Procedure of electromagnetic and thermal analy-
sis. 

The excitation current of coils is a trapezoidal wave with 
a ramp/down time of 100 µs and a steady time of 900 µs, 
Electromagnet simulations with the adaptive time step are 
carried out on the ELEKTRA/TR program to obtain the 
field integral and eddy current loss in a period. The time 
setting is dense at the rise/down time to get a precise sim-
ulation result. The coordinates table of centroid in each el-
ement generated from the unsolved TEMPO model is then 
imported into the ELEKTRA/TR program to evaluate the 
heat loss [4]. A table file of average heat density value over 
a cycle is calculated by 

,                             (1) 

where HEAT is the average power of each element, n is the 
total number of simulation point, ti is the simulation setting 
time of point i.  

Then the average power of each element is import to the 
unsolved TEMPO Static Analysis and carried out, the tem-
perature distribution of the kicker magnet will be presented. 

In electromagnet simulations, the laminated steel is de-
fined as anisotropic with a packing factor about 0.95, and 
there is no current along the laminated direction. The 
MnZn ferrite is regard as one block, it is isotropy with low 
conductivity. For TEMPO/SS, the magnet is assumed to be 
natural cooling with the transfer coefficient of 14 W/(K·m2) 
and the ambient temperature 20°C. The detail parameters 
of laminated steel are shown in Table 2, and the detail pa-
rameters of MnZn ferrite is shown in Table 3.  

Laminated Steel Yoke 
Generally, laminated silicon steel sheets for iron core are 
used to reduce the eddy current and the heat loss. However, 
the laminated magnets are still not free from the eddy cur-
rent, it will reduce the magnetic field rising speed. and the 
hysteresis effect is going to be large. Slits in the end lami-
nations of iron core are proven to be an effective method to 
reduce the eddy current [5]. The laminated steel yoke with 
slits is considered for the magnet design. The field integral 
curves of current raising process are shown in Fig. 3. With-
in 100 µs, the field integral can reach 82.7%. With slits in 
the end of limited laminated steel yoke, the field integral 

can only reach 83.8%. The field integral curves of current 
falling process are shown Fig. 4. When the current is fall-
ing down to zero, the remanence is respect to be large. and 
it takes a long time to eliminate remanence. The tempera-
ture distributions are shown in Fig. 5. The maximum tem-
perature decrease from 99.5°C to 71.6°C.This means slits 
in the end laminations of iron core can reduce eddy heat 
efficiently, but it does little for the response speed. 

 
Table 2: Parameters of Laminated Steel  

Name Laminated  
Direction 

Other 
 Direction 

Conductivity 3.5e+6 S/m 0 
transfer coefficient 5.4 W/m/K 368 W/m/K 

 

Table 3: Parameters of MnZn Ferrite  
Name MnZn  
Conductivity 0.33 S/m 
transfer coefficient 5 W/m/K 

 

Figure 3: The field integral curves of current raising pro-
cess. 

Figure 4: The field integral curves of current falling pro-
cess. 

Figure 5: The temperature distribution: (a) laminated steel 
without slits; (b) laminated steel with slits. 
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MnZn Ferrite Yoke 
Due to low electric conductivity, MnZn ferrite usually 

works in 1 kHz–1 MHz. In low frequency, it has little eddy 
current, and there's almost no temperature rise, but it is 
easy to saturate in the corners. The drive current and field 
integral curve are shown in Figs. 6 and 7. In the rising pro-
cessing, the integral field can be up to 100% within 100 µs. 
In the falling processing, the remanence is almost zero. As 
for the temperature rising, the temperature of the yoke is 
only the ambient temperature about 20°C. The magnetic 
field distribution is shown in Fig. 8, and there is little satu-
ration region. 

 
Figure 6: The MnZn ferrite field integral curves of current 
rising process. 

 
Figure 7: The MnZn ferrite field integral curves of current 
falling process. 

 
Figure 8: The field distribution of MnZn ferrite. 

Mechanical Structure 
The mechanical performance of ferrite is hard and frag-

ile. When the volume is too large, the homogeneity would 
become worse. In HUST-PTF, the kicker magnet is made 
out of six blocks attached to steel plates with runaway type 
ceramic vacuum chamber. The inner aperture is 15 mm for 
horizontal, 34 mm for vertical. The kicker magnet is fixed 
by four bolts. see in Fig. 9. 

Figure 9: The ferrite yoke of the fast kicker magnet with 
runaway type ceramic vacuum chamber. 

CONCLUSION 
This paper shows the layout of the kicker magnet in 

HUST-PTF and describes the design consideration of the 
magnet yoke. The simulation methord of eddy current and 
temperature rise in fast ramp magnet is introduced. Two 
different materials are compared for the kicker magnet 
yoke: 1) laminated steel; 2) MnZn ferrite material. The 
eddy current in laminated steel is large. With slits in the 
end of laminated steel, the temperature can reach the re-
quirement of the steel, the maximum temperature is 71℃, 
but the field hysteresis and remanence is expected to be 
large. Within 100us, the normalized integral field changes 
from 82.7% to 83.8%, and it takes a long time to eliminate 
the remanence. As for the MnZn ferrite, the field integral 
follows the change of the current, and the temperature of 
the yoke is only the ambient temperature about 20℃, there 
is no field hysteresis caused by eddy current, and the field 
saturation region is little. Finally, MnZn ferrite is chosen, 
and the yoke is made out of 6 blokes, fixed with bolts 
through embedded holes and the vacuum is runaway type 
ceramic vacuum chamber. 
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COMPUTATIONAL ACCELERATOR PHYSICS:
ON THE ROAD TO EXASCALE

R. D. Ryne∗, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

Abstract
The first conference in what would become the ICAP

series was held in 1988. At that time the most powerful com-
puter in the world was a Cray YMP with 8 processors and a
peak performance of 2 gigaflops. Today the fastest computer
in the world has more than 2 million cores and a theoretical
peak performance of nearly 200 petaflops. Compared to
1988, performance has increased by a factor of 100 million,
accompanied by huge advances in memory, networking, big
data management and analytics. By the time of the next
ICAP in 2021 we will be at the dawn of the Exascale era.
In this talk I will describe the advances in Computational
Accelerator Physics that brought us to this point and describe
what to expect in regard to High Performance Computing
in the future. This writeup as based on my presentation at
ICAP’18 along with some additional comments that I did
not include originally due to time constraints.

INTRODUCTION AND BRIEF HISTORY
The first conference in what would become the Computa-

tional Accelerator Physics series was held 30 years ago in
San Diego, California in January 1988. At the time I was
28 years old. The meeting was called the Conference on
Linear Accelerator and Beam Optics Codes [1]. I think there
are three of us here now who were present for that meeting:
Martin Berz, Herman Wollnik, and me. I’ll describe the
ICAP conference series in a moment, but first want to briefly
address the the origins of the field of Computational Accel-
erator Physics. This summary is based on the paper, “Oh
Camelot! A memoir of the MURA years,” by F.T. Cole [2].

As is well known, Lawrence invented the first cyclotron
in 1930 inspired by the work of Rolf Wideroe on resonance
acceleration. In 1940 Donald Kerst built the first betatron, a
2 MeV electron machine. Soon after WWII Edwin McMillan
was at Los Alamos waiting to return to Berkeley. According
to Cole, McMillan told him that, in a single evening, he
worked out the concepts for the sychrocyclotron and the
synchrotron. Independently in the Soviet Union Vladimir
Veksler did the same. Two proton synchrotrons were built
in the early 1950’s to go beyond a GeV, the Cosmotron at
Brookhaven and the Bevatron at Berkeley.

Along with progress in circular accelerators there were
also developments in linear accelerators. Luis Alvarez de-
veloped the first proton linac at Berkeley in 1948. Also,
developments in radar during WWII led to high frequency,
GHz power sources that Hanson and Panofsky used to de-
velop electron linacs at Stanford.

A revolution in accelerator physics took place in 1952
with the invention of strong focusing by Courant, Snyder,
∗ rdryne@lbl.gov

and Livingston. As it turns out, Nick Christopholis had
actually filed for a patent on strong focusing in 1950 and it
was eventually granted in 1954. John Blewitt (BNL) applied
alternating-gradient focusing to high intensity linacs. Also,
the concept of Fixed Field Alternating Gradient (FFAG) was
invented independently by multiple researchers, including
Symon in 1954.

Strong focusing provided a totally new approach to high
energy accelerators. A new lab, CERN, was founded after
the war. Thanks to Lew Kowarski CERN acquired its first
electronic computer in 1958. The CERN PS was commis-
sioned in the Fall of 1959. The 30 GeV AGS at BNL began
operation in 1960.

THE BEGINNING OF COMPUTATIONAL
ACCELERATOR PHYSICS

So far I’ve described some key developments in accelera-
tor physics through the 1950’s. The 1950’s also brings us
to the first digital computations for accelerator modeling.
While there was plenty of activity in the field, I would partic-
ularly like to mention the work of L. Jackson Laslett. Laslett
was a pioneer in using digital computers for orbit calcula-
tions and for calculating electromagnetic fields. There are
records of Laslett performing his simulations on a computer
known as the ILLIAC I, a computer comprised of 2800 vac-
uum tubes. While working for the Midwestern Universities
Research Association Laslett observed and analyzed sensi-
tive dependence on initial conditions – what we now call
chaos. He did this in the mid 1950’s. His studies actually
predate the work of Edward Lorenz who discovered chaos in
weather simulations and whose 1962 paper launched chaos
theory. Of course mathematicians going back to Poincare
had predicted dynamical behavior that we now describe as
chaotic dynamics.

I would also like to mention another important event of the
1950’s involving scientific computing that included someone
who would later become heavily involved in Computational
Accelerator Physics. That event was the simulation of the
Fermi-Pasta-Ulam (FPU) problem, and the person involved
was Mary (Tsingou) Menzel [3]. Mary was the programmer
for the FPU problem on the MANIAC computer at Los
Alamos National Laboratory (LANL). I met her in the 1980’s.
By then she was a member of the Accelerator Technology
Division at LANL and I was a graduate student who spent
my summers there. I remember Mary telling me there were
cans of water on top of the computer for cooling!

Along with computational developments, there were also
key theoretical developments in the 1950s. Most notably,
Kolmogorov published his original paper in 1954, which
set the stage for the KAM Theorem. A key consequence,
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relevant to long-term dynamics in circular accelerators, is
that, under sufficiently small perturbations of an integrable
Hamiltonian system, there remains a set of initial conditions
whose orbits are quasi-periodic. Let me also mention that
Jim Ellison is in the audience, and Jim’s former student Scott
Dumas has published a wonderful book on KAM history [4].

As evidence of the growing appreciation of computing,
let me mention that the 1967 issue of CERN Courier was
devoted to “the electronic computer and its use at CERN”
[5]. Since this conference is attended by a large number of
programmers I thought it would be interesting to show this
quote from that issue:

The designers of the early computers assumed that pro-
gramming would be done by small groups of specialists,
probably mathematicians, and that it would be undesirable
to make the task too easy. For example, von Neumann and
Goldstine, who in 1946 proposed what is essentially the mod-
ern computer, argued against built-in floating-point arith-
metic: “The floating binary point represents an effort to
render a thorough mathematical understanding of at least
part of the problem unnecessary, and we feel that this is a
step in a doubtful direction.”

In 1972 a second issue of the CERN Courier was pub-
lished that was devoted to computers [6]. The opening article
was by Lew Kowarski and titled, “Computers: Why?” It is
remarkable how prescient Kowarski was about how comput-
ers would be used in the future. In the article he states, “We
are only beginning to discover and explore the new ways of
acquiring scientific knowledge which have been opened by
the advent of computers. . . ” He then goes on to state eight
modes of application: (1) numerical mathematics, (2) data
processing, (3) symbolic calculations, (4) computer graph-
ics, (5) simulation, (6) file management and retrieval, (7)
pattern recognition, and (8) process control.

EARLY ACCELERATOR CODES

The preceding developments in digital computing and in
accelerator theory and dynamical systems theory would lead
to the topics that we address in these conference series. The
code TRANSPORT came on the scene in the 1960’s. It was
original developed by Karl Brown at SLAC [7]. A second-
order version was released around 1969. (For those of you
familiar with the Berkeley Lab’s Computational Research
Division, the division head, David Brown, is Karl’s son.)
Dave Cary, at Fermilab, developed a third-order version
TRANSPORT. Ed Heighway, at Los Alamos, developed a
version called TRANSOPTR for design optimization.

A breakthrough in single-particle optics came with the
invention of Lie Algebraic methods. In the USA this was
led by Alex Dragt and his group at the University of Mary-
land [8] Alex was a originally a theorist in elementary par-
ticle physics. He later applied his skills to plasma physics,
and with John Finn published the Dragt-Finn factorization
theorem [9]. This shows how a Taylor series, as represented
in a code like TRANSPORT, can be represented as a factored

product of Lie transformations, as in a code like MaryLie.
See Fig. 1.

Alex’s involvement in Accelerator Physics came by acci-
dent. He was planning a sabbatical in the Plasma Physics
Division at Los Alamos in 1978/79 when the division folded.
Fortunately Richard Cooper suggested to Alex that he do his
sabbatical in the Accelerator Theory group that he headed in
the Accelerator Technology Division at Los Alamos. This
launched Alex’s involvement in Accelerator Physics. And
the rest is history. . .

ζ f = Mζ i + Tζ ζi i +∑∑∑ Uζ ζ ζi i i +∑∑∑ ...

  M = e: f2 :e: f3 :e: f4 :...

ζ f = Mζ i = e: f2 :(1+ : f3 :+
1

2
: f3 :

2 ...)(1+ : f4 :+...)ζ
i

M e e

Figure 1: Correspondence between a map represented as a
Taylor series and a map represented as a factored product of
Lie transformations.

Alex and his student Etienne Forest published an article
on the equations of motion for the matrix M and for the
polynomials f3, f4 . . ., in the Lie algebraic representation of
the transfer map [10]. This opened the door to computing
transfer maps for realistic beamline elements, i.e., for ele-
ments with fringe fields. The application of this became a
portion of my Ph.D. thesis, known as the “genmap” capa-
bility in MaryLie. Eventually it was used to model realistic
solenoids, dipoles, quadrupoles, and RF cavities [11].

Alex Dragt is retired but still active in the field. For those
who would like to learn about Lie Algebraic methods, Alex
has written a more than 2500 page book, that is freely avail-
able, “Lie Methods for Nonlinear Dynamics with Applica-
tions to Accelerator Physics” [12].

Though this talk is mainly about beam dynamics it is
worth mentioning that the Superfish code, developed by
Klaus Halbach and Ron Holsinger, was released in 1976
[13]. Later the Poisson and Superfish codes were maintained
and developed by the Los Alamos Accelerator Code Group
(LAACG). Though the Poisson and Superfish codes are only
2D they are still widely used for the early stages of accelerator
design. The codes PARMILA, PARMELA, PARMTEQ,
TRACE, and TRACE3D were all developed at Los Alamos.

In Europe, the first version of the code MAD was devel-
oped in the early 1980’s [14]. This was led by F. Christoph
Iselin along with Jim Niederer and Eberhard Keil. Originally
a TRANSPORT-like code, Christoph eventually put large
portions of MaryLie inside MAD. It’s also worth mentioning
that people like Karl Brown, Dave Cary, Christoph Iselin,
and others, led an effort to develop a common input format
that many of the major beam dynamics codes now use.

So far I have mentioned map-based codes like TRANS-
PORT, MaryLie, and MAD. Starting in the 1980’s a different
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approach emerged, based on direct numerical integration
of the equations of motion by a symplectic method. This
involved many people, but in accelerator physics it began
with the third-order integrator of Ruth [15]. Later Forest
and Ruth derived a fourth-order integrator using Lie meth-
ods [16]. Yoshida showed how to obtain an integrator of
order 2n+2 by combining integrators of order 2n [17]. The
work of Yoshida was later extended by Forest et al. [18].

Another major development was the application of Differ-
ential Algebraic techniques and automatic differentiation to
beam dynamics by Martin Berz [19]. This opened the door
to performing Taylor series calculations to arbitrary order,
as implemented in the code COSY-INFINITY [20]. Along
with all these advances came the development of normal
form techniques [21] that have been critical to understanding
global properties of periodic transport systems and designing
these systems.

The mention of COSY-INFINITY brings me back to the
first Computational Accelerator Conference in 1988. The
proceedings contain papers related to many of the codes
above. And it is interesting to note that a paper by Berz men-
tions a code “under the tentative name COSY INFINITY.”

As a sign of how much things have changed since 1988,
consider this quote from a paper in the proceedings: “The
problem shown required 22 seconds on the IBM 3080 and 23
minutes on a machine with 8 MHz clock. . .The PC had the
Intel 80287 Math co-processor and 1.1 Mbyte storage. . . ”

As a sign of the promise of the future, consider this quote
from a paper by Ed Heigthway: “. . . the beam transport de-
signer’s world is richer and probably evolving faster than at
any time since Karl Brown first put finger to keypunch.” At
this point in my presentation I felt obliged to show a picture
of a keypunch machine because I thought that some people
in the audience might not know what I was talking about.

Let me mention one more thing before leaving that 1988
conference: The proceedings say nothing about parallel com-
puting. But that was about to change.

1990’s: PARALLEL COMPUTING ENTERS
The next meeting in the series was in 1990, hosted by Los

Alamos. It was called the Conference on Computer Codes
and the Linear Accelerator Community [22]. I counted five
papers in the proceedings that mentioned parallel comput-
ing, although some of those described compatibility with
parallel processing, not that they were actually doing it. One
that I will mention specifically is, “Wakefield Calculation
on Parallel Computers,” by Paul Schoessow. He mentions
finite difference codes that run on an Alliant FX/8 and on a
Connection Machine CM-2. This is the earliest paper I’m
aware of on massively parallel accelerator modeling.

The next conference, called CAP’93, was held in 1993 in
Pleasanton, California [23]. It was co-organized by me and
Susarla Murty. This was the last CAP conference before the
Superconducting Supercollider (SSC) was cancelled, and
there were several talks from people associated with the
SSC.

The 1990’s saw massively parallel computing emerge as
a major new paradigm. My involvement came at the Ad-
vanced Computing Laboratory at Los Alamos. There, with
Salman Habib and other colleagues, we developed early par-
allel beam dynamics codes and, eventually, the first version
of the IMPACT code [24]. To a large extent this was moti-
vated by a desire to use a large number of macroparticles to
simulate very low density beam halos. It also opened the
door to performing practical 3D space-charge calculations.
We did this mainly on a computer by Thinking Machines
Corporation called the Connection Machine 5. At first we
used a technique from computational cosmology by Ferrell
and Bertschinger to compute space-charge effects. But even-
tually we we adopted parallel particle-in-cell techniques of
Paulette Liewer, Victor Decyk, and others [25].

During the 1980’s when I spent my summers at Los
Alamos I remember thinking that the space-charge code
developers (who were interested in high intensity linacs)
and the single-particle optics modelers (who were inter-
ested in aberrations, dynamic aperture, fringe fields, etc.)
did not interact much. By the mid-1990’s my experience
with high-order optics and parallel particle-in-cell methods,
along with symplectic integrators, led me to introduce split-
operator methods as a means to combine the best of both
worlds [26, 27]. See Fig. 2.IMPACT (Integrated Map and Particle Accelerator Tracking

code) used Split-operator approach to combining high-order
optics with parallel PIC

• Note that the rapidly varying s-dependence of external fields is
decoupled from slowly varying space charge fields

• Leads to extremely efficient particle advance:

—Do not take tiny steps to push ~100M particles

—Do take tiny steps to compute maps; then push particles w/ maps

Split-Operator Methods

M=Mext M=Msc

H=Hext+Hsc

M(t)= Mext(t/2) Msc(t) Mext(t/2) + O(t3)

Magnetic

Optics

Parallel

Multi-Particle

Simulation

R. Ryne, LBNL

Figure 2: Split-operator method for combining high-order
optics with space-charge.

The next conference, called CAP’96, was held in
Williamsburg in 1996 [28]. At about this time (1996)
NERSC moved to Lawrence Berkeley National Lab. Also,
computer systems were shifting away from vector machines
to massively parallel machines. I remember being involved
in an email exchance about what the next big computer
should be at NERSC. A decision was made that it should be
a massively parallel Cray T3E. It was called mcurie.

By this time parallel computing was becoming a major
activity in the accelerator physics community. In the USA,
in 1997, the US Department of Energy launched the DOE
Grand Challenge in Computational Accelerator Physics. The
first Terflop computer also came on the scene in 1997.

The first conference to be called the International Com-
putational Accelerator Physics Conference was held in Mon-
terey, California in 1998, organized by me and Kwok Ko
[29]. Parallel processing is highly evident in these proceed-
ings. Also, Python begins to be seen, mentioned in a paper
by Grote, Friedman, and Haber called “New Methods in
WARP.”

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-SUPLG01

F-2 Parallel Computing and Emerging Technologies

SUPLG01

115

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.



2000’s: TERASCALE ERA

In the 2000’s there were five ICAP conferences: Darm-
stadt in 2000, East Lansing in 2002, St. Petersburg in 2004,
Chamonix in 2006, and San Francisco in 2009 [30–34]. As
is evident, the conference venue had become truly inter-
national. During this decade there were major advances
both in single-particle beam dynamics codes and in large-
scale multi-physics beam dynamics codes. The DOE Sci-
DAC program started in 2002. The IMPACT code suite
was fully developed at the Berkeley Lab by J. Qiang [35].
The first version of Synergia was developed at Fermilab
by Panagiotis Spentzouris and James Amundson [36]. It
combined portions of IMPACT with the Leo Michelotti’s
mxyzptlk/beamline libraries. Andreas Adelmann developed
the OPAL library [37]. Bmad was developed by David Sagan
and others [38]. The Polymorphic Tracking Code, PTC, was
developed by Etienne Forest [39]. The first million parti-
cle strong-strong beam-beam simulation was performed in
2004 [40]. The first billion particle linac simulation was per-
formed in 2007 [41]. The ACE3P package was developed at
SLAC, led by Kwok Ko, and was able to perform very high
accuracy electromagnetic calculations involving extremely
complicated 3D structures [42]. The first petaflop computer
appeared in 2008.

2010’s: PETASCALE ERA

Following ICAP 2009 it was decided to have the confer-
ence on a three-year cycle. So in the 2010’s there have been
three conferences, Rostock in 2012, Shanghai in 2015, and
this meeting in Key West in 2018 [43–45].

During that time we’ve seen the meaning of “large scale”
grow from tens of thousands of processes in the previous
decade to hundreds of thousands in the current decade. And
the very largest scale simulations now exceed a million pro-
cesses.

Big Data emerged has as a major paradigm. Though the
accelerator community’s design needs don’t usually involve
it, our experiments, like those at places such as LHC, RHIC,
and the light sources have helped drive developments in
Big Data. It’s well known that in fields like Cosmology,
observations are quickly analyzed on supercomputers where
the results drive the direction of observational resources. But
that’s happening in Accelerator Science too. For example,
there is now a data pipeline between light source experiments
and the NERSC supercomputer center.

Multi-level parallelization has grown increasingly dom-
inant during this decade. This includes multiple levels of
MPI, or MPI with threads, or MPI across nodes with hard-
ware acceleration on a node. Multi-level MPI, in particular,
has provided a relatively easy path to parallel parameter
scans and parallel design optimization. Parallel design op-
timization has become one of the main uses of large-scale
modeling, with many people using genetic optimizers.

PRESENT DAY, INTO THE FUTURE
I’ll begin this final section of my talk by describing some-

thing that we are doing now, namely, performing 3D simula-
tions of coherent synchrotron radiation.

As I look back I see the 2000’s as a kind of Golden Era
in space-charge modeling. Over the course of that decade,
several multi-physics parallel beam dynamics code emerged
that had 3D space-charge capability.

Now we are at the beginning of such an era in radiation
modeling. This problem is extremely challenging. Consider
that an N-body space-charge calculation requires N2 oper-
ations; an analogous Lienard-Wiechert calculation would
require N2 operations but its difficulty is compounded by
the fact that it would include the time-history of all particles.
The physics of the problem further complicates the situation
because the radiation cone is extremely narrow at high en-
ergy. In the past I have described this as being like a large
number of flashlights that interact when their narrow light
beams collide, taking into account light travel time.

One method for addressing this problem is known as the
Lienard-Wiechert Particle-Mesh (LWPM) method [46]. This
approach extends the widely used convolution-based method
for modeling space-charge, but replaces the Coulomb Green
function with the Lienard-Wiechert Green function.

It is well known that the most common method of com-
puting 3D space charge in unbounded systems is to perform
an FFT-based discrete convolution of a charge density with
a Green function,

φi, j ,k =
δxδyδz

4πεo

i′max∑
i′=1

j′max∑
j′=1

k′max∑
k′=1

ρi′, j′,k′Gi−i′, j−j′,k−k′, (1)

where (δx, δy, δz) is the grid cell size, ρi, j ,k is the charge
density at the grid points, and Gi−i′, j−j′,k−k′ denotes G at
values of grid point separation. Naively a convolution would
scale as N2, but because the approach is FFT-based it scales
as N log N .

In the case of a space-charge modeling code the quantity
G is just the Coulomb Green function for the potential or the
fields. The calculation of the G would then require only a
few floating point operations (flops). The model can be made
much more robust by using an Integrated Green function
(IGF) instead of using the value of the “bare” Green function
at the grid points [47]. Even so, the calculation of the IGF
requires just a modest number of flops.

The transition to a model that includes both space-charge
and radiation begins with the following observation: In
space-charge codes the process is usually described as trans-
forming the particles to the bunch frame where the motion
is non-relativistic, solving for the potential or field on a grid,
and transforming back to the lab frame. But the procedure
can also be viewed as using the Heaviside representation
of the Green function in the lab frame. In the case of the
potential,

Gφ,heav =
1
γ2r

1(
1 − |β × r̂|2

)1/2 , (2)
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where r̂ points from the (instantaneous) position of the
charge to the observation point.

The transition to Lienard-Wiechert modeling replaces the
Heaviside Green function – which is based on straight line
motion at constant velocity – with the full Lienard-Wiechert
Green function. For example, in the case of the electric field,

Glw =

[
q

γ2κ3R2

(
n̂ − ®β

)
+

q
κ3Rc

n̂ ×

{(
n̂ − ®β

)
×
∂ ®β

∂t

}]
ret
(3)

Here, n̂ = R/|R| is a unit vector pointing from the retarded
emission point to the observation point, β = v/c, c is the
speed of light, γ = 1/

√
1 − β2, and κ = 1 − n̂ · β.

But because it is preferable to use an IGF, one should
embed this capability within a 3D quadrature package. So,
to compute the Green function in a LWPM code, one calls
a Lienard-Wiechert solver potentially millions of times to
compute the Green function. This would be absolutely im-
possible in a serial code. But in a parallel code it is quite
effective. It is even a good fit to current architectures be-
cause it involves a huge number of flops but basically no
data movement to compute the Green function.

Previous studies have shown that the LWPM method
agrees well with brute-force Lienard-Wiechert summation
for the case of steady-state dipole radiation and for the case
of a bunched beam inside a wiggler magnet [48]. Recently
we have looked at the dipole example in a regime where
the Coulomb field and the radiation field are comparable.
Figure 3 shows the transverse electric field. This example
corresponds to a 40 MeV electron bunch in a 0.16 T mag-
netic field. The bunch is Gaussian with an rms bunch size of
100 micron in x, y, and z. In this case the summation used 1
billion simulation particles. The summation and convolution
results are in excellent agreement.

Figure 3: Ex vs x for the steady-state dipole test problem,
plotted along the x-axis going through the bunch center.
The LW velocity field, LW radiation field, and total field are
shown. Results are shown for the LW summation over 1B
particles and for the convolution-based method.

A 2D plot of the magnitude of the total transverse field
is shown in Fig. 4. Note that magnitude is slightly larger

for positive x, and there is a slight tilt in the dark band with
respect to the line x = 0. These features would not be present
in a space-charge code, i.e., a code based on the Heaviside
approximation.

Figure 4: |Ex,total | in the midplane (x,0, z) for the steady-
state dipole test problem. The combined field does not show
the signficant asymmetry that was present in |Ex,vel | and
|Ex,rad | separately, but the field is still slightly larger in
magnitude at positive x. Also, there is a slight tilt visible in
the dark band with respect to the line x = 0.

To conclude this section I will discuss plans for exascale
simulation in the 2020’s. But first consider the following:
At the time of the first Computational Accelerator Physics
Conference in 1988, the fastest computer in the world was
the Cray Y-MP. It had 8 vector processors running at 167
MHz and a performance of around 2 Gflops. Ten years later,
at the time of ICAP’98 in Monterey, the teraflop barrier
had recently been broken (in 1997) by the Intel ASCI Red
computer built under the Accelerated Strategic Computing
Initiative. Ten years after that, a year before ICAP’09 in San
Francisco, the IBM Roadrunner computer at Los Alamos
broke the petaflop barrier. And immediately people were
thinking about the next big advance, as is clear from this
ComputerWorld headline on June 9, 2008: “All hail Road-
runner’s petaflop record; now, what about the exaflop?”

Now we’re at ICAP 2018. Here in the USA there’s a
project called the Exascale Computing Project (ECP) [49].
It covers many scientific fields. One of the fields is advanced
particle accelerator design, particularly plasma accelerator
design [50]. Plasma accelerators have the potential to greatly
reduce the size and cost of accelerators, with profound con-
sequences for science and society. They may also provide
a novel and economically viable path to the high-energy
frontier through a plasma-based collider.

This is a case where large-scale modeling serves mul-
tiple purposes: First, it is a tool of discovery that allows
us to explore the complex physical processes occurring in
plasma accelerators. In some cases these processes may
be extremely difficult or impossible to access experimen-
tally, or it may be very expensive and time-consuming to
do so. Exploration of plasma accelerators via large-scale
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simulation will lead to insights that would otherwise be in-
accessible. Second, it allows us to examine the feasibility of
advanced concepts like plasma-based colliders. At present
such simulations are too slow for rapid and thorough explo-
ration of the parameter space. Under ECP, through advanced
hardware and advanced algorithms able to run effectively
on that hardware, such simulations will be possible in the
early 2020’s, which is the same time that exascale systems
will become available. Lastly, large-scale simulation allows
us to optimize the design of advanced accelerator concepts,
and to develop designs that reduce cost and risk.

As we march toward the exascale era the computing en-
vironment is changing. Users requiring the most massive
resources will soon have a fraction of an exaflop at their
fingertips. Importantly, medium-scale users will also have
increased computer power. To get a major boost in perfor-
mance we will have to write code for heterogeneous hard-
ware (CPUs, GPUs, etc.), using a mix of computer program-
ming methods. In addition software libraries are already
being written with a view toward exascale. For example,
under ECP the Center for Particle Applications is developing
a number of software libraries including libraries for parallel
FFTs [51, 52]. Already FFTs can be performed on hundreds
of thousands of cores for problem sizes up to 10,0003.

To conclude this section I will mention an example from
another field, Computational Cosmololgy. Under the Ex-
aSky ECP project [53], a simulation was performed on 1.5
million cores of the Sequoia computer at a sustained perfor-
mance of nearly 14 petaflops, and used 3.6 trillion simulation
particles. Such high resolution simulations are needed to
make comparisons with high precision experimental mea-
surements. The simulations are used to solve inverse prob-
lems to determine several key cosmological parameters like
the amount of dark matter, parameters of primoridal fluctua-
tions, etc.

CONCLUSION
I will conclude my talk by quoting something that I pre-

sented 10 years ago at the 2008 European Particle Acceler-
ator Conference [54]. It is found in the Proceedings of the
1971 International Conference on High Energy Physics [55].
In response to a talk by Viktor Weisskopf, Lew Kowarski
(who I mentioned previously) made a comment that was
recorded in the Proceedings. Weisskopf had described the
emergence of “a new type of physicist. . . the machine physi-
cists,. . . ” In the question and answer session Kowarski spoke.
According to the proceedings he said,

“Early experimentalists worked with their hands:
Galileo’s legendary tossing of stones from the Tower of Pisa,
or the alchemists mixing by hand the ingredients in their mix-
ing bowls. In a similar way the theoreticians manipulated
their numerical quantities and symbols by their unaided
brain-power. Then came the machines to extend the exper-
imenter’s manual skill and to open whole new worlds of
things to be handled in ways nobody could predict or even
imagine before they really got going. Now we are at the be-

ginning of a new kind of extension by machine: the computer
comes to supplement the theoretician’s brain. We cannot
foresee what this fourth kind of creativity in physics will
bring. . . ”

This comment was made nearly 50 years ago when the
fastest computer in the world was the CDC 7600 with a
performance of about 10 Mflops. Sometime in the 2020’s
we will have exascale resources that have 100 trillion times
the computing power that Kowarski knew 1971. Such a
mind-boggling increase in computing power would have
been almost unimaginable in 1971, and validates Kowarski’s
comment that “we cannot foresee what this fourth kind of
creativity in physics will bring.”

At conferences like this ICAP conference we share our ex-
periences of what this fourth kind of creativity has brought to
our field. More than ever, advanced computational modeling
is enabling major advances and discoveries in Accelerator
Physics. Opportunities abound in concepts like laser, plasma,
and dielectric accelerators, in new approaches like integrable
optics, in accelerator control and operation, in concepts for
future colliders and future light sources, and in applications
of accelerators.

ACKNOWLEDGEMENTS
The author thanks Salman Habib, John Shalf, and Jean-

Luc Vay for helpful discussions. The simulation results pre-
sented here used resources of the National Energy Research
Scientific Computing Center (NERSC), a U.S. Department
of Energy Office of Science User Facility operated under
Contract No. DE-AC02-05CH11231.

REFERENCES
[1] Linear Accelerator and Beam Optics Codes, Charles R. Em-

inhizer, Ed., AIP Conference Proceedings, vol. 177, 1988.

[2] F. T. Cole, “Oh, Camelot! A Memoir of the MURA Years”,
in Proc. Cycl. Conf, April 11, 1994. http://jacow.org/
c01/cyc2001/extra/Cole.pdf

[3] T Dauxois , “Fermi, Pasta, Ulam, and a mysterious lady,”
Physics Today, vol. 61, pp. 55. https://arxiv.org/pdf/
0801.1590.pdf

[4] H. Scott Dumas, ‘The KAM Story: A Friendly Introduc-
tion to the Content, History, and Significance of Classical
Kolmogorov-Arnold-Moser Theory, World Scientific Publish-
ing Company, 2014.

[5] CERN Courier, vol. 7, no. 9, September 1967.

[6] CERN Courier, vol. 12, no. 3, March 1972.

[7] K. L. Brown, “First and Second Order Matrix Theory for
Design of Beam Transport Systems,” Stanford Linear Accel-
erator Center, report SLAC-75, 1967.

[8] Alex J. Dragt et al., “Lie Algebraic Treatment of Linear and
Nonlinear Beam Dynamics,” Ann. Rev. Nucl. Part. Sci., vol.
38, pp. 455-496, 1988.

[9] A. J. Dragt and J. M. Finn, “Lie series and invariant functions
for analytic symplectic maps,” J. Math. Phys., vol. 17, pp.
2215, 1976.

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-SUPLG01

SUPLG01

118

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.

F-2 Parallel Computing and Emerging Technologies



[10] A. Dragt and E. Forest, “Computation of nonlinear behav-
ior of Hamiltonian systems using Lie algebraic methods,”
J. Math. Phys., vol. 24, pp. 2734, 1983.

[11] R. D. Ryne and A. J. Dragt, “Numerical Computation
of Transfer Maps using Lie Algebraic Methods,” in Proc.
PAC’87, Washington, DC, USA.

[12] A. J. Dragt, Lie Methods for Nonlinear Dynamics with Ap-
plications to Accelerator Physics, https://www.physics.
umd.edu/dsat/.

[13] https://laacg.lanl.gov/.

[14] F. Christoph Iselin, “The MAD Program,” in Proc HEACC83,
Batavia, IL, USA.

[15] R. D. Ruth, “A canonical integration technique,” IEEE Trans.
Nucl. Sci., NS-30(4), August 1983.

[16] E. Forest and R. D. Ruth, “Fourth-order symplectic integra-
tion,” Physica D, vol. 43, no. 1, pp. 105-117, 1989.

[17] H. Yoshida, “Construction of higher order symplectic inte-
grators,” Phys. Lett. A, vol. 150, no. 5-7, pp. 262-268, 1990.

[18] E. Forest, J. Bengtsson, and M. F. Reusch, “Application of
the Yoshida-Ruth techniques to implicit integration and multi-
map explicit integration,” Phys. Lett. A, vol. 158, no. 3, pp.
99-101, 1991.

[19] M. Berz, “Differential Algebraic Description of Beam Dy-
namics to Very High Orders,” Particle Accelerators, vol. 24,
pp. 109-124, 1989.

[20] http://cosyinfinity.org/.

[21] E. Forest, M. Berz, and J. Irwin, “Normal form methods for
complicated periodic systems: A complete solution using Dif-
ferential algebra and Lie operators,” Particles Accelerators,
vol. 24, pp. 91, 1989.

[22] Proceedings of the Conference on computer Codes and
the Linear Accelerator Community, Richard K. Cooper,
Ed., LANL Report No. LA-11857-C, 1990, https://
inis.iaea.org/collection/NCLCollectionStore/
_Public/21/094/21094506.pdf

[23] Proc. CAP’93, Robert Ryne, Ed., AIP Conference Proceed-
ings, vol. 297, 1993.

[24] R. D. Ryne et al., “The US DOE Grand Challenge in Com-
putational Accelerator Physics,” in Proc. Linac’98, Chicago,
USA, 1998.

[25] P. C. Liewer and V. K. Decyk, “A general concurrent algo-
rithm for plasma particle-in-cell simulation codes,” J. Com-
put. Phys., vol. 85, pp. 302, 1989.

[26] R. D. Ryne, S. Habib, and T. P. Wangler, “Halos of Intense
Proton Beams,” in Proc. PAC’95, Dallas, TX, USA, 1995.

[27] R. D. Ryne and S. Habib, “Beam Dynamics Calculations and
Particle Tracking using Massively Parallel Processors,” in
Proc. LHC’95, Montreux, Switzerland, 1995.

[28] 1996 Computational Accelerator Physics Conference,
J. Bisognano and A. Mondelli, Eds., AIP Conference Proceed-
ings, vol. 391, 1997. http://inspirehep.net/record/
458928

[29] Proc. ICAP’98,’ K. Ko and R. D. Ryne, Eds.,
http://www.slac.stanford.edu/econf/C980914/
papers/ICAP98_eConf.pdf

[30] http://prst-ab.aps.org/speced/ICAP2000/.
[31] http://www.bt.pa.msu.edu/ICAP02/main.html
[32] Proc ICAP’04,, St. Petersburg, Russia, June 29-July 2, 2004

D. Ovsyannikov, M. Berz, K. Makino, Eds., Nucl. Instrum.
Meth. A558, 2006, pp.1-365.

[33] http://jacow.org/ICAP06/.
[34] http://jacow.org/ICAP2009/.
[35] J. Qiang et al., “An object-oriented parallel particle-in-cell

code for beam dynamics simulation in linear accelerators,”
J. Comput. Phys., vol. 163, no. 2, pp. 434-451, 2000.

[36] J. Amundson, P. Spentzouris, J. Qiang, and R. Ryne, “Syn-
ergia: An accelerator modeling tool with 3-D space charge,”
J. Comput. Phys., vol. 211, no. 1, pp. 229-248, 2006.

[37] A. Adelmann et al., “The object-oriented parallel accelerator
library (OPAL), design, implementation, and application,” in
Proc. ICAP’09, http://jacow.org/ICAP2009/papers/
we3iopk01.pdf

[38] J. Urban, L. Fields, D. Sagan, “Linear Accelerator Simula-
tions with Bmad,” in Proc. PAC’05, Knoxville, TN, USA.

[39] E. Forest, Y. Nogiwa, and F. Schmidt, “The FPP Documenta-
tion”, in Proc. ICAP’06, Chamonix, Switzerland.

[40] J. Qiang, M. A. Furman, and R. D. Ryne, “Strong-strong
beam-beam simulation using a Green function approach,”
Phys. Rev. ST Accel. Beams, vol. 5, pp. 104402, 2002.

[41] J. Qiang, I. Pogorelov, and R. D. Ryne, “Parallel Beam Dy-
namics Simulation Tools for Future Light Source Linac Mod-
eling,” in Proc. PAC’07, Albuquerque, NM, USA.

[42] https://portal.slac.stanford.edu/sites/ard_
public/acd/Pages/Default.aspx

[43] http://jacow.org/ICAP2012/.
[44] http://jacow.org/ICAP2015/.
[45] http://jacow.org/ICAP2018/.
[46] R. D. Ryne, J. Qiang, C. E. Mitchell, and B. E. Carlsten, “Self-

Consistent Modeling using a Lienard-Wiechert Particle-Mesh
Method,” in Proc. IPAC’18, Vancouver, BC, Canada.

[47] J. Qiang, S. Lidia, R. D. Ryne, and C. Limborg-Deprey, “3D
quasistatic model for high brightness beam dynamics sim-
ulation,” Phys. Rev. ST Accel. Beams, vol. 9, pp. 044204,
2006.

[48] R. D. Ryne et al., “Using a Lienard-Wiechert Solver to Study
Coherent Synchrotron Radiation Effects,” in Proc. FEL’13,
New York, NY, USA.

[49] http://www.exascaleproject.org/.
[50] http://www.exascaleproject.org/project/warpx-

exascale-modeling-of-advanced-particle-
accelerators/.

[51] http://www.exascaleproject.org/project/copa-
co-design-center-particle-applications/.

[52] S. Plimpton, “fftMPI, a distributed-memory parallel FFT
library,” https://fftmpi.sandia.gov/.

[53] http://www.exascaleproject.org/project/
exasky-computing-sky-extreme-scales/.

[54] R. D. Ryne, “Advanced Computing Tools and Models for
Accelerator Physics,” in Proc. EPAC’08, Genoa, Italy.

[55] V. F. Weisskopf, “ The Past and the Future of High Energy
Physics", in Proc. 8th International Conference on High-
Energy Accelerators, M. Hildred Blewett, ed., 1971.

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-SUPLG01

F-2 Parallel Computing and Emerging Technologies

SUPLG01

119

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.
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Abstract

Dielectric Laser Acceleration (DLA) achieves the high-
est gradients among structure-based electron accelerators.
The use of dielectrics increases the breakdown field limit,
and thus the achievable gradient, by a factor of at least 10
in comparison to metals. Experimental demonstrations of
DLA in 2013 led to the Accelerator on a Chip International
Program (ACHIP), funded by the Gordon and Betty Moore
Foundation. In ACHIP, our main goal is to build an acceler-
ator on a silicon chip, which can accelerate electrons from
below 100 keV to above 1 MeV with a gradient of at least
100 MeV/m. For stable acceleration on the chip, magnet-
only focusing techniques are insufficient to compensate the
strong acceleration defocusing. Thus spatial harmonic and
Alternating Phase Focusing (APF) laser-based focusing tech-
niques have been developed. We have also developed the
simplified symplectic tracking code DLAtrack6D, which
makes use of the periodicity and applies only one kick per
DLA cell, which is calculated by the Fourier coefficient of
the synchronous spatial harmonic. Due to coupling, the
∗ niedermayer@temf.tu-darmstadt.de

Fourier coefficients of neighboring cells are not entirely
independent and a field flatness optimization (similarly as
in multi-cell cavities) needs to be performed. The simu-
lation of the entire accelerator on a chip by a Particle In
Cell (PIC) code is possible, but impractical for optimization
purposes. Finally, we have also outlined the treatment of
wake field effects in attosecond bunches in the grating within
DLAtrack6D, where the wake function is computed by an
external solver.

INTRODUCTION
The Accelerator on a Chip International Program

(ACHIP) [1], funded by the Gordon and Betty Moore Foun-
dation in the period between 2015 and 2020, aims to explore
Dielectric Laser Acceleration (DLA). This nascent accelera-
tion scheme provides the highest gradients among structure-
based (non-plasma, non-vacuum, etc.) electron accelerators
and thus allows reduction of the size of high energy electron
accelerators significantly. The principle of DLA relies on
the inverse Smith-Purcell (or the inverse Cerenkov effect)
and was first proposed in 1962 [2, 3]. In 2013, the accel-
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eration of relativistic electrons was first demonstrated at
SLAC with a gradient of more than 250 MeV/m in a SiO2
double grating structure driven by a 800 nm Ti:Sapphire
laser [4]. In the same setup, the gradient was later increased
to 690 MeV/m [5]. Also in 2013, strongly sub-relativistic
electrons (27.7 keV) were accelerated by the group at FAU
Erlangen with a gradient of 25 MeV/m using a single grating
structure at the third spatial harmonic [6]. The group at
Stanford University used a silicon dual pillar structure to
accelerate 96 keV electrons with a gradient of more than
200 MeV/m [7] and a similar experiment at 30 keV with
few-cycle laser pulses was done at FAU Erlangen [8]. An
example of such a dual pillar structure is shown in Fig. 1.
These schemes all utilize laterally incident lasers with polar-

Figure 1: Scanning Electron Microscope (SEM) pictures of
a dual pillar acceleration structure.

ization in the electron beam direction, thus the accelerating
near field is a standing wave. It is also possible to use lon-
gitudinally coupled (traveling wave) structures, see [9] for
details and a general overview.

The goal of ACHIP is to build an accelerator as sketched
in Fig. 2, which can accelerate electrons from electrostatic
sources (<100 keV) to above 1 MeV. A second goal is to
make use of the accelerator by exploring the options of DLA
based deflection (see e.g. [10]), which can potentially lead
to laser driven undulators [11–13].

Figure 2: Sketch of the goals of the ACHIP collaboration.

Different materials have been investigated for DLA [14].
In order to achieve the highest gradient, the material-specific
damage threshold fluence

Fdam > F =
P∆t

A
, (1)

where P/A is the laser intensity and ∆t is the pulse length,
is approached, but must not be exceeded. Note that the de-
pendence on the laser wavelength and pulse length can be
strongly nonlinear, see e.g. [15] for an in-depth discussion
and more empirical data. Moreover, if the laser travels a
longer distance through the material, the nonlinear phase
shift also needs to be considered [16]. In general, a shorter
pulse allows for a higher gradient at the same fluence. More-
over, a high band gap material as e.g SiO2 will have a higher
damage threshold and a low band gap material such as Sil-
icon has a lower damage threshold but a higher refractive
index.

For the sub-relativistic experiments in the ACHIP collab-
oration we mostly use λ0 = 2 µm femtosecond laser pulses,
generated by Optical Parametric Amplifiers (OPA) or by
novel Tm or Ho-Tm fiber laser amplifiers currently under de-
velopment. The electron source needs to provide ultra-low
emittance, particularly at low energy. For a lossless sub-
100-keV injection into a DLA operating at 2 µm, geometric
emittances smaller than 0.1 nm are required [17]. Differ-
ent emitters are available to produce these low emittances,
e.g. [18], or see [19] for an overview. At these emittances,
the achievable charge is quite small at the moment. We hope
to achieve higher average charge in the future by increasing
both the repetition rate and the single microbunch charge.

DIFFERENT MEANS OF
LASER COUPLING

All the DLA experiments performed so far have used
free space laser coupling. At longer interaction length, it is
necessary to provide symmetric fields, such that there is no
coherent deflection force. There are different means to obtain
symmetric fields in the acceleration channel, the simplest
is to illuminate the structure symmetrically from both sides
with equal phase and polarization. If this is impractical from
the optics point of view, the fields of a single side drive laser
can also be symmetrized by using a Bragg mirror on the
chip [20, 21].

The laser fluence on each DLA cell can be reduced by
shortening the pulse and tilting the pulse front [22,23], such
that it remains synchronous with a few electron bunches
over a distance (or duration) much longer than a single DLA
cell is illuminated, see Fig. 3. Practically, the pulse front tilt

Figure 3: Flat vs. tilted laser pulse. At roughly the same
pulse length for each grating cell, the interaction length is
significantly increased. Picture adapted from [22].
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can be achieved, for example, by a prism or by a reflection
grating with unequal incidence and reflection angles [22,23].

Another option to increase the interaction length in the ac-
celerator structure is an on-chip waveguide system [24], see
Fig. 4. This supplies different parts of the accelerator struc-

input couplers

optical phase shifters accelerator structures

e- beam

dielectric waveguide

network

input 

laser pulses

pulse delay 

to match 

e- velocity

SiO2 Si

Figure 4: On-chip waveguide laser power delivery system.
Picture adapted from [24].

ture with the appropriate phase and group delay. Moreover,
a different, higher damage threshold and lower refractive
index material can be used to convey higher laser fluence in
the waveguides, which can be split in to many waveguides
before coupling to the high refractive index accelerator struc-
ture. Using this technique, it is possible to produce a similar
illumination pattern as would be obtained by pulse front tilt
in free space.

FIELD COMPUTATION FOR A SINGLE
DLA CELL

The laser field computation of a single DLA cell using
periodic boundary conditions is not a challenge, since its
electrical length L/λ is on the order of one. It can be simu-
lated by various techniques such as Finite Difference / Finite
Integration Time Domain (FD/FI TD) codes [25, 26], Finite
Difference Frequency Domain (FDFD) codes [27], or Finite
Element Frequency Domain (FEFD) codes [26, 28]. These
can be combined with various optimization techniques, in
order to find structures with highest gradient, lowest field
inside the material, or highest bandwidth. Of course, these
optimization goals compete, such that an optimum can only
be found in the sense of a Pareto-front. Simple DLA struc-
tures can also be designed from a physical point of view, such
that maximum electric field modulation at the synchronous
harmonic is achieved, which results in Bragg cavity struc-
tures [28, 29]. A more mathematical approach is rather to
use adjoint methods to perform large-scale, gradient-based
optimization of the full permittivity distribution [30]. How-
ever, these methods tend to generate non-inutitive device
geometries and sometimes require additional constraints to
create fabricable structures. Moreover, adjoint methods have
also been used for other parts of the integrated DLA, such
as grating couplers [31].

BEAM DYNAMICS SIMULATIONS IN
DLATRACK6D

We will summarize and slightly add to DLAtrack6D, the
one kick per cell tracking approach originally conceived
in [29]. The kicks are sufficiently described by one com-
plex coefficient per DLA cell, where the longitudinal and
transverse dependencies are derived analytically. Although
the derivation holds true only for strict periodicity, small
deviations can be accepted within reasonable error. Also
fringe fields are not included, even in practice they should
be reduced as much as possible. The effect of fringe fields
is however strongly dependent on the quality factor of the
structure, usually determined by the available bandwidth.

Starting from the longitudinal energy gain, the kicks in
all directions are computed and then used for symplectic
tracking. The energy gain of an electron with charge q = −e
can be written as function of the time domain electric field
Ez , its Frequency Domain (FD) phasor Ez , or by means of
spatial Fourier series in periodic DLA structures

∆W(x, y, s) = q

λgz/2∫
−λgz/2

Ez(x, y, z; t = (z + s)/v)dz (2)

= qλgzRe
{
e2πi s

βλ0 em(x, y)
}
. (3)

Here the spatial Fourier coefficient is computed as

em(x, y) =
1
λgz

λgz/2∫
−λgz/2

Ez(x, y, z)e
im 2π

λgz
zdz. (4)

The above relation holds only if the Wideroe condition λgz =
mβλ0 is fulfilled, where λgz is the grating period and β is
the velocity in units of c. In the following we will restrict
the arbitrary integer spatial harmonic m to m = 1, which
usually has the strongest amplitude e1.

The transverse kicks can be obtained by exploiting the
known transverse dependency of e1(x, y) on the transverse
coordinates. From the Panofsky-Wenzel theorem [32], con-
veniently written as

∇′ × ∆ ®p(x, y, s) = 0, (5)

where the relative gradient is ∇′ = (∂x, ∂y,−∂s), we obtain
under the synchronicity condition

∆ ®p⊥(x, y, s) = −
λ2
gz

2π
q

1
βc

Im
{
e2πi s

βλ0 ∇⊥e1(x, y)
}
. (6)

For a symmetric laser illumination the transverse dependen-
cies can be written as

e1(x, y) = e1(0,0) cosh(iky y)eikx x, (7)

where kx includes the option of a tilt of the grating
or the laser incidence, kz = 2π/(βλ0), and ky =

±

√
(2π/λ0)2 − k2

z − k2
x . For a grating tilt angle α (see Fig. 5)

we obtain [29] kx = kz tan(α) and for a laser tilt angle ϑ
(keeping the polarization parallel to the electron beam) we
obtain kx = kz sin(ϑ). After some manipulations, we finally
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Figure 5: Unit cell of a tilted grating (tilt angle α). The
blue lines indicate possible electron trajectories, the laser is
incident from top and bottom, with polarization in electron
beam direction and possible tilt angle ϑ.

obtain the kicks [29]

∆x ′ = −
qλ0
pz0c

tan(α) cosh(iky y)Re
{
e1eiϕ+ikx x

}
(8a)

∆y′ =
−ikyλ2

0qβ

2πpz0c
sinh(iky y)Im

{
e1eiϕ+ikx x

}
(8b)

∆δ =
qλgz
γmec2 Re

{
e1

(
cosh(iky y)eiϕ+ikx x − eiϕs

)}
. (8c)

In case of an anti-symmetric illumination, i.e. a π phase
shift between the two laser beams, the transverse dependence
is

e1(x, y) = e1(0,0) sinh(iky y)eikx x (9)

and the kicks are accordingly

∆x ′ = −
qλ0
pz0c

tan(α) sinh(iky y)Re
{
e1eiϕ+ikx x

}
(10a)

∆y′ =
−ikyλ2

0qβ

2πpz0c
cosh(iky y)Im

{
e1eiϕ+ikx x

}
(10b)

∆δ =
qλgz
γmec2 Re

{
e1 sinh(iky y)eiϕ+ikx x

}
. (10c)

Note that in the sinh-mode, the energy gain of the syn-
chronous particle is always zero, since the longitudinal elec-
tric field vanishes in center of the channel. The sinh-mode
can be used as a diagnostic, in order to convert a tempo-
ral profile into an angle distribution profile [33], which is
usually referred to as beam streaking.

The symplectic one-kick-per-cell tracking is independent
of the realization of the kick functions and reads

©­­­­­­­«

x
x ′

y

y′

ϕ
δ

ª®®®®®®®¬

(n+1)

=

©­­­­­­­«

x
Ax ′ + ∆x ′

y

Ay′ + ∆y′

ϕ
δ + ∆δ(ϕs)

ª®®®®®®®¬

(n)

+

©­­­­­­­«

λgz x ′

0
λgz y

′

0
− 2π
β2γ2 δ

0

ª®®®®®®®¬

(n+1)

, (11)

with the tracking variables in paraxial approximation

x ′ =
px

pz0
, ∆x ′ =

∆px(x, y, ϕ)
pz0

,

y′ =
py
pz0

, ∆y′ =
∆py(x, y, ϕ)

pz0
,

ϕ = 2π
s
λgz

, δ =
W −W0

W0
,

∆δ =
∆W(x, y, ϕ) − ∆W(0,0, ϕs)

W0
, (12)

where W0 = γmec2 and pz0 = βγmec. The adiabatic damp-
ing of the transverse emittance is described by

A(n) =
(βγ)(n+1)

(βγ)(n)
= 1 +

[
λ0qRe

{
eiϕs e1

}
βγmec2

] (n)
. (13)

While keeping the synchronicity condition by appropri-
ately chirping the structure, the acceleration ramp can be
written as

W(N) = W(0) + q
N∑
n=1

λ
(n)
g Re {e(n)1 eiϕ

(n)
s }. (14)

We note that chirping the structure length while maintaining
constant phase arg(e1) is possible by correcting the phase
drift with another parameter in the structure design [20].

DLAtrack6D is written in Matlab [34], it is based on a
phase space structure that allows for vectorized updates in
each DLA cell. The code, together with a brief manual, will
be made available to the community soon.

ELECTRON BEAM FOCUSING
Optical near field accelerators cannot rely on magnetic

focusing only, since the small scale of the near field requires
sub-micron beam sizes which in turn would require magnetic
field strengths unachievable by conventional quadrupole
magnets [35]. Thus a laser-based focusing scheme is re-
quired to make DLA scalable.

Two different options have been proposed for focusing
with the phase dependent transverse laser fields. In 2012 the
group at UCLA has proposed spatial harmonic focusing [36].
Stability of the electron beam could be predicted by means
of retracting ponderomotive forces due to non-synchronous
harmonics, while the synchronous harmonic serves for ac-
celeration. However, the beam envelope at given emittance
could not be determined more accurately than in the smooth
approximation. Moreover, the focusing harmonic needs to
be quite strong (much stronger than the accelerating har-
monic), which puts a constraint on the choice of materials
and pulse length due to the damage threshold fluence. In
particular, this scheme has been implemented with SiO2
structures at relativistic energies [37].

Recently, Niedermayer et al. have proposed Alternating
Phase Focusing for DLA [17]. Here, we work only with a sin-
gle spatial harmonic, i.e. e1, but its phase can be changed by
means of fractional period drift elements. The hereby gener-
ated longitudinal/transversal alternating focusing gradients
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can be integrated in the Courant-Snyder sense. Thus a scal-
able scheme is obtained, where about half (dependent on the
synchronous phase) of the synchronous harmonic is trans-
lated to acceleration gradient. The required pre-bunching
on the optical scale can be obtained with the same scheme,
see [17]. Due to the exact integration of the lattice (and
thus a precise determination of the beam envelope) and the
efficient translation of incident field to acceleration gradient,
this scheme is particularly suited for sub-relativistic DLAs
working with high refractive index Silicon structures that
have a rather low damage threshold. An outline of such a
structure is depicted in Fig. 6.

Figure 6: Outline of an APF DLA structure, picture adapted
from [29].

FULL SCALE SIMULATION
TECHNIQUES

For full scale tracking and PIC simulations we mostly use
the codes CST Studio Suite [26] and VSim [25]. A full scale
PIC simulation is however numerically quite heavy, thus
we prefer to do this only for finished designs and rely on
DLAtrack6D for design studies. In CST, we have the conve-
nient option to calculate the fields in either in TD or FD and
store them as frequency domain phasors, i.e. one complex
number per mesh edge. Note that storing in FD does not
necessary mean computation in FD; in fact, FD simulations
become intractable as the simulation size becomes large, so

instead, TD computation can be performed along with an
on-the-fly Fourier Transform.

We use VSim in cases where large scale computing is
required. Moreover, including a pulse front tilted laser beam
is rather involved in CST at the moment, thus we did this in
VSim. The capability of VSim for electron energy loss in
materials, to model experiments where part of the electron
beam clips the structure, was also added and showed good
agreement with experiments [5]. In the near future, we plan
to conduct high performance PIC simulations to assess the
effects of fringe fields and imperfect field flattess, wake
fields, and radiation emission using NERSC cluster time
awarded to the ACHIP collaboration partner TechX.

ONGOING EXPERIMENTS
Simulations are conducted for the design and the evalua-

tion of different ongoing DLA experiments. The simplest
one uses the intrinsic phase focusing properties of a DLA
structure [38]. In this experiment, the electrons are injected
at random phase, which means that they are either focused or
defocused, i.e. a cross-shape is formed in transverse phase
space (see also [20]). An aperture lets only the focused elec-
trons pass, the defocused ones are lost. This transmission
is however still higher than in the absence of the laser, i.e.
when there is no focusing at all. This experiment can also
be run in deflection (sinh) mode, i.e. the electrons are de-
flected to the left or right, dependent on their phase. Strong
deflection will reduce the transmission through the aperture
accordingly, which is readily measurable.

Another ongoing focusing experiment is APF with a
Bragg mirror, as outlined in Fig. 7. As discussed in de-
tail in [17], this APF focusing channel transports particles
at all phases. A pre-bunching is not required for transport
only, however it would be required for acceleration. In the
bottom of the figure, the longitudinal electric field is plotted.
Different options for filling the half cell spaces for phase
jumps have been simulated. In the end, it turned out that the
spacers are only helpful in the beginning and the end of the
structure and within it is sufficient to leave half a cell empty.

Figure 7: Alternating Phase Focusing single laser beam transport structure (top), normalized longitudinal electric field
phasor magnitude with laser from bottom (center) and on axis field flatness plot (bottom), obtained by CST MWS in TD.
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Moreover, another crucial optimization is to tune the Bragg
mirror distance such that the fields in the channel become
symmetric. After the optimized fields have been determined,
electron tracking can be done both in DLAtrack6D and full
PIC codes. Figure 8 shows how the fraction of electrons
transported through the structure is dependent on the laser
field strength (DLAtrack6D).

Figure 8: Transmission rate as function of laser field strength
(top) and electron loss as function of DLA cell index for
e1 = (0,200,400)MV/m laser field strength (bottom).

The minimal beta-function is obtained at roughly
200 MV/m, where maximum transmission occurs. Beyond
that point, the beam is first over-focused, and eventually
leaves the area of stability. The reason for the losses at the
matched e1 is the geometric emittance of 0.3nm (Gaussian
distribution initially), which is larger than the acceptance of
the structure. Once saturated at about 50%, the electrons can
be transported over an arbitrary distance, which is limited
only by the defocusing in the direction of the pillar height.
Roughly the same results are obtained by tracking in the
CST PIC solver.

In succession to [33, 39], we plan a two stage buncher-
accelerator or buncher-streaker experiment, see Fig. 9. Here
we use dual drive from two stages, with independent phase
control and independent amplitude control of lasers 1 and
2. The first DLA stage is normally run in cosh-mode and
serves as a buncher. The second stage can be either run
in cosh-mode for acceleration, or in sinh-mode for streak-
ing. Replacing the first (buncher) structure by an APF-type
buncher, see [17], will allow us to obtain short bunches with

Figure 9: Combined buncher and accelerator/streaker DLA.

low energy spread. This gives the opportunity to observe
both coherent streaking and coherent acceleration at the
same setup on a spectrometer screen.

Additionally to the low energy experiment, there are also
high energy experiments planned. Most prominently, we
will use the 3.2GeV beam at SwissFEL at PSI to inject into
a DLA. Due to the extremely small geometric emittance
at such high energy, this injection will be almost lossless.
Additionally, at such energy the deflection and acceleration
defocusing is rather small. Therefore, we are restricted only
by the conventional electron optics (Rayleigh length) and
the available laser pulse energy, which can be cast in a tilted
pulse. Details of the outlined experiments can be found
in [40, 41].

Moreover, relativistic energy experiments are also out-
lined at the SINBAD facility at DESY, where an inverse
FEL undulator together with a chicane will be employed for
optical-scale bunching of the beam before it is injected into
the DLA. Driving the DLA with the same laser as is used for
seeding the inverse FEL allows for the precise phase control
required for coherent acceleration [42].

The group at UCLA aims for a 2-cm long DLA experiment
at about 5 MeV injection energy at the Pegasus facility [43].
Challenges are that focusing of the beam is still required
and also a slight chirp needs to be imprinted to account
for the slightly sub-relativistic velocity. Creating both the
focusing harmonics and the chrip is planned to be achieved
by a strictly periodic SiO2 grating fed by a tilted laser pulse
that is modulated by a Spatial Light Modulator, see e.g. [44].

CURRENT STATUS AND OUTLOOK
We are now able to perform start-to-end simplified sim-

ulations of larger DLA chips with DLAtrack6D. For full
scale 3D PIC or tracking simulations a cluster computer is
required. The experiments performed at the moment can still
be simulated well in 2D by available PIC codes. However, it
is expected that the structure lengths will soon significantly
increase.

One option for efficient large scale PIC for DLA would
be a moving window code, which discretizes only the co-
moving environment of a few electron micro-bunches. The
rest of the structure contains neither electrons nor laser en-
ergy, since we strongly restrict the interaction region by
applying the pulse front tilt or other means of selective syn-
chronized illumination.

The charge we accelerate in current DLA experiments
is mostly rather low. However, at particular high energy
experiments as e.g. at PSI, the entire beam is put through
the small aperture of the DLA. We expect to see wake field
effects here for the first time. Simulations of wake field
effects are already in place [45]. We outline to integrate
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linear and non-linear wake kicks from precomputed wake
functions into DLAtrack6D as well. With this we will be
able to properly predict the strength of beam loading effects
and longitudinal and transverse beam instabilities in longer
DLA structures.
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SPIN DYNAMICS IN MODERN ELECTRON STORAGE RINGS:
COMPUTATIONAL AND THEORETICAL ASPECTS

Klaus Heinemann∗, Oleksii Beznosov, James A. Ellison, UNM, Albuquerque, NM, USA
Desmond P. Barber1, DESY, Hamburg, Germany

Daniel Appelö, University of Colorado, Boulder, CO, USA
1 also at UNM, Albuquerque, NM, USA

INTRODUCTION
In this presentation we describe some numerical and ana-

lytical results from our work on the spin polarization in high
energy electron storage rings aimed towards the proposed
Future Circular Collider (FCC-ee) and the proposed Circular
Electron Positron Collider (CEPC). Photon emission in syn-
chrotron radiation imparts a stochastic element (“noise”) into
particle motion and there are also damping effects. However,
instead of considering single particles it is often convenient
to model the stochastic photon emission as a Gaussian white
noise process and to then study the evolution of the particle
density in phase space with a Fokker-Planck equation.

The noise in trajectories together with the spin-orbit cou-
pling embodied in the Thomas-BMT equation of spin pre-
cession [1], can cause spin diffusion and thus depolarization.
On the other hand photon emission can lead to a build up
of polarization via spin flip. This is the Sokolov-Ternov pro-
cess [2]. The attainable polarization is the outcome of the
balance of the two effects.

So far, analytical estimates of the attainable polarization
have been based on the so-called Derbenev-Kondratenko
formulas [3, 4]. In analogy with studies of the trajectories
of single particles, that approach leans towards the study
of single spins and relies in part on plausible assumptions
grounded in deep physical intuition. However, just as with
particle motion it would be convenient to have a treatment
of the Fokker-Planck (F-P) kind and thereby minimize the
reliance on assumptions. But the polarization at a point in
phase space cannot be handled in that way since polarization
is not a density. Nevertheless a density is available, namely
the density in phase space of the spin angular momentum and
with this there is a generalization of the F-P equation which
we call the Bloch equation. We use that name to reflect
the analogy with equations for magnetization in condensed
matter [5]. In fact the Bloch equation works with the so-
called polarization density. This is proportional to the spin
angular momentum density per particle in phase space. With
this we can calculate the polarization vector of the bunch.

Thus we study the initial value problem of what we call the
full Bloch equation (FBE). The FBE takes into account non
spin-flip and spin-flip effects due to synchrotron radiation
including the spin-diffusion effects and the Sokolov-Ternov
effect with its Baier-Katkov generalization. The FBE was
introduced by Derbenev and Kondratenko in 1975 [6] as a
generalization to the whole phase space (with its noisy tra-

∗ Corresponding author: heineman@math.unm.edu

jectories) of the Baier-Katkov-Strakhovenko (BKS) equation
which just describes the evolution of polarization by spin flip
along a single trajectory [7]. The FBE is a system of three
F-P equations coupled by a Thomas-BMT term and the BKS
terms but uncoupled within the F-P terms. By neglecting
the spin flip terms in the FBE we obtain what we call the
reduced Bloch equation (RBE). The RBE approximation is
sufficient for computing the physically interesting depolar-
ization time and it shares the terms with the FBE that are
challenging to discretize. Thus, here we only consider the
discretization of the RBE.

Our approach has three parts. First we approximate the
RBE analytically using the method of averaging, resulting
in an average RBE which allows us to use large time steps.
The minimum length of the time interval of interest is of
the order of the orbital damping times. Secondly, the phase
space coordinates of the average RBE come in d = {1,2,3}
pairs of polar-radial coordinates that we discretize using a
Fourier-Chebyshev pseudospectral approach. The averaging
decouples the parabolic and mode coupling terms allowing
for a parallel implementation with only local communication.
Thirdly, we further exploit the decoupling by evolving the
resulting system of ODEs by an implicit-explicit (ARK)
method. Parabolic operators are treated implicitly and can
be inverted rapidly due to the decoupling. If each of the
d angle variables is discretized on a grid of M grid points
and if each of the d radial variables is discretized on a grid
of N grid points then the total number of operations for
each time step scales, to leading order, as O(NdqMd) where
1 ≤ q ≤ 3, depending on the algorithms used for the linear
solve. For Gaussian elimination q = 3. Details and more
results have been presented in this meeting by O.Beznosov,
see [8].

The main issues for very high energy rings like the FCC-
ee and CEPC are: (i) Can one get polarization, (ii) what
are the theoretical limits of the polarization? We believe
that the FBE offers a more complete starting point for very
high energy rings than the Derbenev-Kondratenko formu-
las. See [9] for a recent review of polarization history and
phenomenology.

RBE IN LAB FRAME

In a semiclassical probabilistic description of an electron
bunch the spin-orbit dynamics is described by the spin-1/2
Wigner function (also called the Stratonovich function) ρ
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written as

ρ(t, z) =
1
2
( f (t, z)I2×2 + ®σ · ®η(t, z)) , (1)

where f is the classical phase-space density normalized by∫
f (t, z)dz = 1 and ®η is the polarization density of the bunch

and thus proportional to the spin angular momentum density.
Here z = (r, p) where r and p are the position and momen-
tum vectors of the phase space and t is the time. Also, ®σ is
the vector of the three Pauli matrices. Thus f = Tr[ρ] and
®η = Tr[ρ®σ]. The polarization vector ®P(t) of the bunch is
®P(t) =

∫
®η(t, z)dz. Here and in the following we use arrows

on spin-related quantities and no arrows on other quantities.
Moreover the spin-related quantities will be represented by
column matrices. When the particle motion is governed just
by a Hamiltonian, as in the case of protons, the phase-space
density is conserved along a trajectory so that the polariza-
tion density obeys the Thomas-BMT equation along each
trajectory. However, if the particles are subject to noise and
damping due to synchrotron radiation, the evolution of the
density of particles in phase space is more complicated. But
as advertised above it can be handled with a F-P formalism.
Then by neglecting collective effects and after several other
approximations, ρ evolves via

∂t f = LFP(t, z) f , (2)
∂t ®η = LFP(t, z)®η +Ω(t, z)®η + G(t, z)®η

+®g(t, z) f + ®L(t, z) f (3)

where (2) is the F-P equation for the orbital density and (3)
is the FBE mentioned above, both in the lab frame, i.e., in
cartesian coordinates. The F-P operator LFP is the linear
second-order partial differential operator commonly used
for electron synchrotrons and storage rings [10, Section
2.5.4], [11, 12]. The skew-symmetric matrix Ω(t, z) in the
FBE takes into account the Thomas-BMT spin-precession
effect. The terms G ®η, ®g f and ®L f take into account spin
flips due to synchrotron radiation. In particular they include
the Sokolov-Ternov effect and its Baier-Katkov correction
the latter belonging to G ®η. As usual, since it is minuscule
compared to all other forces, the Stern-Gerlach effect from
the spin onto the orbit is neglected in (2). The explicit forms
of LFP, Ω,G, ®g and ®L are given in [6].

If we neglect the spin flip terms in the FBE then (3) sim-
plifies to

∂t ®η = LFP(t, z)®η +Ω(t, z)®η (4)

The RBE (4) just takes care of spin diffusion due to the
orbital motion.

The Equations (2) and (3) can be derived from quantum
electrodynamics, followed by making the semiclassical ap-
proximation of the Foldy-Wouthuysen transformation of the
Dirac Hamiltonian and finally by making a Markov approx-
imation [13]. We stress however, that the RBE (4) can be
derived purely classically as in [14]. In fact, we show again
how to do this at the end of the next section.

RBE IN THE BEAM FRAME
In the beam frame, i.e., in accelerator coordinates, the

RBE (4) becomes

∂θ ®ηY = (LY + LY ,TBMT )®ηY (5)

where θ is the accelerator azimuth,

LY = −
6∑
j=1

∂yj

(
A(θ)y

)
j

+
1
2
ωY (θ)∂

2
y6
,

LY ,TBMT ®ηY = ΩY (θ, y)®ηY

and whereA(θ) is a 6×6 matrix encapsulating radiationless
motion and the deterministic effects of synchrotron radiation.
Also ΩY (θ, y) is the Thomas-BMT term and it is a skew-
symmetric 3×3 matrix linear in y andωY (θ) is the magnitude
of the noise. Note that A(θ), ΩY (θ, y) and ωY (θ) are 2π-
periodic in θ. Given the beam frame polarization density
®ηY the beam frame polarization vector ®P(θ) of the bunch at
azimuth θ is

®P(θ) =
∫

dy ®ηY (θ, y) (6)

Our central computational focus in this paper is the RBE (5)
with ®P(θ) being a quantity of interest. To proceed with this
it is important that (5) has an underlying system of Langevin
equations and thus an underlying F-P equation. In fact the
system of Langevin equations is

Y ′ = A(θ)Y +
√
ωY (θ)e6ξ(θ) , (7)

®S′ = ΩY (θ,Y ) ®S (8)

where ξ is a version of the white noise process, e6 =
(0,0,0,0,0,1)T and ®S is the single-particle spin expectation
value. Note that (7) can be written as the Ito stochastic dif-
ferential equation: dY = A(θ)Y dθ +

√
ωY (θ)e6dW which

is linear in the narrow sense and thus defines a Gaussian
process Y if Y (0) is Gaussian. In principle (5) could be ob-
tained by transforming (4) and the coefficients A, ΩY and
ω from the lab frame to the beam frame, However this is
not necessary since (7) and (8) and the A,ΩY and ω can be
found in virtually every exposition on spin in high-energy
electron storage rings, e.g., [15]. Note that these expositions
make some approximations. We use [15] which involves
linearizing w.r.t. y as can be seen in (7) and (8). For (5) see
also [14].

The F-P equation for the Gaussian process Y is

∂θPY = LYPY (9)

For getting (9) from (7) see [16–18]. With (7) and (8) the
evolution equation for the spin-orbit joint probability density
PYS = PYS(θ, y, ®s) is the following F-P equation:

∂θPYS = LYPYS −
3∑
j=1

∂sj

((
ΩY (θ, y)®s

)
j

PYS

)
(10)
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Note that PY is related to PYS by

PY (θ, y) =

∫
ds PYS(θ, y, ®s) (11)

where the integral is over R3. Note also that since the spin
variable ®S is normalized, PYS is supported on the 2-sphere,
i.e., where |®s | = 1. Hence PYS(θ, y, ®s) is proportional to
δ(|®s | − 1). By integrating (10) over ®s one recovers (9). The
polarization density ®ηY corresponding to PYS is defined by

®ηY (θ, y) =

∫
ds®s PYS(θ, y, ®s) (12)

The RBE (5) follows from (10) by differentiating (12) w.r.t.
θ.

APPROXIMATING THE BEAM FRAME
RBE BY THE METHOD OF AVERAGING
Because the coefficients of LY are θ-dependent, the RBE

(5) is numerically quite complex. So we first approximate
it analytically in order to solve it numerically. We will find
this approximate RBE by refining the averaging technique
presented by Ellison, Mais and Ripken in the Accelerator
Handbook [19, Section 2.1.4]. This refinement allows us
to use that method of averaging to approximate the system
of Langevin Equations (7). We just give a sketch here (a
detailed account will be published elsewhere [20]). Note
that both [19, Section 2.1.4] and our refinement are restricted
to first-order averaging. We first rewrite (7) as

Y ′ = (A(θ) + εδA(θ))Y +
√
ε
√
ω(θ)e6ξ(θ) (13)

with
√
ε
√
ω(θ) =

√
ωY (θ), where A(θ) is the Hamiltonian

part of A(θ) and ε is a perturbation parameter, and where
εδA(θ) represents the part ofA(θ) associated with damping
effects due to synchrotron radiation and cavities (see, e.g.,
[15, eq. 5.3]). The mean mY and covariance matrix KY of Y
satisfy the ODEs

m′Y = (A(θ) + εδA(θ))mY , (14)
K ′Y = (A(θ) + εδA(θ))KY + KY (A(θ) + εδA(θ))T

+εω(θ)e6eT6 (15)

In (15) the δA terms and the ω are balanced at O(ε) and
so can be treated together in first order perturbation theory.
This is the reason for the

√
ε in (13). However this balance

is also physical as the damping and diffusion come from the
same source and the cavities replenish the energy loss.

To apply the method of averaging to (14) and (15) we must
transform them to a standard form for averaging. We do this
by using a fundamental solution matrix X of the unperturbed
ε = 0 part of (13) and (14), i.e.,

X ′ = A(θ)X (16)

We thus transform Y , mY and KY into U, mU and KU via

Y = X(θ)U, mY = X(θ)mU,KY = X(θ)KU XT (θ) (17)

and (13), (14) and (15) are transformed to

U ′ = εD(θ)U +
√
ε
√
ω(θ)X−1(θ)e6ξ(θ) (18)

m′U = εD(θ)mU , (19)
K ′U = ε(D(θ)KU + KUD

T (θ)) + εE(θ) (20)

Here D(θ) and E(θ) are defined by

D(θ) = X−1(θ)δA(θ)X(θ) , (21)
E(θ) = ω(θ)X−1(θ)e6eT6 X−T (θ) (22)

Of course, (18)–(20) carry the same information as (13)–
(15).

Now, applying the method of averaging to (19) and (20),
we obtain

m′V = εD̄mV , (23)
K ′V = ε(D̄KV + KV D̄

T ) + ε Ē (24)

where the bar denotes θ-averaging, i.e., the operation
limT→∞(1/T)

∫ T

0 dθ · · · . For physically reasonable A each
fundamental matrix X is a quasiperiodic function whenceD
and E are quasiperiodic functions so that their time averages
D̄ and Ē exist. By averaging theory |mU (θ) − mV (θ)| ≤
C1(T)ε and |KU (θ) − KV (θ)| ≤ C2(T)ε for 0 ≤ θ ≤ T/ε
where T is a constant (see also [21–24]) and ε small. How-
ever, we expect to be able to show that these estimates are
uniformly valid on [0,∞), since the long time behavior is
exact.

The key point now is that every Gaussian process V , whose
mean mV and covariance matrix KV satisfy the ODEs (23)
and (24), satisfies the system of Langevin equations

V ′ = εD̄V +
√
εB(ξ1, ..., ξk)

T (25)

Here ξ1, ..., ξk are statistically independent versions of the
white noise process and B is a 6 × k matrix which satisfies

BBT = Ē (26)

with k = rank(Ē). Since mU (θ) = mV (θ) + O(ε) and
KU (θ) = KV (θ) + O(ε) we get U(θ) ≈ V(θ). In particu-
lar X−1(θ)V(θ) ≈ Y (θ) (more details will be in [20]). Con-
versely, the mean vector mV and covariance matrix KV of
every V in (25) satisfy the ODEs (23) and (24).

It’s likely that stochastic averaging techniques [25, and
references therein] can be applied directly to (18) giving (25)
as an approximation and we are looking into that. However,
because (18) is linear and defines a Gaussian process, the
theory for getting to (25) from the ODEs for the moments
could not be simpler, even though it is indirect.

To include the spin we extend (25) to the spin-orbit system
of Langevin equations

V ′ = εD̄V +
√
εB(ξ1, ..., ξk)

T , (27)
®S′ = ΩY (θ,X(θ)V) ®S (28)
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With (27) and (28) the evolution equation for the spin-orbit
probability density PVS = PVS(θ,v, ®s) is the following F-P
equation:

∂θPVS = LVPVS −

3∑
j=1

∂sj

((
ΩY (θ,X(θ)v)®s

)
j

PVS

)
(29)

where

LV = −ε

6∑
j=1

∂v j (D̄v)j +
ε

2

6∑
i, j=1
Ēi j∂vi ∂v j (30)

The polarization density ®ηV corresponding to PVS is defined
by

®ηV (θ,v) =
∫

ds®s PVS(θ,v, ®s) (31)

so that by (29), the RBE is

∂θ ®ηV = (LV + LV ,TBMT )®ηV (32)

where

LV ,TBMT ®ηV = ΩY (θ,X(θ)v)®ηV (33)

The coefficients of LV are θ-independent for every choice
of X and this is necessary for our numerical method. Note
that the averaging which leads to (32) affects only the orbital
variables. It was justified by using the fact that (27) is linear
whence it defines a Gaussian process when the initial con-
dition is Gaussian. This allowed us to apply the averaging
approach to the first and second moments rather than the
Langevin equation itself. We cannot apply this approach to
the combined spin-orbit dynamics in (27)-(28) because (28)
has a quadratic nonlinearity. In future work, we will pursue
this using stochastic averaging as in [25].

We now need an appropriate X and we note that

X(θ) = M(θ)C (34)

where C is an arbitrary invertible 6 × 6 matrix and M is
the principal solution matrix, i.e., M ′ = A(θ)M,M(0) = I.
Thus choosing X boils down to choosing a good C. As
is common for spin physics in electron storage rings we
emulate Chao’s approach [19, Section 2.1.4], [26,27] and use
the eigenvectors of M(2π). We assume that the unperturbed
orbital motion is stable. Thus M(2π) has a full set of linearly
independent eigenvectors and the eigenvalues are on the unit
circle in the complex plane [28]. We further assume a non-
resonant condition on the orbital frequencies. We construct
C as a real matrix using the real and imaginary parts of the
eigenvectors in its columns and using the fact that M(2π) is
symplectic (since A(θ) is a Hamiltonian matrix). It follows
that D̄ has block diagonal form and Ē has diagonal form.
Then the three degrees of freedom are uncoupled in the

operator LV in (30). Explicitly,

D̄ =
©­«
DI 02×2 02×2
02×2 DI I 02×2
02×2 02×2 DI I I

ª®¬ , (35)

Dα =

(
aα bα
−bα aα

)
, (α = I, I I, I I I) (36)

and Ē = diag(EI ,EI ,EI I ,EI I ,EI I I ,EI I I ) with aα ≤ 0 and
EI ,EI I ,EI I I ≥ 0. Thus the three degrees of freedom are
uncoupled in LV since, by (30),

LV = LV ,I + LV ,I I + LV ,I I I (37)

where each LV ,α is an operator in one degree of freedom
and is determined by Dα and Eα via (30) (α = I, I I, I I I).

We now have Y (θ) = X(θ)U(θ) ≈ Ya(θ) := X(θ)V(θ) and
it follows that ®ηY in (5) is given approximately by

®ηY (θ, y) ≈ ®ηY ,a(θ, y) = det(X−1(0))®ηV (θ,X−1(θ)y) (38)

Now (32) and the RBE for ®ηY ,a carry the same information.
However in general the RBE for ®ηY ,a does not have the nice
features of (32), e.g., (35), (36) and LV being θ-independent,
which make the latter useful for our numerical method (see
below). Hence we discretize (32) rather than the RBE for
®ηY ,a.

We finally mention a feature of ®ηV which is helpful for
finding an appropriate numerical phase space domain for ®ηV .
The orbital probability density PV corresponding to PVS is
defined by

PV (θ,v) =
∫

dsPVS(θ,v, ®s) (39)

whence by (31),

| ®ηV (θ,v)| = |
∫

ds®sPVS(θ,v, s)| ≤
∫

ds |®s |PVS(θ,v, s)

=

∫
dsPVS(θ,v, s) = PV (θ,v) (40)

so that the numerical phase space domain for ®ηV can be iden-
tified with the numerical phase space domain for PV . The
latter is easy to find since we generally use exact expressions
of PV , e.g., the one for orbital equilibrium.

TWO-DEGREE-OF-FREEDOM CASE
We now consider a case of two degrees of freedom in a

flat ring just with FODO cells and cavities. The case of two
degrees of freedom is a natural step towards three degrees
of freedom. Moreover the case of a flat ring allows us to use
a one-dimensional approach to spin, leading to a linear spin-
orbit system, a system to which we can apply our averaging
approach. The Gaussian nature of the associated process
allows us to analytically solve the average RBE.

In our flat ring model ΩY has the simple form

ΩY (θ,Y ) = −aY (θ)YJ , J =
©­«

0 1 0
−1 0 0
0 0 0

ª®¬
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where Y = (Y1,Y2,Y3,Y4)
T represents the horizontal and

longitudinal motions which are uncoupled from the ver-
tical motion in the flat ring model. It is convenient to
use spherical coordinates as spin variables, i.e., ®S =

(cos(Ψ) sin(Φ), sin(Ψ) sin(Φ),cos(Φ))T . The beam frame
system of Langevin equations are then

Y ′ = (A(θ) + εδA(θ))Y +
√
ε
√
ω(θ)(0,0,0,1)T ξ(θ) , (41)

Ψ
′ = aY (θ)Y , (42)
Φ
′ = 0 (43)

where the row vector aY (θ) is 2π-periodic in θ. To apply the
method of averaging to the system (41)-(43) we transform
the system to a standard form for averaging. We do this
by defining Ỹ := (Y1,Y2,Y3,Y4,Ψ,Φ)

T and by using a funda-
mental solution matrix Z of the unperturbed ε = 0 part of
(41)-(43), i.e.,

Z ′ = ©­«
A(θ) 04×2

aY (θ) 01×2
01×4 01×2

ª®¬ Z (44)

By transforming Ỹ into Q via

Ỹ = Z(θ)Q (45)

one gets the system of Langevin equations

Q′ = εD(θ)Q +
√
ε
√
ω(θ)Z−1(θ)e4ξ(θ) (46)

where e4 = (0,0,0,1,0,0)T and

D(θ) = Z−1(θ)

(
δA(θ) 04×2
02×4 02×2

)
Z(θ) , (47)

Thus the mean mQ and covariance matrix KQ of Q satisfy
the ODEs

m′Q = εD(θ)mQ , (48)

K ′Q = ε(D(θ)KQ + KQD
T (θ)) + εE(θ) (49)

where

E(θ) = ω(θ)Z−1(θ)e4eT4 Z−T (θ) (50)

By averaging (48) and (49) we get the ODEs

m′W = εD̄mW , (51)
K ′W = ε(D̄KW + KW D̄

T ) + ε Ē (52)

where the bar denotes θ-averaging. Since the ODE sys-
tem (51),(52) is autonomous it can be analytically solved.
For physically reasonable choices of the parameters in (41)-
(43) each fundamental matrix Z is a quasiperiodic function
whence D and E are quasiperiodic functions so that their
θ-averages D̄ and Ē exist. By averaging theory mQ(θ) =
mW (θ) +O(ε) and KQ(θ) = KW (θ) +O(ε) for 0 ≤ θ ≤ T/ε
where T is a constant (see also [21–24]). Every Gaussian

process W , whose mean mW and covariance matrix KW sat-
isfy the ODEs (51) and (52), satisfies the system of Langevin
equations

W ′ = εD̄W +
√
εB(ξ1, ..., ξk)

T (53)

Here ξ1, ..., ξk are statistically independent versions of the
white noise process and where B is a 6 × k matrix which
satisfies

BBT = Ē (54)

with k = rank(Ē). Since mQ(θ) = mW (θ) + O(ε) and
KQ(θ) = KW (θ) + O(ε) we get Q(θ) ≈ W(θ). In particular
Z−1(θ)W(θ) ≈ Ỹ (θ). Clearly the third component of the spin
does not evolve, the spins only evolve in the plane.

As in the case of three degrees of freedom we assume that
the unperturbed orbital motion is stable and nonresonant.
Thus, as in the case of three degrees of freedom, we can
construct a fundamental matrix Z such that the orbital part
of D̄ has block diagonal form and such that the orbital part
of Ē has diagonal form, i.e.,

D̄ =

©­­­«
DI 02×2 02×2
02×2 DI I 02×2
D̄51 D̄52 D̄53 D̄54 01×2

01×2 01×2 01×2

ª®®®¬ , (55)

Ē =

©­­­­­­­«

EI 0 0 0 Ē15 0
0 EI 0 0 Ē25 0
0 0 EI I 0 Ē35 0
0 0 0 EI I Ē45 0
Ē15 Ē25 Ē35 Ē45 Ē55 0
0 0 0 0 0 0

ª®®®®®®®¬
(56)

whereDI ,DI I are 2×2 matrices of the form (36) and EI ,EI I
are nonnegative. If PW = PW (θ,w) is a probability den-
sity of a Gaussian process associated with (53) then the
polarization density ®ηW corresponding to PW is defined by

®ηW (θ,w) =

∫
dw5dw6

©­«
cos(w5) sin(w6)
sin(w5) sin(w6)

cos(w6)

ª®¬PW (θ,w) (57)

and satisfies the RBE

∂θ ®ηW = −ε

2∑
j=1

∂wj

((
DI (w1,w2)

T

)
j

®ηW

−ε

4∑
j=3

∂wj

((
DI I (w3,w4)

T

)
j

®ηW

+
ε

2
EI

(
∂w1∂w1 + ∂w2∂w2

)
®ηW

+
ε

2
EI I

(
∂w3∂w3 + ∂w4∂w4

)
®ηW

−ε

4∑
j=1
D̄5jwjJ ®ηW −

ε

2
Ē55 ®ηW + ε

4∑
j=1
Ē j5J ®ηW (58)

Since the ODE system (51),(52) can be analytically solved,
PW can be computed analytically for every Gaussian process.
Then by (57), ®ηW can be computed analytically.
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ONE-DEGREE-OF-FREEDOM CASE
We now consider the case of one degree of freedom us-

ing the model studied in [29,30], which involves only syn-
chrotron motion. The case of one degree of freedom is the
first step towards two and three degrees of freedom. The
one-degree-of-freedom model here is obtained from the two-
degrees-of-freedom flat-ring model of the previous section
by setting, in (55) and (56),

0 = DI I = D̄52 = D̄53 = D̄54 = EI I = Ē25 = Ē35 = Ē45 ,

DI = −I2×2 , EI = 1 , Ē15 = −D̄51 , Ē55 = (Ē15)
2 (59)

One can justify the step from (55) and (56) to (59) as a
good approximation by applying the betatron-dispersion for-
malism to the flat ring model [31]. With (59) the variables
W3,W4,W6 are uncoupled so that we are left with the follow-
ing one-degree-of-freedom model resulting in the following
system of Langevin equations for the orbital variables W1,W2
and the spin variable W5:

©­«
W ′1
W ′2
W ′5

ª®¬ = ε ©­«
−1 0 0
0 −1 0
g 0 0

ª®¬ ©­«
W1
W2
W5

ª®¬
+

√
ε

2
©­«

1 0
0 1
−g 0

ª®¬
(
ξ1
ξ2

)
where g = D̄51 = −Ē15 and ξ1, ξ2 are statistically inde-
pendent versions of the white noise process. Denoting the
polarization density for our one-degree-of-freedom model
by ®η1D , one can show in analogy to the previous section that
it satisfies the RBE

∂θ ®η1D = ε

(
∂w1 (w1 ®η1D) + ∂w2 (w2 ®η1D)

)
+
ε

4
∂w1∂w1 ®η1D

+
ε

4
∂w2∂w2 ®η1D − εgw1J ®η1D −

ε

2
gJ∂w1 ®η1D −

ε

4
g2 ®η1D

(60)

Note that the analytic solutions of the RBE (60) give strong
evidence for the validity of the averaging method since the
analytic solutions of (60) can be compared with the solutions
of the analytic solutions of the exact RBE in [29, 30].

SKETCH OF THE NUMERICAL
APPROACH

We now briefly sketch our numerical approach to the
RBEs (32), (58) and (60). For simplicity we here fo-
cus on (32). The numerical computations are performed
by using 3 pairs (rα, ϕα) of polar coordinates, i.e., v1 =
rI cos ϕI , ...,v6 = rI I I sin ϕI I I . The angle variables are
Fourier transformed hence the Fourier coefficients are func-
tions of time and the radial variables. We discretize the radial
variables by using the pseudospectral method [32, 33] using
a Chebychev grid for each radial variable. This results for
each Fourier mode in a system of linear first-order ODEs in θ
which we discretize by using an implicit/explicit θ-stepping

scheme. Because of (30), (35) and (36) the Fourier modes
are uncoupled in LV ®ηV so that the only coupling of Fourier
modes in (32) comes via LV ,TBMT ®ηV = ΩY (θ,X(θ)v)®ηV
and this coupling is local since ΩY (θ,X(θ)v) is linear in v.
Thus the parabolic terms are separated from the mode cou-
pling terms, i.e., in the time stepping LV ®ηV is treated implic-
itly and LV ,TBMT ®ηV is treated explicitly. The implicit time
stepping involves a linear solver whose efficiency depends
on LV being θ-independent. Note that the pseudospectral
method is a minimial-residue method by which the residual
of a PDE is zero at the numerical grid points. Note also
that the numerical boundary conditions are periodic in the
angle variables and for each radial variable rα we impose
homogenous Dirichlet boundary conditions at rα = rmax.
The latter are justified by the inequality (40) and the fact
we impose these boundary conditions also on the orbital
probability density PV .
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REALISTIC MODELING OF THE MUON g − 2 EXPERIMENT
BEAMLINES AT FERMILAB∗

D. A. Tarazona†, M. Berz, K. Makino, Michigan State University, East Lansing, MI, USA
D. Stratakis, M. J. Syphers1, Fermi National Accelerator Laboratory, Batavia, IL, USA

1also at Northern Illinois University, DeKalb, IL, USA

Abstract
The main goal of the Muon g − 2 Experiment at Fermilab

(E989) is to measure the muon anomalous magnetic mo-
ment (aµ, also dubbed as the “anomaly”) to unprecedented
precision. This new measurement will allow to test the com-
pleteness of the Standard Model (SM) and to validate other
theoretical models beyond the SM. Simulations of the beam-
lines from the pion production target to the entrance of the
g − 2 Storage Ring (SR) using COSY INFINITY [1] con-
tribute to the understanding and characterization of the muon
beam production in relation to the statistical and systematic
uncertainties of the E989 measurement. The effect of non-
linearites from fringe fields and high-order contributions on
the beam delivery system performance are considered, as
well as interactions with the beamline elements apertures,
particle decay channels, spin dynamics, and beamline mis-
alignments.

INTRODUCTION
The most recent measurement of aµ at the Brookhaven

National Laboratory Muon g−2 Experiment (E821) yielded
an experimental relative uncertainty of 0.54 ppm, which
differs from current SM predictions by about 3.7σ [2]. In
contrast to E821, the goal of E989 is to deliver a measure-
ment of the anomaly to a precision of 0.14 ppm or less to
reach > 5σ discrepancy with the SM and therefore strongly
establish evidence for new physics.
For that purpose, the number of recorded muon decays

in the g − 2 storage ring at E989 is required to increase by
a factor of 20 with respect to E821. The Fermilab Muon
Campus E989 beam delivery system (BDS), which is a set
of 1 km-long beamlines between the pion-production target
and the entrance of the storage ring downstream, is designed
to meet the statistical goal and deliver (0.5–1.0)×105 muons
to the storage ring per 1012 protons interacting with the pion-
production target.
On the other hand, the relative statistical uncertainty in

the experimental aµ is inversely proportional to the muon
beam polarization (see [2], Eq. (16.6)). Thus, it is worth to
study the effect of nonlinearities and perform spin dynamics
simulations. In addition, due to the momentum acceptance
of about ±0.5% of the storage ring it is of interest to numer-
ically evaluate the dynamical properties of the muon beam
as it is delivered to the muon storage ring.
Motivated by the reasons exposed above, we have devel-

oped a model of the E989 beamlines to reproduce numerical
∗ Fermilab report: FERMILAB-CONF-18-620-APC.
† Email: tarazona@msu.edu. ORCID: 0000-0002-7823-7986.

simulations of the muon beam’s statistical performance and
dynamical behavior including spin using COSY INFINITY.
This program prepares detailed high-order transfer maps
calculated with an 8th order Runge-Kutta integrator and
Differential-Algebraic (DA) methods to solve the beam op-
tics Ordinary Differential Equations (ODEs) and perform
beam tracking. In particular, we present results from track-
ing of secondary protons, pions, daughter muons from pion
decay, and muons produced right at the entrance of the E989
beamlines downstream the pion-production target. Nonlin-
ear effects due to standard fringe fields, up to 4th-order beam
dynamics, spin dynamics, beam collimation, and misalign-
ments of the multiple BDS beamline elements are consid-
ered.
The paper begins with a brief description of the Muon

Campus E989 beam delivery system. Then details of the
beam dynamics simulations throughout the E989 beamlines
from the production target to the storage ring entrance and
beam performance results considering nonlinear effects are
discussed.

E989 BEAM DELIVERY SYSTEM (BDS)

The main purpose of the E989 beamlines considered in
simulations, depicted in Figure 1, is to deliver a clean muon
beam with momentum p0 = 3094MeV/c to the storage ring.
Batches of four bunches made of 1012 protons each are di-
rected to an Inconel-600 “pion-production” target located at
the AP0 target hall, from which positive secondary particles
emerge. 30 cm downstream the target, a 232 T/m magnetic
gradient produced by a lithium lens focuses the secondaries.
Thereafter, a pulsed magnet with a field of 0.53 T selects
3.115GeV/c ±10% positive particles and bends them 3◦
towards the 50m long M2 line, which consists of match-
ing quadrupoles followed by eight more quadrupoles and a
dipole that horizontally bends the beam 3◦ to match with the
M3 line (230m long).
The M3 line is made of FODO cells that maintain small

beta functions to provide continuity of pions and daughter
muons from pion decay. By the end of M3, the secondary
beam is mainly composed of protons that do not interact with
the target, pions that need more time to decay, and muons.
In order for such beam to become a clean muon beam, the
M3 line is aligned with the injection leg of the Delivery
Ring (DR) for which horizontal bends deviate the beam to
the right by about 18◦ at s ∼ 160m away from the target (s
represents the longitudinal distance). At the end of M3, a
series of magnets involving a C-magnet, a pulsed magnetic
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DELIVERY RING
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𝑝"#𝑠

𝜋"#𝑠

𝜇"#𝑠	(𝛿 < 2%)
𝑆𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑖𝑒𝑠	(~3.1𝐺𝑒𝑉)

M3

M5

AP0

8 GeV 𝒑"’s

STORAGE RING

Figure 1: A schematic layout of the BDS.

septum dipole, and kicker modules inject the beam DR after
a vertically upward bend of about 5.7◦.

Through the 505m of circumference of the DR, previously
used as a debuncher ring and now reconditioned for E989,
the remaining pions have enough time to decay into mostly
muons as they circulate four times before being extracted
into the M4 line. The DR also allows protons to spatially
separate from the other lighter particles by a rate of 75 ns
per turn [3]; this feature lets a kicker within the DR to safely
remove the protons after the fourth turn. The optics functions
of the DR using COSY are shown in Fig. 2.

The resulting muon beam is then extracted to the mul-
tiple vertical bends and quads of the M4 beamline (30m),
followed by the M5 line (100m) with a tunable final focus
section and ultimately be delivered into the entrance of the
storage ring.

-5.0

-4.0

-3.0

-2.0

-1.0

0.0

0

5

10

15

20

25

30

0 100 200 300 400 500s [m]

Figure 2: DR optics functions. Fringe fields considered in
simulations change the beta functions by less than 3%. The
dispersion horizontal function (ηx) reveals the three-fold
symmetry of the ring. Optics functions have served as a
channel to validate our BDS model.

SIMULATION DETAILS AND RESULTS
The following results have served to benchmark other

numerical studies at E989 modeled with G4Beamline [3]
and Bmad [4]. Moreover, the inclusion into our model of
nonlinearities from fringe fields and high-order effects and
an analysis covering various misalignment scenarios provide
further realism to the characterization of the muon beam
that is delivered to the storage ring.
Tracking simulations of the E989 beamlines start with

a 6D initial distribution at the exit of the pion-production
target from a modeling with MARS [5] of 109 protons on tar-
get. We consider protons, muons, and pions, although other
particles emerge from the target as verified by experimental
evidence though at significantly smaller ratios [6].

The presented studies consider aperture beam collimation.
There are several aperture geometries determined by the
multiple purposes of the elements in the E989 beamlines
as well as the expected beam size behavior from design.
They range from simple squared and circular apertures to
more involved star-shaped apertures which can be approxi-
mated as an overlaying of ellipses and rectangles in COSY.
In simulations, particles are removed from the beam if their
spatial transversal coordinates surpass the dimensions of
the aperture. This algorithm is repeated every 20 cm or so,
depending on the beamline longitudinal size. COSY permits
to track 10,000 particles simultaneously, which reduces the
computational time. In this manner, the statistical perfor-
mance of the beam and resulting beam dynamics variables
distributions are determined.
Figure 3 shows the number of secondaries throughout

the M2 and M3 lines after the production target. At the
end of these lines about 10−4 protons per proton on target
(POT) remain within the secondary beam, which are kicked
out downstream at the Delivery Ring. The in-flight decay
channels considered in simulations are π+ → µ+ + νµ and
µ+ → e+ + νe + ν̄µ. The effect of muon decays on the
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overall number of muons throughout the beamlines is not
significant due to the short time it takes for the beam to travel
from the production target to the entrance of the storage ring,
i.e. 8.1 µs. Since the momentum admittance at the storage
ring is ±0.5%, we track muons within specific momentum
offsets (δ) as shown in Fig. 3.
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Figure 3: Statistical performance along M2/M3.

The range |δ | < 2% is considered as well in connec-
tion with upcoming efforts at E989 to manipulate the beam
momentum range with wedge cooling [7]. As shown in
Fig. 3, M2/M3 lines maintain the statistics of muons with
|δ | < 2% emerging from pion decay. Main muon losses
of about 11% and 20% take place at the 18.5◦ horizontal
bend (s ∼ 160.0m) and along the vertical injection upstream
the DR (s ∼ 280.0m), respectively. The black dot around
s ∼ 235m in Fig. 3 depicts the number of total particles per
POT from measurements, suggesting reliability on our simu-
lations results. Aperture beam collimation allows to predict
the final beam momentum distribution at the entrance of the
SR, shown in Fig. 4. Similar simulations were performed
along the rest of the E989 beamlines downstreamM3 (results
are summarized in Table 1).

Table 1: Statistical Performance Along BDS [POT]

M3 exit DR exit (n = 4) SR entrance

µ’s 2.19 × 10−6 1.04 × 10−6 7.48 × 10−7

µ’s* 2.72 × 10−7 2.85 × 10−7 1.89 × 10−7

π’s 1.55 × 10−5 0 0
p’s** 1.24 × 10−4 6.80 × 10−5 5.86 × 10−5

*Results for δ < 0.5%
**Results for the case of proton removal at DR turned off.

Fringe fields map computations are performed at the edges
of each beamline element. The longitudinal-dependent taper-
ing of the multipole strengths is modeled by a six parameter
Enge function:

F (z) =
1

1 + exp
(
a1 + a2 · (z/D) + · · · + a6 · (z/D)5) ,

end of M4M5
Entries  64902

Mean   0.007455

Std Dev    0.01216

0.04− 0.03− 0.02− 0.01− 0 0.01 0.02 0.03 0.040

200

400

600

800

1000

1200

1400
end of M4M5
Entries  64902

Mean   0.007455

Std Dev    0.01216

δ

𝜹
Figure 4: Beam relative momentum distribution at the stor-
age ring entrance.

where z is the distance perpendicular to the effective field
boundary and D is the full aperture of the particle optical
element. The ai coefficients are taken by default based on
measured data from PEP at SLAC [8]; for such cases, the
integrated multipole strengths along the optical axis of each
beamline element remain the same as for simulations with
hard-edge modeling. Therefore, the following comparisons
between numerical results with fringe field effects turned on
and off are reliable.

4th-order numerical calculations with and without fringe
fields were implemented. Figure 5 shows the differences
between the two scenarios along the DR.

0 200 400 600 800 1000 1200 1400 1600 1800 2000
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Figure 5: Fringe field effects on beam population at the DR.

After four turns, simulations suggest a favorable contribu-
tion due to fringe fields on the muons (i.e. 9.4% increment)
and pions population. Fringe fields introduce fields lon-
gitudinal to the beam motion, which may be the essential
contributor to keep more particles focused in a similar way
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to solenoids for low-energy experiments. However, such
effect is not sufficiently large to compensate for losses at the
beam bends along the Beam Delivery System in a significant
way. Specifically, simulation results show an increment of
5.2% more muons at the entrance of the storage ring. More-
over, fringe fields have a larger contribution in the number
of surviving muons than in pions; i.e. at the end of the
M3 line (s = 290 m) —where most of pions still have not
decayed—fringe fields maintained 8.9% more muons on
track whereas pions population increment at that location
increased by only 0.4%, which is within the ∼2% range of
the simulations’ statistical error.
On the other hand, fringe fields from the BDS beamline

elements were also considered in spin tracking simulations.
For the pion decay channel, the resulting muon beam polar-
ization is calculated based on a module that considers the
weak interaction process to get the direction of the muon
spin vector [9] and tracked with COSY’s DA mapping cal-
culation [8]. In Fig. 6, the spin components of a beam made
of 64,902 muons at the entrance of the SR are plotted from
simulations.

1− 0.8− 0.6− 0.4− 0.2− 0 0.2 0.4 0.6 0.8 10

1000

2000

3000

4000

5000

P=0.969
is

𝑠", 𝑠$,𝑠%

Figure 6: Muon beam spin components at SR entrance.

The components are expressed in terms of the coordinates
that describe the relative dynamics around the reference or-
bit [10]. The resulting polarization is P = 0.97, in agreement
with G4Beamline numerical simulations [3] which do not
consider fringe fields. Thus, fringe fields do not interfere
with the muon beam polarization. Another spin variable
worth to consider is the polarization projection in the hor-
izontal plane with respect to the reference optical axis, ϕa
(see Fig. 7). The precession frequency of this phase, ωa,
plays an essential role in the final measurement of aE989

µ

which implies a deep understanding of its evolution as the
beam circulates through the SR. In particular, the correlation
between ϕa and the Lorentz factor γ of a muon results in a
sub-ppm systematic effect of ωa; high-momentum muons

decay rate is slower than low-momentum muons and conse-
quently ωa shifts as the muon beam decays [11].

end of M4M5
Entries  64902
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Std Dev    0.1889

0 1 2 3 4 5 60
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4000

6000

8000

10000 end of M4M5
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Std Dev    0.1889

aϕ

𝝋𝒂[rad]

Figure 7: ϕa at SR entrance.

Tracking simulations were performed with and without
fringe fields to study the effect of fringe fields on the spin-
momentum correlation mδ = d〈ϕa〉/dγ. For the case of
fringe fields turned on, simulations show a correlation mδ

equal to 29.2±9.4mrad after 4 turns around the DR as shown
in Fig. 8. On the other hand, similar simulations without
fringe fields —conventional hard-edge model— indicate a
correlation mδ = 92.1 ± 9.8 mrad. Thus, our numerical
studies suggest a significant effect of fringe fields on spin-
momentum correlations.

γ
29.1 29.15 29.2 29.25 29.3 29.35 29.4 29.45 29.5

 [m
ra

d]
〉 a

ϕ〈

3930

3940

3950
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3980

 / ndf 2χ  45.39 / 38
y-intercept  274.6±  3101 
Slope      9.37± 29.19 

 / ndf 2χ  45.39 / 38
y-intercept  274.6±  3101 
Slope      9.37± 29.19 

 at end of DR (n=4)γ-〉aϕ〈

Figure 8: 〈ϕa〉 vs. γ at DR exit after 4 turns.

Misalignments are introduced in simulations by transform-
ing the transport maps that represent each beamline element.
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Transformations follow randomly Gaussian-distributed hori-
zontal and vertical misplacements with standard deviations
of 0.25mm, introducing constant terms to the maps. A total
of ten random misalignment configurations of the beam de-
livery system initialized with different random seeds were
considered to procure statistical ranges within which the
beam performance would be expected to occupy.
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Figure 9: Misalignment effects on beam population at
M4/M5 lines.
Figure 9 shows how the misalignments under considera-

tion could decrease the number of muons that make it to the
end of M5. However, even though 0.25mm is a small RMS,
the correctors along the beamlines are expected to reduce
such detrimental effect.

In addition to the linear description of the beam dynamics,
COSY INFINITY allows the computation of higher order
effects of the beamline elements [8]. In specific, particle
coordinates as defined in COSY are calculated as follows:

ri =
≤4∑

l1,l2,...,l6=0
(ri |xl1 al2 yl3 bl4 ll5δl6 )xl10 al2

0 y
l3
0 bl40 ll50 δ

l6

where the expression in parenthesis indicates the correspond-
ing transport map component, up to fourth-order in our sim-
ulations.
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Figure 10: High-order effects on beam population at M2/M3
lines.

As shown in Fig. 10, high-order components seem not to
change the statistical performance of the beam.

CONCLUSION
A detailed model of the Beam Delivery System at E989

has been developed using COSY INFINITY. Realistic fea-
tures based on DA methods, such as fringe fields, high-order
effects, and misalignments are included to describe the sta-
tistical and dynamical performance of the secondary beam
produced at the pion-production target. Simulation results
suggest that fringe fields increase the number of muons that
are delivered to the storage ring by ∼5%, whereas the muon
beam polarization is unaffected. However, spin-momentum
correlations that could add systematic effects to the final
measurement of E989 due to differential decays are signif-
icantly affected by the fringe fields from the rectangular
magnets of the delivery ring. High-order effects do not af-
fect the secondary beam performance and misalignments
without correctors were also considered in simulations. Our
simulations also served to validate numerical calculations
prepared by other members of the Muon g−2 Collaboration
and check the performance of the BDS.
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POLARIZATION LIFETIME IN AN ELECTRON STORAGE RING,
AN ERGODIC APPROACH IN eRHIC EIC∗

F. Méot, BNL C-AD, Upton, NY, USA

Abstract
Electron polarization in a storage ring is subject to two

long-term effects: Sokolov-Ternov polarization and depo-
larization by diffusion. Over a long time scale this leads
to an equilibrium state and, simulation-wise, can be highly
CPU time and memory consuming. Simulations aimed at
determining optimal ring storage energy in an electron-ion
collider use to track thousand particle bunches, for a long
time—yet still short compared to depolarization time scales,
due to HPC limitations. Based on considerations of ergod-
icity of electron bunch dynamics in the presence of syn-
chrotron radiation, tracking a single particle instead is in-
vestigated. This allows substantial saving in teh required
HPC volume, “CPU-time ×Memory-allocation”. The con-
cept is illustrated with polarization lifetime and equilibrium
polarization simulations at the eRHIC electron-ion collider.

INTRODUCTION
The eRHIC installation is briefly described in Fig. 1 [1].

The 18 GeV eRHIC electron storage lattice used in the

Figure 1: The eRHIC electron-ion collider complex, an
18 GeV–255 Gev/nucleon electron-ion collider installation.

present spin polarization simulations has been provided by
S. Tepikian [1], optical parameter values relevant to the
present simulations will be introduced in due place. The
eRHIC lattice includes a double non-planar rotator system
(Fig. 2) at the interaction point (IP), comprised of strong
solenoids and series of bends, which allows to locally move
the stable spin precession direction ®n0, from vertical in the
arcs to longitudinal at the IP. In a defect-free ring, this region
of off-vertical ®n0 is a major contribution to spin diffusion.

Bunches are injected in the storage ring with alternately
up and down polarization, and replaced every 6 min in order
∗ Work supported by Brookhaven Science Associates, LLC under Contract

No. DE-AC02-98CH10886 with the U.S. Department of Energy

Figure 2: Half of the spin rotator system at eRHIC (the
system is symmetric with respect to the IP, at the origin
here). In green: solenoids.

to ensure an average polarization of 70% over the hundreds
of bunches stored [1]. A proper lattice should maintain
bunch depolarization below 20% (absolute) over the 6 min
storage. The evolution of the polarization, from P0 = ±0.85
at injection to Peq at equilibrium (an asymptotic quantity to
be determined), satisfies

P(t) = Peq(1 − e−t/τeq ) + P0e−t/τeq . (1)

This results from (i) synchrotron-radiation (SR) self-
polarization and (ii) polarization loss by diffusion, with time
constant τD, such that

1/τeq = 1/τSP + 1/τD (2)

Sokolov-Ternov (ST) self polarization in a flat ring has a time
constant τST[sec.] ≈ 99ρ2

[m]R[m]/E
5
[GeV] [2], about 30 min at

eRHIC at 18 GeV, 10 hrs at 10 GeV, with asymptotic value
PST = 92.4%; the asymptotic self-polarization is taken in-
stead PSP = 90% here to account for the non-planar spin
rotator, and with time constant τSP, such that [2]

Peq = PSP × τeq/τSP. (3)

The goal in tracking spin motion is (i) to validate a ring de-
sign, including preservation of polarization under the effect
of defects, corrections, etc. and (ii) to determine an optimal
working point aγref (a = 1.15965 × 10−3 is the electron
anomalous magnetic moment).

In the following, a method based on single-particle track-
ing is discussed. First, basic aspects of the stochasticity
of particle and spin motions are recalled. Then tracking
outcomes are displayed and the single-particle method is
discussed.

The numerical simulations discussed in this paper have
strongly benefited from NERSC means and environment [3].

STOCHASTIC MOTION
The dynamical system of a high energy stored electron

bunch at equilibrium is ergodic: over a long time interval, tra-
jectories in the system cover all parts of the 6D phase space.
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Time averages over one or more trajectories are equivalent
to phase space averages,

lim
T→∞

∫ t0+T

t0

f ( ®X(t))dt =
∫

f ( ®X)ρ( ®X)dN ®X
����
time=t

. (4)

For all three motions, transverse and longitudinal, the evolu-
tion of the bunch emittance with time, t, satisfies

εn(t) = εn,eq

(
1 − e−t/τn

)
+ εn,i e−t/τn (5)

(n stands for x, y, or l) with εn,i and εn,eq respectively
the starting and equilibrium emittances, τn = Trev Es

Us Jn
the

damping time constant. Jn=x,y,l are the partition numbers,
Jx + Jy + Jl = 4, Jl ≈ 2. Equation (5) indicates that after
a few damping times, the bunch dynamical system can be
considered at equilibrium, bunch emittances have reached
their asymptotic values. In the following τSR = τx ≈ τy
denotes the transverse damping time constant.

At 18 GeV the energy loss amounts to 38.7 MeV/turn (a
result from prior tracking of a 2000 particle bunch with
Monte Carlo SR), thus the damping time amounts to τSR =
18GeV/38.7MeV/turn = 465 turns, 6 ms.

Figures 3 and 4 display the stochastic motion of a single
particle over 103τSR and by comparison the instantaneous
horizontal and vertical phase spaces of a 103-electron bunch
observed at time = 103τSR. In this example, statistical vari-
able values such as rms coordinates, emittances, either single
particle projected over a long tracking time, or multiparticle
at time t = 103τSR, resulting from both methods, essentially
satisfy Eq. (4). Over a sufficiently long time interval, an
electron has explored the all 6D phase-space, which is a
necessary condition for ergodicity to be satisfied.

Out of equilibrium, ®X(t) − ®X(t) can be taken as the sta-
tistical vaiable, with ®X(t) the average value. ®X(t) can be
determined from a fit using the theoretical damping, for in-
stance in the single particle case, see below. Spin motion is
not at equilibrium, the polarization decays with time, fast
in resonant conditions. Both the decay time constant and
the asymptotic polarization are zero on the resonance, as
τeq ∼ δ

2 × τSP, Peq ∼ δ × PSP, with δ = aγRes. − aγ the dis-
tance to the resonance [2, p. 125]. Figure 5 displays typical
stochastic spin motion in eRHIC storage ring at 18 GeV. In a
similar way that τSR can be obtained from the observation of
the damped motion of a single electron far from equilibrium,
τD can be obtained from long enough observation of spin
motion.

POLARIZATION
In order to assess polarization properties of a storage ring

depending on its energy setting, spin tracking simulations
are performed over an ensemble of aγref rings covering some
a∆γref < 1 range of interest. In these hypothesis, all these
rings have the same optics: bend strengths 1/ρ, focusing
strengths G/Bρ, chromaticities, etc., are unchanged, what
changes is the energy aγref at which each ring is run.
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Figure 3: Left: transverse particle excursion, over time
interval t/τSR : 1 → 103 (450,000 turns about). Right:
transverse phase spaces, matching ellipses and histograms;
blue: projection of the single particle motion of the left plot;
red: for comparison, case of a 103 particle bunch, observed
at time t = 103τSR. Note that the εy/εx ratio represents a
27% coupling, of which the source is the spin rotator in IR6
which includes solenoids (Fig. 2).
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Figure 4: Left: stochastic energy excursion over time in-
terval t/τSR : 1 → 103. σδp/p = 1.14 × 10−3. Right:
longitudinal phase space; red: case of a 103 particle bunch
observed at t = 103τSR; σδp/p = 1.13 × 10−3; blue: projec-
tion of the multiturn single particle motion of Fig. 4.

Particles are all launched with their initial spin direction
parallel to the local nominal stable spin precession direction
®n0 (i.e., longitudinal if the origin is taken at IP6, vertical
at IP8). Spin tracking only starts after 10 damping times
about (5,000 turns) when the bunch has reached its equi-
librium emittance. If the motion happens to neighbor a
depolarizing resonance, spin will tilt away from the nomi-
nal direction toward possibly large angles depending on the
strength of/distance to the resonance (in the absence of SR
and at constant energy, the spin would steadily rotate around
the local tilted ®nδ). Away from any resonance, the spin is
expected to only be subject to slow diffusion.

The single particle “depolarization landscape” is expected
to look as shown in Fig. 6, obtained in HERA-e conditions,
which include a spin rotator which introduces strong depolar-
ization in the aγ = integer regions. Single particle tracking
here yields Figure 7 (18 GeV) and Fig. 8 (10 GeV), which
appears qualitatively similar to DESY simulation outcomes,
Fig. 6. This is the outcome of the tracking, over a time
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Figure 5: Left: stochastic spin motion observed at IP8 (®n0
vertical there), single particle, a few different cases of ring
rigidity settings in the 18 GeV region. Right: monitor indi-
vidual spins, a linear regression on P/P0 = exp(−t/τD) ≈
1 − t/τD provides the diffusion time constant τD.
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Figure 6: Left: asymptotic polarization at HERA, using
SITROS [4]. This graph was produced by tracking bunches
of a few hundred polarized electrons, including Monte Carlo
SR, over a few SR damping times, for a series of evenly
spaced ring rigidity values over an a∆γ = 1 interval (37 ≤
aγ ≤ 38). Each aγ value represents a particular operation
rigidity of the ring, however with unchanged optics. Right,
obtained from the present eRHIC simulations: turn-by-turn
average spin value over the complete bunch population yields
the self-polarization time constant, from what the asymptotic
polarization, similarly to the representation in the left plot,
can be drawn (average over just a few particles is shown
here).

interval [0, t], of a single particle in each one of 1024 (or
2048) rings, all operated with the same optics but with each
its particular operation energy aγref. These distributions
feature similar topology, at both timings. Zooming in on
any reduced a∆γref interval also shows a similar spin distri-
bution (sort of “fractal”). The energy excursion over that
time interval [0, t] is displayed in Fig. 9. Note a property
that will be referred to later: the equilibrium energy spread
is σE ≈ 10−3E at 18 GeV, or an extent σaγ ≈ 0.04, thus the
beam covers ≈40 (80) bins of a 1024 (2048) bin a∆γref = 1
interval.

Spin diffusion has to be a slow process for a lattice to
be viable, in particular this cannot be the case if, during
its energy excursion, a particle neighbors (is within a few
resonance strengths from) a depolarizing spin resonance
(νs ± lνx ± mνy ± nνl = integer). In such case, the de-
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Figure 7: Spin rotation landscape (a photo of the spins,
Sl(aγref)|time=t ) at IP8 where ®n0 is vertical), at either (red)
t = 80τSR (4×104 turns) or (blue) t = 900τSR (4.5×105 turns
or 5 s). Left: the 2048 rings tracked cover over a a∆γ = 1.2
interval, encompassing integer aγref values where full spin
flip is observed, as expected. Right: a zoom in on a reduced
40.5 < a∆γref < 40.75 interval; no strong resonances in
that region instead, and spins remain close to Sy = 1−.
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Figure 8: Spin rotation landscape (a photo of the spins,
Sl(aγref)|time=t ) at IP6 where ®n0 is longitudinal), at 160 SR
damping times (≈ 5 × 105 turns). The right and left plots
differ by the a∆γ interval width. Integer aγref regions show
full spin flip as expected. In the reduced 22.33 < a∆γref <
22.47 region no strong resonance is observed, spins remain
close to Sy = 1−. The right vertical scale in both plots is
the rms width of the energy interval explored by a particle
during the tracking.

polarization is not slow (the orientation of the spin vector
changes substantially during the tracking: the vertical spin
component Sy moves towards Sy = −1 in the present repre-
sentation, Fig. 5). Thus, the working point of concern, aγref
near resonance, is not optimal. A contrario, observing only
slow change in the spin vector means absence of harmful
resonance in the energy interval that the particle spans due
to SR, and potentially a viable working point.

Diffusion Time Constant
Spin tracking here does not include the self-polarization

process, it is assumed that τSP in Eq. (2) is obtained from the
lattice. Thus, a bunch keeps depolarizing, due to diffusion,
polarization tends toward Peq = 0 (τSP = ∞) with a time
constant τD = τeq.

In order to ensure the required polarization survival (70%
on average over the ensemble of bunches in the ring, stored
6 min each) τD has to be sufficiently long compared to the
store duration; this eliminates, for a viable rigidity setting
of the ring, the regions aγref < 40.45 and > 40.75 in Fig. 7
(18 GeV), aγref < 22 and > 22.4 in Fig. 8 (10 GeV). Finally,
with τD much larger than the time interval covered by the
tracking (of the order of seconds at best, whereas τD has to
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Figure 9: Left, blue curve: depolarization landscape
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time T = 103τSR. This is the smallest value of the projec-
tion of particle spin ®S on the vertical axis, reached over the
time interval [0,T]. The right vertical scale (green curve)
is the rms width of the energy interval explored by a par-
ticle during the tracking. Right: a zoom in on a reduced
40.5 < a∆γref < 40.8 interval, showing Sy,min(aγref)|t∈[0,T ]
at (red) T = 20τSR (9500 turns) and (blue) T = 1000τSR
(450,000 turns or 6 s).

amount to tens of minutes for a lattice to be viable), one can
use

P(t)/P0 = exp(−
t
τD
) ≈ 1 − t/τD. (6)

Single particle spin tracking data are displayed in Fig. 5, a
fit of these data provides τD. From that τeq can be derived
(Eq. (2)) yielding in turn Peq (Eq. (3)) and P(t = 6 min)
(Eq. (1)).

In order to assess the method, in the following for simplic-
ity, and Peq being a sub-product, primary tracking outcomes
are considered, namely, spin orientation or τD landscapes.

A METRIC
Typically, the energy dependence of particle spins over a

a∆γref interval looks as shown in Figs. 7 and 8. A different
criterion to quantify the depolarization could be instead,
Fig. 9, the energy dependence of the minimal value that
spins reached in the course of the tracking. This minimum
may happen earlier in the tracking, as observed in Fig. 5, as
spins oscillate around a given tilted local ®nδ , as long as the
latter does not change due to photon emission.

In order to allow comparisons between lattices a metric is
required. However, Figs. 7 and 8 styles of data do not lend
themselves to straightforward comparisons, essentially due
to the stochastic aspect. A couple of different possibilities
are assessed here instead, based on sliding averaging.

Spin
A sliding average of the data of Fig. 7, with a small sliding

interval aδγref (a few particles / bins), namely

〈Sy〉N (aγref, N2
) =

1
N

i+N−1∑
i

Sy(aγref,i), (7)

greatly smooths the fluctuations, as observed in Fig. 10. The
local excursion of Sy over a small δγref interval in the optimal
region (Pf /Pi ≈ 0.9983) are grossly below ±2× 10−4. This

corresponds to a fluctuation of τD of less than ±7 min around
an average ≈ 60 min, ≈ ±10% relative, a good first approach.
This can be further improved by increasing the number of
bins, for instance, once determined that the region 40.6 <
aγref < 40.7 is viable, the computation can be reiterated.

 0.9955

 0.996

 0.9965

 0.997

 0.9975

 0.998

 0.9985

 0.999

 40.5  40.55  40.6  40.65  40.7  40.75

<
S
y
>
S
L
I
D
I
N
G
 

aγref

Polarization, eRHIC e-storage ring, 18 GeV 
 From averagePolFromGrepFaisliding.out

NBins=10:130:40

Figure 10: Derived from Fig. 7, by applying a sliding aver-
age (Eq. (7)). The four curves differ by the sampling: average
over N= either 10, 50, 90 or 130 aδγref samples, centered at
given aγref In the present conditions, the distribution con-
verges when increasing the number of samples, N, i.e., the
width of the sliding interval, [aδγref,i,aδγref,i+N ].

Why allow a sliding average:

1. with the present extent a∆γref ≈ 1 covered in 1024 bins
(or 2048), the energy extent of the bunch σγref/γref ≈
10−3 or aδγref = 0.04, covers about 40 (or 80) bins,

2. thus, a set of a few neighboring bins almost belong
in the same ring, averaging over a few bins is not so
different from averaging over a few particles in the same
bin,

3. in any case a possible strong, nearby resonance would
cause a dip in the distribution, indicating a non viable
aδγref = 1 region, which has to be avoided.

The strong smoothing effect of a sliding average sug-
gest to apply it directly to the final spin distribution, this
is done in Fig. 10, case of a ∆γ: 40.4→ 40.9 interval cov-
ered in 1024 bins. In the present conditions, this series
converges when increasing the width of the sliding interval
[aδγref,i,aδγref,i+N ]. At some point however, increasing the
sliding interval would cause it to reach aγref regions where
the fluctuations change in a sensible manner (as in Fig. 7,
left), for instance featuring a different average, or including
high amplitude spikes, so abruptly changing the sum of the
series, however the eRHIC lattices of interest have to satisfy
< Sy > (aγref) ≈ 1, which prohibits such changes. In the
present case of 1024 ring samples over ∆γ: 40.4→ 40.9,
N = 40 appears appropriate; this is a sliding window of full
width a∆γref = 40 × (40.9 − 40.4)/1024 ≈ 0.02. Figure 10
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confirms that, with the 40.59–40.63 interval yielding a fi-
nal τD ≈ 55% within about ±5% of convergence values for
both 40.60–40.62 and 40.56–40.66 sliding windows. It may
also be thought of increasing the bins density in the aγref of
interest to obtain a better homogeneous distribution.

Diffusion Time Constant
The diffusion time constant is derived from single particle

motion using a linear regression (Eq. (6)), an illustration can
be found in Fig. 5 (right). Applying to each of the 2048 rings
over the a∆γref interval, yields the scan in Fig. 11. Tracking
over several SR damping times is needed to draw τD from
individual spin motion, It can be seen in Fig. 11 that, in the
region of τD values of interest the statistics over 80, 160 and
103τSR superimpose. This indicates that the required trackng
time is comparable with that needed to determine τSR from
particle motion, which is a few tens of damping times or
less. On the other hand, in case the strong fluctuations of
the spin would cause too strong a dependence of the τSR
value (from the fit) on the fit sample, rather than increasing
the damping time a possibility is instead to launch a few
particles per ring: the smoothing effect is immediate, this
can be seen by comparison of the spin motion in Fig. 5 (right)
and the averaging over a few particles in Fig. 6 (right). These
considerations matter as to the interest of the single particle
method, this is discussed in the next section.

Again a sliding average, applied to the data of Fig. 11,
greatly smooths the fluctuations, as observed in Fig. 12.
The distance between τD distributions can be derived from
Fig. 12 type of data, which are thus usable for comparing
polarization performances of different versions of the eRHIC
e-storage ring.

SUMMARY
Assume similar resolution using both methods, “HPC-

Hungry” and “Ergodic”, namely, the same number of refer-
ence rings, nRings, over the same interval a∆γ.

In the present hypotheses (eRHIC lattice, energy, etc.):

• first method: the HPC volume is nRings ×103 [parti-
cles/bunch] × a few τSR,

• second method: the HPC volume is nRings × a few
τSR.

This is a 3 orders of magnitude difference in the HPC volume.
On the other hand, greater HPC volume translates in one or
the other of, longer queues, longer computing time, more
processors, greater volume of I/Os, larger data analysis HPC
volume.

It remains to determine how close the single particle
method can get to the accuracy of the bunch method (an
ongoing work). However it already appears an efficient first
approach to the diffusion time constant, in view of qualify-
ing an evolution of a lattice design, the efficiency of error
correction and other spin matching schemes. Because it
is faster it allows a greater reach (for instance in terms of

10
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 39.8 < aγref < 41.2

40k 80k 450k

Figure 11: Energy scan of the diffusion time constant in
the single particle tracking method. 2048 bins cover a∆γ:
39.8–41.2. τD values interpolated from 80 (red), 160 (green)
and 103τSR tracking.
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Figure 12: Sliding over energy scan of the diffusion time
constant in the single particle tracking method. 2048 bins.

parameter space exploration) in machine simulations and
design optimizations.

CONCLUSION
Obviously these results are very preliminary, they are

essentially indications that the HPC volume could be re-
duced. More simulations are required, for further inspection,
comparisons between the two methods, etc. Mathematical
background and support is in order.

The simulations discussed here were performed on
NERSC [3], using stepwise ray-tracing tools for spin motion
accuracy [5, 6]. Electron dynamics and spin diffusion in the
presence of Monte Carlo SR is a long installed and, needless
to say, thoroughly benchmarked feature of the code [7].
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SPIN DYNAMICS IN MODERN ELECTRON STORAGE RINGS:
COMPUTATIONAL ASPECTS

INTRODUCTION
In [1] we report on our spin/polarization project for un-

derstanding the possibility of polarization for the next gen-
eration of the high energy particle (HEP) accelerators, e.g.,
the Future Circular Collider (FCC) and Circular Electron
Positron Collider (CEPC). The physics background and the
basic model to compute the polarization is discussed there.
The starting point is what we call the full Bloch equation
(FBE) in the Lab frame. This model includes synchrotron
radiation and the concomitant depolarization from the radi-
ation caused by damping and diffusion as well as Sokolov-
Ternov spin-flip polarization effects and its Baier-Katkov
generalization. Ignoring spin flip we obtain the reduced
Bloch equation (RBE) which we believe contains the most
difficult part of the FBE to integrate numerically. We then
introduce the 3 degree of freedom (DOF) reduced Bloch
equation (RBE) in the beam frame in the first section be-
low. We further discuss the general computational issues
and give an estimates for what can be done with current
computational techniques. For d = {1, 2, 3} DOF the po-
larization density has (2d + 1) independent variables. For
simplicity, suppose that each of the space-like variables has
been discretized on a grid with N grid-points, then the com-
putational cost of each time step will scale no better than
O(N2d). The presence of parabolic terms in the governing
equations necessitates implicit time stepping and thus so-
lutions of linear systems of equations. For a fully coupled
3 DOF problem this will bring the per time step cost to
O(N6q), with 1 ≤ q ≤ 3, depending on the algorithms used
for the linear solve. However, only algorithms with q ≈ 1 are
feasible (for Gaussian elimination q = 3). Fortunately, as we
outline below, the structure of the averaged equations (e.g the
parabolic terms are uncoupled from mode coupling terms)
allows the efficient parallel implementation. Further, we ex-
ploit the decoupling by evolving the resulting ODE system
with the additive Runge-Kutta (ARK) method. Described
in [2] ARK methods are high order semi-implicit methods
that are constructed from a set of consistent Runge-Kutta
(RK) methods. In the RBE the parabolic part of the equation
is treated with a diagonally implicit RK method (DIRK) and
the hyperbolic mode coupling part is treated with an explicit
RK (ERK) method which does not require a linear solve.
The ODE system in time can be evolved independently for
each Fourier mode resulting in a computational cost for each
timestep that scales as O(N3q) per mode.

We first summarize the 3 DOF problem and 2 DOF prob-
lem from [1]. Then we describe the new algorithm on the
∗ Corresponding author: obeznosov@unm.edu

example of 1 DOF model with parameters taken from the
Hadron-Electron Ring Accelerator (HERA). Using that the
RBE in 1 DOF can be solved exactly we demonstrate the ac-
curacy of the algorithm by compering the exact polarization
to the polarization measured by integrating the numerical so-
lution in space. Further, we present the results showing that
achieved accuracy of the algorithm for the polarization den-
sity after 1500 turns for varying discretization parameters
which allows us to conclude that the algorithm is feasible
for the accurate simulation of the 3 DOF model.

RBE IN 3 DEGREES OF FREEDOM
Consider the system of Langevin equations for the orbital

phase space variable Y ∈ R6 and the spin variable ®S in the
beam frame given by

Y ′ = A(θ)Y +
√
ε
√
ω(θ)e6ξ(θ), (1)

®S′ = ΩY (θ,Y ) ®S. (2)

Here θ is the accelerator azimuth and ξ is a version of the
white noise process and e6 = (0, 0, 0, 0, 0, 1)T . Also A(θ)
is a 6 × 6 matrix encapsulating radiationless motion and
the deterministic effects of synchrotron radiation (see, e.g.,
[3, eq. 5.3]). Moreover ΩY (θ,Y ) in the Thomas-BMT term
is a skew-symmetric 3 × 3 matrix linear in Y and ω(θ) is
real valued. Note also that A(θ), ΩY (θ, y) and ω(θ) are
2π-periodic in θ.

The RBE for the polarization density ®ηY is

∂θ ®ηY = (LY + LY,TBMT )®ηY, (3)

where

LY =

Drift︷                  ︸︸                  ︷
−

6∑
j=1

∂yj

(
A(θ)y

)
j

+

Diffusion︷        ︸︸        ︷
1
2
ωY (θ)∂

2
y6
,

LY,TBMT ®ηY = ΩY (θ, y)®ηY .︸        ︷︷        ︸
Spin

Our ultimate aim is to understand the solutions of (3). The
main quantity of interest is the polarization of the bunch

®P(θ) =
∫
®ηY (θ, y)dy.

However, as noted in the introduction, numerical discretiza-
tion of (3) will have the an enormous computational cost. To
simplify the problem we first use the method of averaging.

Oleksii Beznosov∗, James A. Ellison, Klaus A. Heinemann, UNM, Albuquerque, NM, USA
Desmond P. Barber1, DESY, Hamburg, Germany
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We split A = A + εδA to isolate the Hamiltonian part A.
Then by using the fundamental solution matrix X(θ) of the
unperturbed problem, e.g

X ′ = A(θ)X, (4)

the method averaging Y -frame transforms to a V-frame as-
sociated with averaged problem posed in terms of the new
variable V . In the V-frame the polarization density ηV satis-
fies the RBE

∂θ ®ηV = (LV + LV,TBMT )®ηV , (5)

where

LV =

Drift︷              ︸︸              ︷
−ε

6∑
j=1

∂v j (D̄v)j +

Diffusion︷              ︸︸              ︷
ε

2

6∑
i, j=1
Ēi j∂vi ∂v j , (6)

LV,TBMT ®ηV = ΩY (θ, X(θ)v)®ηV︸              ︷︷              ︸
Spin

. (7)

and

D̄ =
©­«
DI 02×2 02×2
02×2 DI I 02×2
02×2 02×2 DI I I

ª®¬ , (8)

Dα =

(
aα bα
−bα aα

)
, (α = I, I I, I I I), (9)

with Ē = diag(EI, EI, EI I, EI I, EI I I, EI I I ) and aα ≤ 0
and EI, EI I, EI I I ≥ 0. The RBE in the V-frame has
θ-independent uncoupled parabolic operators and that will
be exploited by our numerical approach.

RBE IN 2 DEGREES OF FREEDOM. FLAT
RING

We now consider the case of two degrees of freedom in a
flat ring with FODO cells and cavities. Moreover the case
of a flat ring allows us to use a one-dimensional approach to
spin which in turn allows us to average over orbit and spin.
In our flat ring model ΩY has the simple form

ΩY (θ,Y ) = −aY (θ)YJ, J =
©­«

0 1 0
−1 0 0
0 0 0

ª®¬ .
Here Y ∈ R4 represents the horizontal and longi-
tudinal motions which are uncoupled from the ver-
tical motion in the flat ring model. It is conve-
nient to use spherical coordinates as spin variables
(i.e., ®S = (cos(Ψ) sin(Φ), sin(Ψ) sin(Φ)), cos(Φ))T ). In the
Y -frame system of Langevin equations then becomes

Y ′ = (A(θ) + εδA(θ))Y +
√
εω(θ)(0, 0, 0, 1)T ξ(θ), (10)

Ψ
′ = aY (θ)Y, (11)
Φ
′ = 0. (12)

Here the row vector aY (θ) is 2π-periodic in θ.
Following the approach outlined in previous section, we

apply the method averaging and transform the current frame
to a W-frame associated with an averaged problem posed in
terms of a new variable W . W now incorporates both spin
and phase space variable. In the W-frame the polarization
density ®ηW satisfies the RBE

∂θ ®ηW = − ε

2∑
j=1

∂wj

((
DI (w1,w2)

T

)
j

®ηW

− ε

4∑
j=3

∂wj

((
DI I (w3,w4)

T

)
j

®ηW

+
ε

2
EI

(
∂w1∂w1 + ∂w2∂w2

)
®ηW (13)

+
ε

2
EI I

(
∂w3∂w3 + ∂w4∂w4

)
®ηW

− ε

4∑
j=1
D̄5jwjJ ®ηW −

ε

2
Ē55 ®ηW + ε

4∑
j=1
Ē j5J ®ηW ,

where

D̄ =

©­­­«
DI 02×2 02×2
02×2 DI I 02×2
D̄51 D̄52 D̄53 D̄54 01×2

01×2 01×2 01×2

ª®®®¬ , (14)

Ē =

©­­­­­­­«

EI 0 0 0 Ē15 0
0 EI 0 0 Ē25 0
0 0 EI I 0 Ē35 0
0 0 0 EI I Ē45 0
Ē15 Ē25 Ē35 Ē45 Ē55 0
0 0 0 0 0 0

ª®®®®®®®¬
. (15)

HereDI,DI I are 2× 2 matrices of the form (5) and EI, EI I
are nonnegative. For Gaussian processes associated with
(10)-(12) the polarization density ®ηW can be computed ana-
lytically.

RBE IN 1 DEGREE OF FREEDOM
We now consider the case of one degree of freedom using

the model studied in [4,5]. The one degree of freedom model
here is obtained from the two degrees of freedom flat ring
model of the previous section by setting, in (14) and (15),

0 = DI I = D̄52 = D̄53 = D̄54 = EI I = Ē25 = Ē35 = Ē45 ,

DI = −I2×2 , EI = 1 , Ē15 = −D̄51 , Ē55 = (Ē15)
2. (16)

One can justify the step from (14) and (15) to (16) as a
good approximation by applying the betatron-dispersion for-
malism to the flat ring model [6]. With (16) the variables
W3,W4,W6 are uncoupled so that we are left with the follow-
ing one degree of freedom system of Langevin equations for
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the orbital variables W1,W2 and the spin variable W5:

©­«
W ′1
W ′2
W ′5

ª®¬ =ε ©­«
−1 0 0
0 −1 0
g 0 0

ª®¬ ©­«
W1
W2
W5

ª®¬
+

√
ε

2
©­«

1 0
0 1
−g 0

ª®¬
(
ξ1
ξ2

)
,

where g = D̄51 = −Ē15 and ξ1, ξ2 are statistically inde-
pendent versions of the white noise process. Denoting the
polarization density for our one degree of freedom model
by ®η, one can show in analogy to the previous section that it
satisfies the RBE

∂θ ®η = ε

(
∂w1 (w1 ®η) + ∂w2 (w2 ®η)

)
+
ε

4
∂w1∂w1 ®η (17)

+
ε

4
∂w2∂w2 ®η − εgw1J ®η −

ε

2
gJ∂w1 ®η −

ε

4
g2 ®η,

where ε ≈ 0.008 and g ≈ 2.07 for the HERA ring. We
present the numerical approach to solve (17) next.

NUMERICAL APPROACH
We first transform (17) to polar coordindinates using

w1 = r cos ϕ, w2 = r sin ϕ,
∇ · (Wηl) = (2 + r∂r )ηl,

∇ · ∇ηl = (∂
2
r + r−1∂r + r−2∂2

ϕ)ηl,

∂w1ηl = (cos ϕ
∂

∂r
−

sin ϕ
r

∂

∂ϕ
)ηl

and the RBE in 1 DOF becomes

∂tηl =
ε

4

[(
(8 − g2) + (4r + r−1)∂r + ∂

2
r + r−2∂2

ϕ

)
ηl (18)

+2gJlm

(
2r cos ϕ + cos ϕ∂r − r−1 sin ϕ∂ϕ

)
ηm

]
,

l,m = 1, 2, l , m,

We pose (18) on a disk r ≤ rmax, ϕ ∈ [0, 2π]. The boundary
conditions are periodic in ϕ and we take rmax large enough
to impose homogenous Dirichlet boundary conditions at
r = rmax. Here and in the following we drop arrows and
replace θ by t. We seek approximations to η on a Chebyshev
grid in r and a uniform grid in ϕ,

ri = − cos
(
πi
nr

)
, i = 0, . . . , nr,

ϕj = j 2π
nϕ
, j = 1, . . . , nϕ,

and expand it in a Fourier series in the ϕ direction:

η(t, ri, ϕj) ≈

nϕ/2∑
k=−nϕ/2+1

η̂(ri, k, t)e−ıkϕ j . (19)

For the kth Fourier mode we determine η̂(t, r, k) from

∂t η̂l =
ε

4

[(
(8 − g2) + (4r + r−1)∂r + ∂

2
r − r−2k2

)
η̂l (20)

+gJlm

(
(2r + ∂r )(η̂−m + η̂

+
m) − r−1 (

(kη̂m)− − (kη̂m)+
) )]

,

where l,m = 1, 2, l , m and

η̂l
− = η̂l(t, r, k − 1), η̂l

+ = η̂l(t, r, k + 1).

Now denote by ûl(t, k) the grid function on the r grid for
a fixed mode, i.e. ûl(t, k) = [ûl(t, r0, k), . . . , ûl(t, rnr , k)]T ,
describes the lth component of η̂. Then for each component
we have

dûl(t, k)
dt

=
ε

4
[
Fk
I (ûl) + JlmFk

E (ûm)
]
. (21)

Here FI and FE are linear operators representing the Fokker-
Planck operator and spin terms

FI (ûl) =
(
(8 − g2)I + (4R + R−1)D1 + D2 − R−2k2

)
ûl,

FE (ûm) =
(
(2R + D1)(û+m + û−m) − R−1((kûm)− − (kûm)+

)
.

Here I is the (nr + 1) × (nr + 1) identity matrix, R =
diag(r0, . . . , rnr ), D1 and D2 are spectral differentiation ma-
trices. The entries of the differentiation matrices are found
by the techniques for constructing finite difference approxi-
mations of any order of accuracy, for any order of the deriva-
tive and on general grids described by Fornberg in [7]. To
be precise, the coefficients are computed using a numeri-
cally stable recursion relation derived from the Lagrange
interpolant associated with the grid points (see also the sub-
routine weights.f provided in [7]). To evolve in time we
use a fourth order additive N-stage Runge-Kutta scheme
(ARK), see e.g. [2]. Let ûν(k) = û(k, ν∆t) then, for each
mode, we compute

ûν+1 = ûν +
N∑
s=1

γsks, (22)

ks =
ε∆t
4

[
FI

(
ûν +

s∑
l=1

αslkl

)
+ FE

(
ûν +

s−1∑
l=1

βslkl

)]
.

Thus at each step we compute uν+1 given uν . The general
N-stage ARK scheme combines N-stage diagonally implicit
Runge-Kutta scheme (DIRK) with N-stage explicit Runge-
Kutta scheme (ERK) of a same order of accuracy. The
coefficients αsl, βsl, γs can be found so that the combined
schemes are consistent. For higher number of DOF the
algorithm stays the same.

As indicated in the introduction, the cost of the solve in
(22) depends on the choice of algorithm but can always be
split into an initial cost (e.g. LU-factorization in addition to
the FFT) and a solve cost (e.g. back and forward substitution).
Ignoring the startup cost, which can be amortized over many
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time steps, the cost per time step is that of nϕ solves of size
nr for each stage, i.e. O(nϕnqr ).

For 3 DOF the complexity estimate becomes

C = O(n3
ϕn3q

r ).

Assuming that nr = nϕ = N we find that for N = 50 and
q = 1, 4/3, 2 the cost C = 1.5 · 1010, 7.8 · 1011 and 2 · 1015,
respectively. As a single modern processing unit may be able
to carry out O(108 − 109) arithmetic operations per second
it appears plausible that an efficient parallel implementation
can result in time-per-time step on the order of one to several
seconds for q = 4/3. Note that there are several modern
solution techniques, like the Hierarchical Poincaré-Steklov
operator technique by Martinsson [8] that can reach q ≈ 1
for spectrally accurate discretizations.

NUMERICAL RESULTS
Example 1: 1 DOF model
Here the reduced Bloch Equations (17) can be solved exactly
[9]. For example if

η(0,w) =
2
π

(
cos(ψ0)
sin(ψ0)

)
e−2(w2

1+w
2
2 ). (23)

then

η(t,w) =
2
π

eΣ2

(
cos(ψ0 + Σ1w1)
sin(ψ0 + Σ1w1)

)
e−2(w2

1+w
2
2 ), (24)

Σ1(t) = −g(1 − e−εt ), Σ2(t) =
g2

8
(e−2εt − 1),

The polarization vector of the bunch at time t is

P(t) =
∫
R2
η(t,w)dw,

and
|P(t)| = e−

1
8Σ

2
1(t)eΣ2(t). (25)

This example was used to verify that the polarization is
computed accurately. The polarization |P(t)| obtained by
integrating the numerical solution, see Fig. 1. The result is
very close to the exact polarization (25), within the error we
expect.

In Fig. 2 the numerical solution η1 snapshots are taken
at initial time and after 25, 250 and 1500 turns (10 turns
HERA ring correspond to t = 4) showing that the solution
approaches the equilibrium

ηeq(w) =
2
π

e−
g2
8

(
cos(ψ0 − gw1)
sin(ψ0 − gw2)

)
e−2(w2

1+w
2
2 ). (26)

Example 2: Spectral convergence for 1 DOF model
To confirm the spectral convergence in r and ϕ we evolve
(18) with the initial data taken to be the exact solution (24)
at t = 0. It has an equilibrium solution (26) making it a
good test case for the numerical method. To be precise,
the errors displayed in Fig. 3 are the maximum deviation
from the exact solution (24) taken over all grid points and
all the variables at t = 5/ε which corresponds to 1500 turns.
The results clearly show the spectral accuracy of the spatial
discretization.

0.3

0.4

0.6

1

300 600 900 1200 1500

|P
(t
)|

Number of turns

Figure 1: Polarization in 1 DOF model computed from the
numerical solution.

Figure 2: Solution η1 at time t = 0, 10, 100, 600

DISCUSSION AND NEXT STEPS

We are preparing an extended version of this brief note for
an archival journal which will complete the work on the re-
duced Bloch equation in 2 DOF. An important aspect will be
a more detailed discussion of the algorithm. The codes will
be made available in a repository. A goal is to make our work
easily reproducible. Next we will incorporate the spin flip by
considering the full Bloch equations and do a careful study
of the depolarization and polarization effects for the simple
lattice. This will include depolarization and polarization
times and equilibrium. We will then study a more realistic
lattice in the 2 DOF case and begin the 3 DOF work, where
a parallel algorithm will surely be important/necessary.
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Figure 3: Convergence for the 1 DOF model.
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APPROACHES TO OPTIMIZING SPIN TRANSMISSION IN LATTICE
DESIGN

V. H. Ranjbar∗, BNL, Upton, USA

Abstract
We present our experiences in optimizing the proposed

Rapid Cycling Synchrotron (RCS) injector for the eRHIC
Storage ring and the RHIC 2017 lattice. We have developed a
Python code to drive lattice calculations in MADX [1] which
are then used to calculate spin resonances using the DEPOL
algorithm [2]. This approach has been used to minimize
intrinsic spin resonances during the RCS acceleration cycle
while controlling lattice parameters such as dispersion and
beta functions. This approach has also been used to construct
localized imperfection bumps using a spin response matrix
and the singular valued decomposition (SVD) algorithm.
It has also been used to reduce interfering intrinsic spin
resonances during the RHIC acceleration ramp.

INTRODUCTION
The design of lattices to transport beam with minimal

polarization loss requires special attention to the potential
sources of depolarizing spin resonances. In the past accel-
erators where usually optimized initially without consider-
ation of their spin effects. Later careful spin matching and
harmonic bumps were applied to reduce the effects of the
various spin resonances. These were usually performed by
using simple analytical estimates which were then verified
using more exact numerical calculations using codes like
DEPOL [2]. However the process was slow and decoupled
from the optics calculations since for small perturbations
the optic changes were assumed to be small. Later the use
of full and partial snakes reduced the need to worry as much
about the strength of the spin resonances.

However experience with the full snakes in RHIC and
partial snakes in the AGS have shown that optimizing the un-
derlying spin resonances can still have an important impact
on the performance of the lattice even with snakes. For exam-
ple the overlap of minor spin resonances during strong spin
resonances crossings has been shown to reduce polarization
transmission on the RHIC ramp [3].

Also in the design of a future high energy polarized elec-
tron injector for the proposed eRHIC facility, snakes are not
a viable option due to the large orbit excursion and radiative
effects they induce in lighter particles. So a new design
has been developed which exploits high periodicity to avoid
spin depolarizing resonances [4]. This new design required
optimizing for both the beam dynamics and polarization
transmission.

We have developed a Python code which we call SOp-
tim [5], to perform these types of optimizations. It uses
MADX [1] as an optics calculator and performs its own DE-
POL calculations across a specified range of spin resonances.
∗ vranjbar@bnl.gov

It then varies the magnet strengths, usually quadrupoles, or
vertical corrector magnets to achieve a desired spin reso-
nance structure and optics.

SOptim CODE STRUCTURE
The core of the code is a function which takes the name

of a MADX sequence file, a string containing the names of
the magnets to be varied, and a vector of associated magnet
strengths. These are read together with the anomalous G
factor, emittance and a switch to indicate if an intrinsic or im-
perfection spin resonance calculations are to be performed.

This function then feeds the sequence and new magnet
strengths to MADX and takes back the optics and orbit infor-
mation which is then used to perform a native spin resonance
calculation following the DEPOL algorithm. These are done
for a currently hard coded range of spin resonance energies.

The function returns an array of spin resonance strengths,
twiss parameters, dispersion values and a flag indicating
if the twiss calculation failed or not, as well as a MADX
readable string containing the magnet settings used. This
string is saved once the optimization is completed so that it
can be easily included in future MADX calculations.

The values for the spin resonances and optics values are
then combined with various weights to produce an overall
penalty function. This penalty function is then iterated upon
using Scipy’s [6] minimize function which is part of its
optimize library. The minimize function can use a variety
of optimizers and takes bounds for the magnet settings.

Alternatively it is possible to construct spin response ma-
trix which relates the spin resonance strengths to the magnet
settings. One can invert this using a pseudo inverse to either
suppress of generate spin resonance ‘bumps’.

RHIC LATTICE OPTIMIZATION
Studies of polarization transport with two orthogonal

snakes during the RHIC acceleration ramp revealed the im-
portance of interfering spin resonances [3]. For example
during the crossing of the strongest intrinsic spin resonance
at Gγ = 422.685 it was found that the weak spin resonance
located at Gγ = 423.325 plays an important role in deter-
mining the total polarization transmission. As is shown in
Figs. 1 and 2 it was shown that minimizing this can improve
the total spin transmission. We used the SOptim code to
reduce these neighboring resonances. The results from spin-
orbit 6D tracking are shown in Fig. 3, where the polarization
transmission versus emittance is greatly expanded. Similar
optimization was applied around the three major spin reso-
nances at Gγ = 422.685, 382.325, and 260.685 for both the
Blue and Yellow RHIC rings.
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Figure 1: Spin Resonance magnitude |w| versus beam energy
in terms of the anomalous G factor times relativistic gamma.

Figure 2: Showing the magnitude of net spin loss after ac-
celerating through the primary resonance. This is plotted
against the spin resonance magnitude of the primary res-
onance |w| (proportional to the action or emittance of the
particles). We see the effect of changing the neighboring
resonance.

RCS LATTICE OPTIMIZATION

The proposed eRHIC injector is designed to accelerate
polarized electrons from 400 MeV to 18 GeV. A periodicity
of 96 and tune of 50 was necessary to avoid all the intrinsic
spin resonances in this energy range. However the natural
6-fold symmetry of the existing RHIC tunnel made achieving
the 96 periodicity challenging. Our solution was to make
the contributions to the spin resonance integral from the
straight sections negligible. This was made more difficult
since detector bypasses are necessary for such a machine.

We used the SOptim code to drive down spin resonance
strengths in the accelerating energy range from Gγ = 0.9
to 41. The results yielded a lattice with intrinsic spin res-
onances with strengths so low that the cumulative effects
only start to manifest themselves at the 5% loss level above
1000 mm·mrad emittance for the 100 msec proposed ramp-

æ æ æ æ æ æ
æ

æ

à à à à

à

à

à

à

0 5 10 15 20 25 30 35
mm-mrad

0.5

1.0

1.5

2.0
È<n>-SyÈ

æ New lattice
à Old Lattice

Figure 3: Polarization deviation from invariant spin field di-
rection versus emittance curve after crossing Gγ = 422.685
spin resonance. Comparing old RHIC 255 GeV lattice (old
lattice) to optimized lattice (new lattice).

ing rate. The resultant intrinsic spin resonances are shown
in Fig. 4.

Figure 4: Plot of intrinsic spin resonances versus Gγ for a
particle of 10 mm-mrad normalized emittance. This is the
result of spin optimization code SOptim applied the RCS
lattice after applying symmetry breaking detector bypasses.

RCS IMPERFECTION BUMPS
Control of the effects of imperfect spin resonances re-

mains an important issue for the design of the RCS. Studies
showed that if we can control the RMS vertical orbit dis-
tortion to the 0.5 mm level we should be able to achieve
above a 95% polarization transmission. In the event this
isn’t achieved, we proposed using orthogonal imperfection
bumps. These bumps target the real and imaginary part of
the spin resonance. Before the commissioning of the partial
snake in the AGS, imperfection bumps were used extensively
to tune out imperfection driven polarization losses. More
recently tests with orthogonal bumps using a spin response
matrix method have been performed in RHIC [7].

By building a corrector to imperfection spin response
matrix ( ®MS) using SOptim, one can calculate the necessary
corrector strengths to achieve isolated and orthogonal bumps
at any point in the ramp. Here we use,

®C · ®MS = ®ε, (1)

where ®C is a vector containing all the correctors, ®ε is a
vector containing all the real and imaginary parts of the
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imperfection spin resonances which are targeted. In our case
it is 80 elements long containing the real and imaginary
imperfection resonances at Gγ = 1 to 40. Inverting this
non-square matrix using a pseudo inverse one can use it to
construct an arbitrary set of imperfection bumps across the
whole energy range.

Using this approach we have constructed such bumps rep-
resenting arbitrary imperfection bumps in the imaginary and
real plane for Gγ = 34 to 40. This is the energy range we
expect that imperfections could be strong enough to depo-
larized the beam greater than 5%. These bumps are plotted
in Fig. 5. Here we produced resonance strengths as high as
±0.005, everywhere else has imperfection strengths less that
10−5. A spin resonance strength of 0.005 at 100 to 200 msec
ramp rates, represent 10 to 15% spin kick respectively.

Figure 5: Real and imaginary imperfection resonance
strengths versus Gγ for a fixed corrector magnet settings
constructed using spin response matrix.

The associated corrector magnet strengths are all less
than ±3 × 10−5 rad as shown in Fig. 6. With imperfection
bumps constructed in this fashion, there is no need to alter
the corrector strengths over the acceleration cycle. They
only need to ramp with the main dipole current.

Figure 6: Corrector magnet settings versus magnet number,
which resulted in Imperfection resonances shown in Fig. 5.

Thus using these bumps, we should be able to control any
foreseeable imperfection spin resonances in the RCS.

CONCLUSION
The Python code SOptim is tool which can assist in the op-

timization of hadron and lepton lattices for spin transmission.
It accomplishes this by calculating both the spin resonances
and optics for a given lattice and employing various opti-
mizing approaches to achieve either global suppression of a
range of spin resonances or by constructing arbitrary spin
bumps to cancel spin resonances.
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PLASMA WAKEFIELD START TO END ACCELERATION
SIMULATIONS FROM PHOTOCATHODE TO FEL WITH

SIMULATED DENSITY PROFILES∗

A. Marocchino†, E. Brentegani, A. Biagioni, E. Chiadroni, M. Ferrario,
A. Giribono, F. Filippi, R. Pompili, C. Vaccarezza, INFN-LNF, Frascati, Italy

A. Cianchi, University of Rome Tor Vergata, Rome, Italy
A. Bacci, A. R. Rossi INFN Milano, Milano, Italy
V. Petrillo, Università di Milano, Milano, Italy

Abstract
Plasma Wakefield acceleration is a promising new accel-

eration technique that profits by a charged bunch, e.g. an

electron bunch, to break the neutrality of a plasma channel to

produce a wake where a trailing bunch (or witness) is even-

tually accelerated. The quest to achieve extreme gradient

conserving high brightness has prompted to a variety of new

approaches and techniques. Most of the proposed schemes

are however limited to the only plasma channel, assuming

in the vast majority of cases, ideal scenarios (e.g. ideal

bi-gaussian bunches and uniform density plasma channels).

Realistic start-to-end simulations, from the photo-cathode

to FEL via a high gradient, emittance and energy spread

preserving plasma section, are mandatory for paving the

way towards plasma-based user facilities.

INTRODUCTION
Plasma-based accelerators (PBAs) represent, today, a new

frontier for the development of compact advanced radiation

sources and next generation linear colliders. High brightness

electron beams are the future goal of such kind of accelera-

tors, a new technology that is envisioned to compete with

the RF technology. Since the very first conception [1] great

effort (with equivalent progress) has been placed [2–8] to

demonstrate the acceleration of electron beams with gradi-

ents of the order of several tens of GV/m, produced either

by a laser drive (LWFA) or with a particle driven (PWFA).

In PWFA the high gradient wakefield is induced by a high-

energy charged particle beam (referred to as driver bunch)

travelling through a pre-ionised plasma. The background

electrons by shielding the charge breakup produced by the

driver induce an accelerating field. The second bunch (re-

ferred to as trailing bunch or witness) placed on the right

phase is so accelerated by the induced electric field [9–11].

The aforementioned publications indicate that either

LWFA and PWFA are capable to produce strong acceler-

ating gradients, but do not address the issue of beam accel-

eration with quality retention. In other words, the capability

for a PWFA scheme to accelerate a trailing bunch with an

acceptable quality for any scientific applications, such a Free

∗ Work supported by European Union Horizon 2020 research and innova-

tion program, Grant Agreement No. 653782 (EuPRAXIA)
† alberto.marocchino@lnf.infn.it

Electron Laser (FEL) or a future particle-particle collider,

or even for medical applications is still an open question.

The work presented in this proceeding tries to address the

problem of quality bunch transport numerically for a PWFA

scheme. The scheme proposed leverages on the well estab-

lish RF know-how to produce and manipulate the bunches

to match the strict plasma matching requirements, so that,

once injected into the plasma the trailing bunch is boosted

to the desired energy. The scheme can thus be decoupled

into two parts. A first stage aims in generating two elec-

tron bunches (the driver and the trailing bunch) with a given

time-separation so that once injected into the plasma they

will be at right phase to maximize acceleration. The gen-

eration, distance positioning and acceleration is achieved

using the COMB [12] technique and an RF in the X-band

regime, for a final particle energy of 500 MeV. The plasma

with a 1016 cm−3 number density is confined by a millime-

ter diameter capillary and ionized with plasma discharges,

accelerates the particles from 500 MeV to 1 GeV in about

30 cm. The particle extracted from the plasma accelerating

section are then injecting into a FEL. The evolution of the

beam, from the photo-injector to the FEL via the plasma

cell, is performed with a single simulation by concatenat-
ing several codes used to addressed the different physics

occurring in the different accelerating section. We refer to

this single simulation as a start-to-end simulation. This

work is part of EuPRAXIA [13,14] (European Plasma Re-

search Accelerator with eXcellence In Applications) Euro-

pean project whose final goal is to use PBA to seed a FEL

for physical and biological applications. Specifically Eu-

PRAXIA@SPARC_LAB [14] is the envisioned EuPRAXIA

European Italian-located facility operating at 1–5GeV for

FEL experiments.

SECTION I: INJECTOR
A comb-like configuration for the electron beam is used to

generate simultaneously a 200 pC driver followed by a 30 pC

trailing bunch. The comb-like operation foresees the genera-

tion of two or more bunches within the same RF accelerating

bucket through the so-called laser-comb technique [12, 15]

consisting in a train of laser time-spaced pulses illuminat-

ing the photo-cathode. The witness arrives earlier than the

driver on the photo-cathode and then they are reversed in

time at the end of the velocity bunching process, during
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which the longitudinal phase space is rotated. Experimen-

tal results have been obtained at SPARC_LAB where the

laser-comb technique is routinely used in order to produce

trains of multiple electron bunches [16] for narrow-band THz

generation [17], two-color FEL experiments [18,19] and res-

onant particle driven PWFA [20]. Computational studies

have been dedicated to provide two bunches separated by

0.55 ps [21], which corresponds to λp/2, where λp = 330 μm
for np=10

16 cm−3. Both driver and witness bunches must be

compressed down to 50 fs and 10 fs (FWHM), respectively.

The process need some fine tuning to avoid emittance growth,

naturally occurring because of the witness-driver overlap-

ping during the velocity bunching regime. The photocathode

laser has been shaped in order to provide at the cathode a

witness and a driver bunches separated by Δt=4.8 ps. With

this configuration the beam crossing occurs in the second

TW accelerating cavity and a fine-tuning of the RF phases

suffices to provide the desired 0.55 ps beam separation cor-

responding to λp/2. Gaussian longitudinal distribution with
σz =120 μm (RMS) and uniform transverse distribution of

radius r = 0.35 mm have been assumed for the witness pulse

at the cathode. The different intensities between the two

pulses permit to generate bunches with different charges: a

30 pC trailing bunch and a 200 pC driver. It is worth to notice

by adopting a σD=0.35mm, the FWHMwitness length does

not suffer lengthening, although the minimum RMS witness

length is obtained for σD=0.25mm. The sliced current at
the end of the photo-injector line is plotted in Fig.1.

Figure 1: Driver and trailing bunch longitudinal current dis-

tribution at the photo-injector exit. The beam is propagating

from right to left with the driver arriving earlier than the

trailing bunch.

Driver and trailing bunch have been simulated with the

TStep code and with 30k and 200k macro-particles respec-

tively. In the described configuration the driver arrives

0.58 ps earlier than the witness at the X-band booster. It

is worth to notice that the trailing bunch length is about

3 μm FWHM with a normalized transverse emittance of

∼0.7 mm mrad.

SECTION II: LINAC
The X-band RF linac is used to accelerates the entire

beam to 500 MeV [22, 23], energy of the beam entering

the plasma, specifically the trailing bunch is prepared for

plasma injection with a transverse dimension of 1-2 μm spot

size. The comb-like electron beam undergoes deep over-

compression in the photo-injector by means of the veloc-

ity bunching scheme. The same accelerating gradient of

Eacc ≈20–36MV/m is applied in L1 and L2 linac section

respectively, and the final electron beam energy is EL2exit ≈

580MeV, with an energy spread less than 0.1%. The driver

and witness bunches are characterized by high charge/low

current and low charge/high current, respectively. Moreover,

the initial matching conditions for the injection in the X-band

linac are quite different for the two bunches, as shown by

their transverse phase space at the linac entrance (i.e. in-

jector exit). In this regard, an efficient sharing of the same

lattice is achieved by means of a mild transverse focusing

that aims to keep the RMS size of the comb beam compati-

ble with the beam stay-clear-aperture through all the X-band

accelerator. The same argument applies also to the focusing

stage with the permanent quadrupoles at the entrance of the

plasma capillary where a residual asymmetry between hori-

zontal and vertical plane for the witness beams is present,

see Fig. 2.

Figure 2: Horizontal and vertical phase space distribution

of the PWFA driver (cyan dot) and witness (red dot) beams

at the capillary entrance.
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SECTION III: THE PLASMA CELL
Start-to-end simulations use, for the plasma section, the

state-of-the-code ARCHITECT [24,25]. The use of Archi-

tect has been dictated by the necessity to run long simula-

tions where a classical particle-in-cell (PIC) approach would

have been computationally too expensive. The Architect re-

duced model, which relies on a fluid background, has been

benchmarked numerically against the ALaDyn-PWFA [26]

PIC code [25] and versus SPARC_LAB experimental re-

sults [27, 28]. Start-to-end simulations are performed by

concatenating the use of codes without any phase space ma-

nipulation or remapping. Specifically, for the interface RF

X-band with plasma The ELEGANT code is used to track

particle up to the plasma entrance, the particle phase-space

is then imported into the Architect code for the evolution

in the plasma section. Simulations described in this sec-

tion have been run with a longitudinal resolution of 1 μm

and a transverse resolution of 0.4 μm, a mesh that allows to

resolve the fine structure with a reasonable computational

cost. The advancing time step is of 1.1 fs. The number

of particle used to discretize the driver is, on average, 30

particles per cell while the witness is discretized with an

average of 100 particle per cell. We recall that the goal is

to accelerate the trailing bunch retaining as much as possi-

ble its original quality. To limit the energy spread growth,

the trailing bunch has been designed with a (as much as

possible) triangular shape. The triangular shape together
with a specific value of peak charge represents the optimized

longitudinal density profile that limits energy growth spread

during propagation. Driver and witness have been designed

to perform the best acceleration in terms of quality and in

terms of energy transfer (transformer ratio, R) [29], parame-
ter that identifies the rate of energy transfer from the driver

to the witness. In our case the transformer ratio in estimated

in the range 2-3. The foreseen experiment is planned in the

so-called weakly-non-linear regime, where despite fields

resemble a sawtooth profile linear field sum is still possible.

The parameter we used to measure the degree of nonlinearity

is the reduced charge parameter [30,31], Q = Nb

n0
κ3p, with

Nb the electron bunch number (bunch charge divided by the

elementary charge). For this case the driver reduced charge

is Q ∼ 0.8 − 0.9.

Nonetheless, if the upstream application is a FEL appli-

cation that requires a slice current around 2 kA, combining

this requirement with the triangular shape, simulations helps

identifying that beam loading compensation occurs for a

driver-witness distance 184 μm or 0.55 × λp(n0 = 1016),

where the electric field experienced by the witness is around

1.1 GV/m. We recall that the accelerating field together with

the plasma wavelength depend upon the plasma number den-

sity n0, ∝ n1/2
0

and ∝ n−1/2
0

respectively. The capability to

control the density would permit some flexibility and adjust-

ments in the bubble profile and accelerating fields, this to

compensate -on site- whenever the distance between driver

and witness would oscillate or change for experimental un-

foreseen reasons. The flat density profile, together with the

required value is achieved with a capillary tube. The capil-

lary tube, confining the ejected gas, permits a high degree

of control to which we can rely on for experimental on site

optimization. At present simulations consider some den-

sity ramps of the order of 0.5 cm, that are experimentally

reasonable and whose length is below the betatron wave-

length assuring no bunch oscillations within the ramps to

increase acceleration robustness [26]. At plasma entrance,

the trailing bunch is delivered with a shape that resemble the

triangular required shape, transversally the bunch is fairly

symmetric in size and in emittance Table 1.

Table 1: PWFA Bunch Parameters at Plasma Entrance and

at Plasma Exit (the best slice value is also reported)

Beam units Driver Driver Tr. B. Tr. B.
IN OUT IN OUT

Charge pC 200 200 30 30

σx μm 8 6.4 1.47 1.42

σy μm 3.1 10 3.17 1.4

σz μm 52 50 3.85 3.8

εx μm 2.56 4.1 0.6 0.96

εy μm 4.8 11.4 0.55 1.2

σE % 0.2 20 0.07 1.1

E MeV 567 420 575 1030

Best Slice

current kA 2 2.0

εx μm 0.59 0.57

εy μm 0.58 0.62

σE % 0.011 0.034

The driver is instead of lower brightness quality, but since

the driver will undergo depletion -anyway- we can accept a

lower quality since its main purpose is to only drive the wake.
The setting of the RF line in favor of the witness naturally

bring the driver on a less optimized point that is delivered

at plasma with a lower quality than the trailing bunch. The

driver at plasma entrance has the front part that is highly con-

vergent, convergence that will cause a consequent expansion

within the plasma channel producing a unique funnel shape,

Fig. 3. The driver is capable to induce a weakly nonlinear

wake with an effective maximum field that peaks (at bubble

closure) around 2.5–3.0GV/m, as can been retrieved from

Fig. 3. The central part of the driver that mostly contributes

to generate the wake looses after 40 cm about 150MeV, the

witness gains about 460MeV. The slice analysis, reported

numerically in Table 1 suggests that the witness head and

tail undergo a phase space dilution, while the central slice

with very high current retain high quality. The witness, at

plasma entrance, has the emittance in both planes as well as

the energy spread almost uniform along the entire witness

length. After the plasma acceleration section, the bunch

has lost this homogeneity exhibiting a different slice quality

along its length.

The front part and the read part of the witness are charac-

terized by large emittance and energy spread. While ideally
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Figure 3: Bunch and background density colormaps after

5mm within the plasma. The bunch density is plotted with

a plasma colormap, while the background is plotted with a
grey colormap. The longitudinal accelerating electric field,

on axis, is over-imposed with a solid blue line. For scale

purposes and for sake of clarity the Ez is plotted in hundreds

of MV/m.

we wish to conserve quality all along the trailing bunch, the

head and tail are characterized by a lower current, condi-

tion that allows us some flexibility on these regions since

their lasering within the FEL would be negligible. However,

and most importantly, the region within the high current

bell retains its quality. From Fig. 4, top panel, we notice

that under the region of high current the emittance in both

plane is almost conserved with little deterioration. The en-

ergy spread undergoes some general increase also in the

region of maximum current. The slice value, in the region

of maximum current, stays below 0.1%. The peak current

value corresponds to the transition from a higher value to

the lowest one. The best slice characterized by a 2 kA cur-

rent, has an energy spread as low as 0.034%, an emittance

of 0.57mm−mrad and 0.62mm−mrad in the x and y plane

respectively.

Figure 4: Slice analysis for the witness bunch at plasma

input, dashed color, and at plasma exits, solid color.

The Architect Code
One of the codes used to complete the start-to-end simula-

tions is the architect code used to study the bunch dynam-

ics within the plasma. architect integrates plasma wake-

field acceleration equation by combining a PIC approach

with fluid equations. The PIC approach is used to discretise

the electron bunches while the background electrons are

treated as a cold fluid, electromagnetic fields are evolved

accordingly to Maxwell’s equations. The set of equations

solved can be written, in a compact way, as follows,

∂tne + ∇ ·
(
βec ne

)
= 0

∂tpe + cβe · ∇pe = q(E + cβe × B)
∇ × E + ∂tB = 0

∇ × B − c−2∂tE = qμ0c
(
neβe + nbβb

)
dtpparticle = q(E + cβparticle × B)
dtxparticle = vparticle (1)

whereE is the electric field, B the magnetic field, c the speed
of light, βe = ue/c the relativistic β for the background elec-
trons, βb the relativistic β for the electron bunch, pe the fluid

relativistic momentum for electrons, ne is the electron den-
sity and nb the bunch density. For each single particle of
the kinetic bunch(es) we identify a relativistic momentum,

pparticle, a relativistic beta, βparticle, a velocity, vparticle, and a
position, xparticle. The first and second equations of Eq. (1)
are the fluid mass conservation and the fluid momentum con-

servation respectively. The third and the fourth are Faraday’s

law and Ampere’s law respectively. The last two equations

of Eq. (1) are the kinetic compound to the model, the rel-

ativistic Newton’s law for each single particle composing

the bunch(es): the momentum equation and the position-

velocity equation. In Eq. (1) the fluid velocity classically

written as ue has been written as a function of β. Ions are
assumed as a static background.

Dynamic in plasma-based accelerators spans over a large

range of timescales, while beams evolve on a timescale on

the order of the inverse betatron oscillations, the background

plasma evolves on a timescale on the order of the inverse of

the plasma frequency. The shortest dominating timescale

is the background plasma frequency, by using a fluid de-

scription we drastically reduce the computational costs in

a variaty of mean: from memory occupations to evolution

costs since fluid algorithms are less expensive than a 3D3V

particle evolution.

The hybrid approach algorithmic strength consists on the

combination of mature state-of-the-art numerical techniques

both for the kinetic description as well as for the fluid part.

The hybrid approach leverage on the wise combination of

the different algorithms using different timescales. The inter-

action between the kinetic and fluid scale is made possible

via the bunch current, calculated and weighted on the fluid

mesh. The novelty introduced by architect is the resolution

of evolution equation in a time explicit domain, there is no

quasi-static approximation. Moreover electron bunches are
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initialized in vacuum with their self consistent field, we treat

the transition from vacuum to plasma.

SECTION IV: FEL
The electron beam accelerated by plasma are then trans-

ported to an ondulator and photon production is studied with

the use of the GENESIS [32] code. Considering a aw = 0.8,
the resonant wavelength is λ = 2.987 nm. The matching

to the undulator leads to σx=40.6 μm and σy=28.6 μm with

the quadrupoles 9 cm long and set at 18 T/m. The FEL

parameter results to be ρ = 2.51 × 10−3, its 3D value is

ρ3D = 1.86 × 10
−3 for Lg,3D=0.37m. Simulations predicts

The growth of the radiation, as given by simulations with

GENESIS 1.3 [32], is shown in Fig. 5. The saturation length

is about 15-25 m with emitted energy 6.5 μJ at 30m, for a

photon flux of 9.76×1010 per shot. Theminimum bandwidth

value, achieved at 20 m is 0.3%, while at 30 m saturation

effects have increased it at 0.9%. Finally, the nominal case a1

has been worsened in current, emittance and energy spread

by 5% and 10%, we observe a decrease in the emission

respectively of 8% and 13%.

Figure 5: FEL radiation growth along the undulator length.

CONCLUSION
This work focuses on a start-to-end simulations for a FEL

machine, driven by a PWFA accelerator whose bunch is

generated and accelerated by a RF photo-injector. The RF

photo-injector and the subsequent X-band boosting line had

been tuned to deliver to the plasma a driver able to acceler-

ated a trailing bunch from 0.5 GeV to 1 GeV by preserving

the quality of its core so to well laser inside a FEL machine.

The simulation is possible by combining in cascade a series

of codes, each devoted to reproduce the relevant physics in

the given section.
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Abstract
The design of plasma acceleration facilities requires con-

siderable simulation effort for each part of the machine,
from the plasma injector and/or accelerator stage(s), to the
beam transport stage, from which the accelerated beams
will be brought to the users or possibly to another plasma
stage. The urgent issues and challenges in simulation of
multi-stage acceleration with the Apollon laser of CILEX
facility will be addressed. To simulate the beam injection
in the second plasma stage, additional physical models have
been introduced and tested in the open source Particle in
Cell collaborative code Smilei. The efficient initialisation
of arbitrary relativistic particle beam distributions through a
Python interface allowing code coupling and the self con-
sistent initialisation of their electromagnetic fields will be
presented. The comparison between a full PIC simulation
and a simulation with a recently developed envelope model,
which allows to drastically reduce the computational time,
will be also shown for a test case of laser wakefield acceler-
ation of an externally injected electron beam.

INTRODUCTION
Laser Wakefield Acceleration (LWFA) is a promising

technique to accelerate particles with gradients order of
magnitudes higher than those of metallic accelerating cav-
ities [1–3]. A high intensity laser pulse propagating in a
plasma and of length of the order of the plasma wavelength
can create a cavity empty of electrons in its wake. In this
“bubble”, the generated high gradient wakefields are suit-
able for electron focusing and acceleration. The realization
of the PetaWatt laser Apollon in the CILEX (Centre Inter-
disciplinaire Lumière EXtrême ) facility [4] in France will
pave the way to innovative LWFA experiments. The use of
a second plasma stage of LWFA in the weakly nonlinear
regime is considered, implying both experimental and mod-
elization challenges. In this work we present new features
in the Particle-in-Cell (PIC) code Smilei [5] to address the
simulation challenges of the project.

The length of the first plasma stage, acting as an electron
injector in nonlinear regimes, is of the order of millime-
ters. The length of this second stage will instead need to
be at least of the order of the centimeters in order to accel-
erate particles at high energies with the less intense fields
generated in weakly nonlinear regimes. The standard PIC

∗ massimo@llr.in2p3.fr

technique [6] would be unfeasible for the much longer dis-
tances to simulate required by the second plasma stage. A
solution to considerably reduce the computation time con-
sists in using an envelope model for the laser pulse [7, 8]. In
this approach one only needs to sample the envelope spatio-
temporal scales, of the order of the plasma wavelength λp
and frequency ωp = 2πc/λp = c/kp instead of the laser
wavelength λ0 and frequencyω0 = 2πc/λ0. Doing so allows
for a coarser, and cheaper, resolution while retaining all the
relevant physics. The use of cylindrical symmetry in an en-
velope model, like in [9] would be unsuited for CILEX, since
even a cylindrically symmetric beams exiting from the first
plasma stage would be influenced by the intrinsic asymmetry
in the focusing elements of the conventional transport line
towards the second plasma stage. Thus, we developed a 3D
completely parallelized envelope model for the laser-plasma
dynamics, first implemented in the PIC code ALaDyn [10]
and described in detail in [8]. In this paper, we briefly recall
the envelope model’s equations and the initialization of ar-
bitrary beam phase distributions with their self-consistent
electromagnetic fields, as initial conditions for a simulation
(following the procedure described in [11, 12]). Both these
features have been implemented in Smilei. After showing
the results of two validation tests of the envelope model
against analytical theory, we show an application of these
two features in a Smilei simulation of a second plasma stage
of LWFA.

ENVELOPE MODEL
The hypothesis of the envelope model, i.e. a shape of

the laser pulse vector potential A given by a slowly varying
complex envelope Ã modulated by oscillations at the laser
frequency ω0 = k0c can be expressed as

A(x, t) = Re[Ã eik0(x−ct)]. (1)

The laser pulse is supposed to propagate in the positive x
direction. Following [8], the envelope hypothesis can be in-
serted in D’Alembert’s Equation for the laser vector potential,
obtaining the envelope equation in laboratory coordinates,
solved in [8] and in Smilei:

∇Ã + 2ik0

(
∂x Ã +

1
c
∂t Ã

)
−

1
c2 ∂

2
t Ã = χ Ã, (2)

where χ is the plasma susceptibility, which takes into ac-
count the envelope modification due to the presence of the
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plasma. The susceptibility term is computed as

χ =

Nparticles∑
p

q2
p

c2ε0mp

np

γ̄p
. (3)

where qp, mp, n̄p, p̄p and γ̄p are respectively the particle
p’s charge, mass, number density, momentum and pondero-
motive Lorentz factor, defined as

γ̄p =

√
1 +
‖p̄p ‖

2

m2
pc2
+

q2
p

m2
pc2

‖ Ã(x̄p)‖
2

2
, (4)

where x̄p is the particle p’s position. The bar over the physi-
cal quantities above refers to the fact that they are averaged
over the optical cycle. The same notation will be used in the
following.

The electromagnetic fields Ē, B̄ evolve according to the
averaged Maxwell’s equations:

∂t B̄ = −∇ × Ē (5)
∂t Ē = c2∇ × Ē − c2µ0J̄.

As result of the averaging process [7], the particles averaged
equations of motion contain the ponderomotive force term
in the momentum equation and become

dx̄p

dt
=

p̄
mp γ̄p

(6)

dp̄p

dt
= qp

[
Ē(x̄p) +

p̄p

mp γ̄p
× B̄(x̄p)

]
+

−
q2
p

4mp γ̄p
∇‖ Ã‖2(x̄p). (7)

As described in [8], the envelope equation Eq. (2) can
be discretized through centered finite differences, obtain-
ing an explicit solver scheme which is easily parallelizable.
Maxwell’s equations Eq. (5) are solved as in standard PIC
codes or with more advanced dispersion-free schemes [5,6],
while the particles equations of motion are solved using a
modified Boris pusher scheme, described in [8]. Some equa-
tions of the envelope model, as the momentum evolution
equation Eq. (7) contain the ponderomotive Lorentz factor
γ̄, which depends on the envelope Ã itself. The standard
PIC temporal loop [6] must be modified to solve the above
equations with the schemes described in [8]. The modified
temporal loop of Smilei in envelope mode is shown in Fig. 1.
At each time iteration, the electromagnetic force (including
the ponderomotive force) acting on each particle is interpo-
lated from the grid. The susceptibility of each particle is
then projected on the grid, following Eq. (3). The particles
momenta are updated through the use of the force they are
subject to, solving Eq. (7) through a modified Boris pusher
described in [8]. The envelope equation is then solved, ad-
vancing the envelope value in time. The explicit envelope
solver scheme is described in detail in [8]. The particles
positions are updated solving Eq. (6) as described in [8].

The particles current density is projected then on the grid
and the electromagnetic fields are advanced through a Yee
scheme [6]. The loop iteration can then be repeated until
the end of the simulation.

Figure 1: The envelope PIC temporal loop, showing the
operations performed at each temporal iteration.

RELATIVISTIC BEAM INITIALIZATION
Under the hypothesis of monoenergetic phase space dis-

tribution, the electromagnetic fields of a relativistic particle
beam can be initialized in a simulation through the technique
explained in [11,12], here briefly recalled. This technique
has been implemented in Smilei to perform simulations of
LWFA with external injection of an electron beam into a
second plasma stage. Once the beam charge density ρ̄ is
known, the “relativistic Poisson’s equation”, i.e.(

1
γ2

0
∂2
x + ∇

2
⊥

)
Φ̄ = −

ρ̄

ε0
, (8)

gives Φ̄ and the beam self-consistent electromagnetic fields
can be found through the relations:

Ē =

(
−

1
γ2

0
∂x,−∂y,−∂z

)
Φ̄ (9)

B̄ = β0cx̂ × Ē. (10)

Smilei allows to easily define an initial beam distribution
through its Python input interface, which permits to define
ideal bunches as well as load datafiles with beam distribu-
tions obtained from transport codes.

ENVELOPE MODEL BENCHMARKS
AGAINST ANALYTICAL THEORY

As first tests for the envelope model feature of Smilei,
this section presents the simulation of vacuum diffraction
of a Gaussian laser beam and of the laser wakefield inside a
plasma in the linear regime. Figure 2 reports the comparison
between the simulated rms waist size of a Gaussian beam
with initial waist w0 = 12 µm and the vacuum Rayleigh
diffraction formula w(x̃)/w0 =

√
1 + x̃2, where x̃ = x/ZR

is the propagation distance divided by the Rayleigh length
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ZR = πw2
0/λ0 [13]. The longitudinal grid cell size, the

transverse grid cell size and the timestep are respectively
∆x = 0.69 c/ω0, ∆y = ∆y = 5 c/ω0, ∆t = 0.57 1/ω0.

Figure 2: Evolution of the waist size w(x) of a Gaussian
laser pulse simulated through the envelope model against
analytical theory.

The second validation test we report (see Fig. 3) is a com-
parison of the results of the envelope model against the
analytical theory for the longitudinal wakefield Ex of a Gaus-
sian laser pulse in a plasma in the linear regime (Eq. (37a)
from [14]):

Ex(x,r, t) =
mc2

e

k2
p

4

∫ ∞

z

a(x ′,r, t)e
− r2

w2
0 cos[kp(x−x ′)]dx ′,

(11)
for a laser pulse with envelope A(x,r, t) = a(x, t)e−r

2/w2
0 and

w0 � λp . For this benchmark, we chose an initial waist size
of 12 µm and a Gaussian longitudinal envelope a(x, t = 0)
with initial FWHM duration in intensity τ0 = 20 fs and
peak value a0 = 0.01, to remain in a linear regime. The
plasma density is n0 = 0.0017nc . The same grid cell size
and timesteps as the vacuum diffraction benchmark have
been used, and 8 particles per cell sample the plasma.

For both the benchmarks, we observe a very good agree-
ment with the analytical predictions.

CASE STUDY: EXTERNAL INJECTION IN
A SECOND PLASMA STAGE

As a benchmark and as an example of application of both
the envelope model and the relativistic beam field initializa-
tion, we present the preliminary results of two simulations,
one performed with a standard PIC procedure (hereafter
called “standard laser simulation”) and one with an envelope
model for the laser (hereafter called “envelope simulation”).
The physical setup is the external injection of a relativistic
electron beam (whose fields have been initialized with the
procedure described above) into the plasma wave in the wake

Figure 3: Simulated longitudinal electric field in the wake of
a Gaussian laser pulse modeled through the envelope against
the analytical linear theory. The laser is propagating towards
right.

of a laser in a plasma stage. The laser, plasma and electron
beam parameters, briefly recalled in the following, have been
chosen from [15]. The driver laser is a Gaussian pulse, lin-
early polarized in the y direction, with waist sizew0 = 45 µm,
a0 =

√
2 and initial FWHM duration in intensity τ0 = 108 fs,

focused at the plasma entrance. The initial laser center po-
sition is at a distance 2cτ0 from the plasma entrance. The
plasma has an idealized parabolic density profile along the
transverse direction with density ne(r) = n0

(
1 + ∆nn0

r2

r2
0

)
,

with r the distance to axis, n0 = 1.5 · 1017 cm−3, ∆nn0
= 0.25,

r0 = 45 µm. The relativistic electron beam, with charge
30 pC and normalized emittance 1 mm·mrad, has an initial
energy of 150 MeV with 0.5% rms energy spread and is ini-
tially positioned at waist at a distance 3/4λp after the laser
pulse. The beam longitudinal and transverse rms sizes are
σx = 2 µm andσy = σz = 1.3 µm. The grid cell sizes for the
standard laser simulation are∆xlaser = λ0/32, ∆y = ∆z = λ0
and the integration timestep is ∆tlaser = 0.95∆x/c. For the
envelope simulation, because the length of the laser pulse
envelope is so much longer than a single optical cycle, the
longitudinal grid cell size and the integration timestep could
be set to ∆xenvelope = 16∆xlaser, ∆tenvelope = 0.8∆xenvelope
respectively. The transverse cell length is the same as in the
standard laser simulation. In both simulations, the plasma is
sampled with 8 particles per cell and the beam is sampled
with 106 particles. Figures 4 and 5 compare the colormaps of
the electron density ne and of the longitudinal electric field
Ex for the two simulations after a propagation distance of
3 mm in the plasma. Figures 6 and 7 compare the same quan-
tities on the axis at the same propagation distance. Apart
from a minimum lag of the electron beam behind the laser
pulse in the case of the envelope simulation, the results have
a very good agreement. The envelope simulation reproduces
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the laser and plasma dynamics, as well as the beam loading
of the bunch on the plasma wave. Further investigations
are necessary to understand the differences in the dynamics
of the electron beam in the two simulations. The greater
dilution of the electron beam in the envelope simulation
may be caused by a different growth rate of the numerical
Cherenkov radiation [16], due to the differene mesh cell size
and integration timestep compared to the standard laser sim-
ulation. The envelope simulation needed 4400 CPU hours,
while the standard laser simulation needed a total amount of
resources twenty times as large.

Figure 4: Electron charge density, normalized by the critical
density nc , after 3 mm of propagation in the plasma.

Figure 5: Longitudinal electric field Ex after 3 mm of prop-
agation in the plasma.

CONCLUSIONS
A 3D explicit envelope model and a procedure for the

initialization of relativistic particle beams electromagnetic
fields have been implemented in the PIC code Smilei. These
techniques have been developed to face the modelization
challenges of the multi-stage LWFA experiments in the
CILEX project. We reported the results benchmarks of the

Figure 6: Electron charge density on the propagation axis,
normalized by the critical density nc , after 3 mm of propa-
gation in the plasma.

Figure 7: Longitudinal electric field Ex on the propagation
axis after 3 mm of propagation in the plasma.

envelope model against analytical theory for laser vacuum
diffraction and linear laser wakefield in the plasma. We
presented also the comparison between a standard 3D PIC
simulation and a 3D PIC simulation with envelope model
for the laser in the case of external injection of an electron
beam in a plasma channel. Excellent agreement is found
after 3 mm of propagation, with a computational speedup of
20 using the envelope model.
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UPGRADE OF MAD-X FOR HL-LHC PROJECT AND FCC STUDIES
L. Deniau∗, A. Latina, T. Persson, I. Shreyber, P. Skowronski,

H. Burkhardt, R. De Maria, M. Giovannozzi, J.M. Jowett, F. Schmidt, CERN, Meyrin, Switzerland
T. Gläßle, HIT, Heidelberg, Germany

Abstract
The design efforts for the High Luminosity upgrade

project of the Large Hadron Collider (HL-LHC) and for
the FCC-ee studies required significant extensions of the
MAD-X code, widely used for designing and simulating par-
ticle accelerators. The modelling of synchrotron radiation
effects has recently been reviewed, improved, and tested on
the lattices of ESRF, LEP, and CLIC Final Focus System.
The results were cross checked with several codes, such as
AT, PLACET, Geant4, and MAD8. The implementation
of space charge has been deeply restructured into a fully
modular design. The linear coupling calculation has been
completely reviewed and improved to ensure its robustness
in the presence of strong coupling effects as is the case for
some HL-LHC studies. The slicing module has been general-
ized to allow for generating thick slices of bending magnets,
quadrupoles and solenoids. The SBEND element has been
extended to take into account not only the bending angle,
but also the integrated dipole strength. Patches have been
added to the list of supported elements. Finally, the PTC
program inside MAD-X has been extended to provide the
tracking of resonance driving terms along lattices, as well
as an AC dipole element.

INTRODUCTION
MAD-X is a code to simulate beam dynamics and design

beam optics, which was released in 2002. Although it has
been tailored to the needs of the LHC, it still remains the
most used tool for optics design inside and outside CERN. In
order to extend the MAD-X capabilities to better satisfy the
users’ needs, in particular for the HL-LHC project and the
FCC study, several new features have been implemented. An
example of such a new feature is the synchrotron radiation,
which has a negligible effect on the beam dynamics in the
LHC, but plays a major role for the FCC-ee future collider.
An element to rotate the coordinate system along the x- and
y-direction has also recently been added.

Moreover, to be ready for future studies, several parts of
the code and the underlying physics have been reviewed or
improved. In this paper we present the clean up of space-
charge code as well as of the review of the linear coupling.

An important extension to MAD-X is the Polymorphic
Tracking Code (PTC) by E. Forest [1]. In this paper, some of
the recently added features, including the possibility to ob-
tain the Resonance Driving Terms (RDT) in the PTC_TWISS
table will be presented and discussed.

∗ laurent.deniau@cern.ch

SYNCHROTRON RADIATION EFFECTS

The effects of synchrotron radiation were originally imple-
mented in MAD8 for the needs of the high-energy e+e− col-
lider ring LEP at CERN [2]. This implementation was ported
to MAD-X and has recently been reviewed and improved.
Note that the review of the implementation of synchrotron
radiation emission as a quantum phenomenon revealed the
presence of a bug in MAD-X versions earlier than 5.04.01.
The bug was corrected and the new implementation tested
in several cases.

Synchrotron radiation emission is included in the modules
TWISS, TRACK, and EMIT at four different levels:

1. No radiation, corresponding to the usual Hamiltonian
dynamics.

2. Deterministic radiation, in which all particles radiate
the same energy as a single particle on the closed-orbit
(TWISS and TRACK). This gives a Hamiltonian system
with the correct tunes and closed orbit, including the
“stable phase angle” and “energy sawtooth” in electron
rings.

3. Deterministic radiation with full dependence on canoni-
cal coordinates to generate radiation damping naturally
(EMIT, TRACK). Since this method exposes the full dissi-
pative structure of the non-linear phase space dynamics,
it is the preferred method for dynamic aperture calcula-
tions in high-energy lepton rings [3].

4. Tracking with individual stochastic photon emissions,
to provide quantum excitation and particle distributions
(TRACK) and equilibrium emittances from first princi-
ples. Both the probability of photon emission, i.e. an
instantaneous Poisson distribution, and the generation
of the random photon-energy distribution depend on
the local magnetic field and canonical coordinates of
the particle.

The MAD-X implementation has been benchmarked against
MAD8 using a conversion of the LEP-optics database to the
MAD-X format. Rather than attempting to reproduce old
results dating from the LEP times, this conversion allowed
to run equivalent simulations with MAD8 and MAD-X so
that results could be compared in detail. Quantities such
as radiation damping rates, equilibrium emittances, energy
sawtooth, and the Bassetti component [4] of the horizontal
closed orbit xc − Dxptc, where xc is the position coordinate
of the closed orbit, and ptc is the momentum deviation of
the closed orbit, are in excellent agreement between the two
codes, confirming that the physics implemented in MAD8
has been preserved in MAD-X.

In addition, MAD-X was tested against other established
codes capable of dealing with particle tracking in presence
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of synchrotron radiation, such as PLACET [5] and AT [6],
providing in all cases an excellent agreement.

Among the test cases considered, the quadrupole doublet
of the final focus of CLIC was studied. In these magnets the
radiation effects have a significant impact on the beam size
and beam shape at the interaction point (IP), through the so-
called Oide effect [7]. Figure 1 shows a direct comparison
between the phase space of a multi-particle beam, composed
of 105 macro-particles, at the IP of CLIC assuming a 3 TeV
energy in the centre-of-mass, as simulated by the tracking
code PLACET and by MAD-X, including stochastic photon
emission.

Figure 1: Comparison of phase-space distributions at the
IP of CLIC, at 3 TeV centre-of-mass energy, as tracked by
PLACET and MAD-X through the final-focus quadrupole
doublet, with synchrotron radiation emission simulated as
quantum photon emission.

SPACE-CHARGE IMPLEMENTATION
The frozen space-charge model was introduced in MAD-

X for the CERN PS injector studies since 2012 [8], and
evolved over the past years. The initial implementation was
interleaved within the tracking code making efficient support
difficult, hence the space-charge implementation has been
reviewed and cleaned up. No modifications to the actual
physics modelling have been introduced for the time being.
However, the code was restructured and made more mod-
ular. In the previous implementation the space-charge and
beam-beam codes had been interleaved with the code of the
modules TWISS and TRACK. A new FORTRAN module was
created to gather together all routines related to space-charge

and beam-beam, and a new set of initialization routines have
been created to minimize the coupling between the code and
other modules like TWISS and TRACK.

The new code has been designed so to facilitate further
separation of the space-charge routines from the beam-beam
routines, and to open the possibility to create a dedicated
MAD-X space-charge command in future. It will also facili-
tate parallel execution using OPENMP directives.

REVIEW OF LINEAR COUPLING
This section establishes the equations found in the MAD8

physics guide [9] as implemented in MAD-X, and proposes
some improvements. A review [10] has been launched after
some puzzling results about (nonphysical) negative-value
beta functions reported in the framework of HL-LHC studies
carried out with strong linear-coupling sources.

The transverse linear coupling calculation for stable mo-
tion consists of finding a similarity RM that transforms a
map M describing the motion from s1 to s2 into its normal
form M⊥.

�X(s2) = M �X(s1),

M =
(
A B
C D

)
= RM

(
E 0
0 F

)
R−1
M = RM M⊥R−1

M .

A linear dynamics is fully described by an s-dependent
quadratic Hamiltonian around a reference trajectory

H = 1
2
�XT H �X,

where H is a real symmetric matrix that characterizes the
equations of motion

x ′
i =
∂H
∂pi

and p′
i = −∂H

∂xi
⇒ �X ′ = SH �X,

where S is the fundamental symplectic unit matrix:

S =
(
S2 0
0 S2

)
, S2 =

(
0 1
−1 0

)
,

S−1 = ST = −S,
S2 = −I .

The map M is the linear solution of these equations of
motion and any bilinear Hamiltonian can be brought to the
following form by a suitable canonical transformation:

H =
p2
x + p2

y

2(1 + δp)
+

1
2
(Fx2 + Gy2) + K xy + L(ypx − xpy),

where the coefficients F,G,K, L are related to the magnet
strengths k0 (dipole), k1 (quadrupole) and ks (solenoid), and
the curvature h by [10]:

F = hk0 + k1 + k2
s, G = −k1 + k2

s,

K = ks
1, L = ks .
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Initialization of coupling calculation
As M ∈ Sp(4,R) then

eig(M) = eig(M−1) = {(λi, λ
−1
i ), i = 1..2},

eig(M + M̄) = {Λi = λi + λ
−1
i , i = 1..2},

where M̄ denotes the symplectic conjugate of M . The char-
acteristic polynomial for the coupled motion reads

det(M + M̄ − ΛI) =
����A + Ā − ΛI B + C̄

C + B̄ D + D̄ − ΛI

����
=

�����(tr A − Λ)I C + B̄
C + B̄ (tr D − Λ)I

����� = 0,

(tr A − Λ)(tr D − Λ) − |C + B̄| = 0 ,

which can be solved for the eigenmodes [11]

Λ
2−(tr A + tr D)Λ + tr A tr D − |C + B̄| = 0,
∆ = (tr A − tr D)2 + 4|C + B̄|,

ΛA =
1
2
(tr A + tr D) +

1
2

sign(tr A − tr D)
√
∆,

ΛD = Λ
−1
A

(
tr A tr D − |C + B̄|

)
,

Λ = λ + 1/λ ⇒ λ2 − Λλ + 1 = 0

⇒ λ =
1
2

(
Λ ±

√
Λ2 − 4

)
,

λ ∈ C\R ⇔ Λ ∈ (−2, 2) ,

and where stable linear motion implies

|λ | = 1 ⇔ λ−1 = λ∗ ⇔ λ = e±iµ , µ ∈ [0, 2π),
ΛA,D = λA,D + 1/λA,D = 2 cos µA,D,

(ΛA − ΛD)
2 = 4(cos µA − cos µD)2 = ∆ .

For any non-zero eigenvectors ®X and ®Y , we have [12](
(tr A − ΛA)I B + C̄

C + B̄ (tr D − ΛA)I

) (
X

RAX

)
= 0,(

(tr A − ΛD)I B + C̄
C + B̄ (tr D − ΛD)I

) (
RDY

Y

)
= 0,

leading to the solutions (full coupling RA,D ≈ αI)

RA =
C + B̄
ΛA − tr D

, RD =
B + C̄
ΛD − tr A

= −R̄A .

Noting R = RA = −R̄D , we find:

R = −
(
1
2
(tr A − tr D) +

1
2

sign(tr A − tr D)
√
∆

)−1
(C + B̄) .

The similarity RM that block-diagonalizes M into M⊥ can
be built from the previous eigenvectors:

M⊥ = R−1
M MRM = g2 R̄M MRM

= g2
(

I RD

RA I

) (
A B
C D

) (
I RD

RA I

)
= g2

(
I −R̄
R I

) (
A B
C D

) (
I R̄
−R I

)
=

(
E 0
0 F

)
,

where g has to be determined such that R−1
M RM =

g2 R̄M RM = I. Solving last equation for E and F gives:

E = g2(A − R̄C − (BR − R̄DR))

= (1 + |R|)−1(A − R̄C)(1 + |R|)
= A − R̄C = A − BR,

F = g2(D + RB + (CR̄ + RAR̄))

= (1 + |R|)−1(D + RB)(1 + |R|)
= D + RB = D + CR̄ .

The last form of these equations are mentioned in the MAD8
physics guide and used by MAD-X for initializing the cou-
pling calculation.

The factor g−1 represents the strength of the coupling and
gR its structure between planes A and D, i.e. the 2× 2 Rmat
coupling matrix in MAD-X. To determine g, we solve:

g2 R̄M RM = g2
(
I + R̄R 0

0 I + RR̄

)
= g2 (1 + |R|) I = I .

That is g = (1+ |R|)− 1
2 = |RM |

− 1
2 , hence gRM is symplectic

and so is M⊥. We can also note that 1+RR̄ > 0 ⇒ |C+B̄| >
−(ΛA,D − tr D, A)2. The Edwards–Teng parametrization of
the coupling structure gR uses g = cos θ and D = −R tan θ,
where θ is the angle of their “symplectic rotation” of planes
A and D [13].

From the characteristic polynomial using either ΛA,D , we
can express the coupling strength in terms of the eigenmodes:

1 − RARD = 1 −
|C + B̄|

(ΛA − tr D)(ΛD − tr A)
=
ΛD − ΛA

ΛD − tr A

g =

(
ΛD − ΛA

ΛD − tr A

)− 1
2

=

(
ΛA − ΛD

ΛA − tr D

)− 1
2

.

The Twiss parameters are calculated from E and F by:

E =
(
E1,1 E1,2
E2,1 E2,2

)
=

(
cos µA + αA sin µA βA sin µA
−γA sin µA cos µA − αA sin µA

)
,

cos µA =
1
2

tr E,

sin µA = sign(E1,2)

√
−E1,2E2,1 −

(
E1,1 − E2,2

2

)2

βA =
E1,2

sin µA
, γA = −

E2,1

sin µA
, αA =

E1,1 − E2,2

2 sin µA
,

M⊥ ∈ Sp(4,R) ⇒ det E = 1 ⇒ βAγA − α
2
A = 1 .

The same calculation is performed using F for the second
mode.

Propagation of coupling calculation
From the known decoupled map M1⊥ at point 1 (from

initialization) and the transport map M12 from points 1 to 2,
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we look after the unknown decoupled map M2⊥:

M2 = M12M1M−1
12

= M12

(
RM1 M1⊥R−1

M1

)
M−1

12 ,

M2⊥ = R−1
M2

M2RM2

=
(
R−1
M2

M12RM1

)
M1⊥

(
R−1
M1

M−1
12 RM2

)
= W12M1⊥W−1

12 .

Since the eigenmodes 1 and 2 in M1⊥ and M2⊥ are inde-
pendent from each other, W12 is either block or anti-block di-
agonal and equality RM2W12 = M12RM1 can take the forms:

g2

(
I R̄2
−R2 I

) (
E12 0
0 F12

)
= g1

(
A12 B12
C12 D12

) (
I R̄1
−R1 I

)
,

g2

(
I R̄2
−R2 I

) (
0 E12

F12 0

)
= g1

(
A12 B12
C12 D12

) (
I R̄1
−R1 I

)
.

Solving for E12, F12 and R2 for the block (left) and anti-
block (right) diagonal cases gives:

E12= g12(A12 − B12R1)

F12= g12(D12 + C12 R̄1)

R2=−g12(C12 − D12R1)E−1
12

E12= g12(B12 + A12 R̄1)

F12= g12(C12 − D12R1)

R2=−g12(D12 + C12 R̄1)E−1
12

where g12 = g1g
−1
2 . The sector map M2⊥ at point 2 is then

calculated by propagating M1⊥ through M12 using,

E2 = E12E1Ē12/|E12 |

F2 = F12F1F̄12/|F12 |

R2 = −(C12 − D12R1)
Ē12
|E12 |

E2 = E12F1Ē12/|E12 |

F2 = F12E1F̄12/|F12 |

R2 = −(D12 + C12 R̄1)
Ē12
|E12 |

A flip mode [14] was introduced in MAD-X to solve the
problem of negative beta functions that occurred when |A12−
B12R1 | < ε or |D12 + C12 R̄1 | < ε for some small positive
ε, and switch from block to anti-block diagonal solutions.
So far, MAD-X uses a simplified version of these equations,
and generates a warning if the number of flips is odd.

The last step consist of the propagation of the Twiss pa-
rameters through M12 using T2 = W12T1W−1

12 where,

T (E,F) =
(
β −α
−α γ

)
,

and gives for T (E)2 from E12 and T (E)1 :

α2 = −((E2,1β1 − E2,2α1)×

(E1,1β1 − E1,2α1) + E1,2E2,2)/(|E12 |β1)

β2 = ((E1,1β1 − E1,2α1)
2 + E2

1,2)/(|E12 |β1)

µ2 = µ1 + tan−1(E1,2, (E1,1β1 − E1,2α1))

γ2 = (1 + α2
2)/β2 .

The same calculation is performed using F for the second
mode.

SLICING MODULE GENERALIZATION
MAD-X contains a slicing module called MAKETHIN. It

was originally designed to provide an automatic transla-
tion of the thick lattice description to a symplectic thin-lens
description, suitable for tracking codes. Previously, both
thick and thin lattice description had to be generated and
maintained by hand. With MAKETHIN, a single thick-lattice
description was sufficient and a thin version was generated
automatically when needed for thin-lens tracking. For this,
MAKETHIN automatically translates all thick magnets into
slices of zero-length multipoles. The number of slices can be
chosen using the standard MAD-X selection, i.e. by element
class, range or matching patterns in element names. The po-
sition of the slices can be chosen as equidistant (MAKETHIN,
STYLE=SIMPLE) or using an optimized algorithm (selected
by MAKETHIN, STYLE=TEAPOT), which minimizes the beta-
beating introduced by using a small number of slices [15].

Slicing turned out to be also very useful for other purposes
than thin-lens tracking. The markers generated by MAKETHIN
at ends and between slices can be used to obtain the value of
optical functions or perform aperture checks within elements.
MAKETHIN has gradually become a rather general slicing and
automatic lattice editing tool, used also for purposes like
aperture or Twiss-parameter interpolation. Elements can be
left thick by selecting zero slices, or also by generating thick
slices for selected element types. Thick slicing was first
implemented for quadrupoles, and then generalized to the
slicing of bending magnets [16]. A challenge in thick slicing
has been the accurate translation of fringe field effects at
the edges of thick elements to the sliced sequences. For
bending magnets, this is achieved by generating new thin
DIPEDGE elements at the extremities of the original thick
dipole, with automatic translation of rectangular dipoles to
sector magnets, i.e. RBEND to SBEND.

The improvements and extension of MAKETHIN were im-
plemented aiming at

• providing by default the best algorithms and methods,

• allowing for backward compatibility, if required using
switches.

The extensions to MAKETHIN were largely driven by user
requests and the need to extend the automatic slicing to new
element types and attributes. The most recent extensions,
implemented during this year are

• implementation of optional thick slicing of solenoids,

• translation of aperture tolerances,

• writing bending angles to multipoles if different from
integrated zero-order multipole strength k0 l (see next
section).

A more general review of all element and attribute types
used in MAD-X has recently been launched with the aim to
simplify and unify the MAKETHIN code and to automatically
transmit any new element attributes to the sliced sequence.
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ELEMENT-SPECIFIC EXTENSIONS
x- and y-rotation

The x- and y-rotations are two recently-implemented fea-
tures in MAD-X. Both are implemented as new elements
and can be inserted at any arbitrary position in a sequence.
The purpose is to rotate the reference frame and update the
particle’s coordinates in the new frame orientation. This is a
useful way to reference other elements into a different frame.
The full map used by the tracking code for a x-rotation of
angle θ is described by the equations:

x f = xi +
ypix tan θ

piz − piy tan θ

p f
x = pix

y f =
yi

cos θ − piy tan θ/piz
p f
y = piy cos θ + piz sin θ

t f = ti −
yi(1/β0 + pt ) tan θ

piz − piy tan θ
,

where x, y are the horizontal and vertical positions, px, py are
the transverse momenta, t is the time difference in relation to
the reference particle, β0 is the relativistic factor, pt = (E −
E0)/P0c, where E is the energy and P is the momentum, and
pz =

√
(1 + δp)2 − p2

x − p2
y with (1+δp)2 = 1+2pt/β0+p2

t .
The index i refers to the initial state before the rotation and
the f refers to the final state, i.e. after conversion to the new
coordinate system.

It is worth noting that even though a rotation followed by
a rotation in the opposite direction will return the system to
its original state, the same does not hold if the procedure
is done with an element that has a length in between the
rotations. This can be understood by considering a particle
with px = py = 0 and pz > 0. Applying a rotation around
the y-axis, the particle will get a px , 0. If we then let
this particle drift in the new reference frame, we will end
up in a x , 0. If we then apply the opposite rotation the
px = py = 0 again, but there is still a horizontal non-zero
position.

The x- and y-rotation are also implemented in TWISS
for first order, where it is implemented by taking the map
derivatives expanded and truncated at first order.

SBEND with Angle Different From k l0

The TRACK and TWISS modules have been extended to
support a SBEND element with an angle α different from
the integrated strength k0l. The difference between these
two quantities is considered similarly to a field error, i.e.
added to user-defined field errors, and treated as such in the
thick map of the SBEND or transferred properly to slices, i.e.
MULTIPOLE elements, by the MAKETHIN module. For the
purpose of the horizontal field curvature h, this difference
implies a change of curvature by δh = (α/l − k0)/(1 + δp).

Matching at Arbitrary Positions in Elements
The MATCH command has been extended to support match-

ing constraints at any position inside thick elements [17], and
is plan for next MAD-X release. The first step was to imple-
ment the interpolation mechanism for the TWISS command.
For this purpose, the SELECT command has been extended
with the new flag INTERPOLATE and the new attributes AT,
SLICE, and STEP to specify the (relative)positions within
the selected elements by ranges and patterns. Then, the
CONSTRAINT command has been extended with the new
IINDEX attribute to specify the index (starting at 0) of the
(relative) position in an element where the constraint must
hold, as shown in the following command excerpt:

SELECT, FLAG=INTERPOLATE, RANGE=mq1, AT={0.5, 1};
MATCH, SEQUENCE=seq;
VARY, NAME=k1; # vary strength of quadrupole mq1
CONSTRAINT, RANGE=mq1, IINDEX=0, BETX=5;
LMDIF; # match betx at centre of mq1 varying k1
ENDMATCH;

MAD-X PTC EXTENSIONS
One of the main methods of measuring non-linear beam

parameters is by performing harmonic analysis of the beta-
tronic motion. The beam oscillations are provoked either by
a kicker magnet or by an Alternating Current (AC) dipole.
The amplitude of the lines present in the spectra are directly
linked to strength of the RDTs, whose definition can be
found, for instance, in [18] where the detail of the method is
also presented.

Modelling RDT propagation along an accelerator struc-
ture is a very important topic in computational accelera-
tor physics for several reasons: to compare theoretical pre-
dictions with beam-based measurements; to calculate their
change upon the action of dedicated corrector magnet in
view of constructing response matrices for optimized cor-
rection strategies; to test and provide optimization strategies
of RDT to achieve an optimal beam performance. In this
respect it is worth mentioning that while for some applica-
tions the RDTs need to be minimized for others they have to
be controlled and different from zero, as is the case for the
CERN PS Multi-Turn Extraction (MTE) [19, 20].

RDTs are calculated by PTC_TWISS when the option
TRACKRDTS is set to true. The PTC_TWISS algorithm in
its core propagates the A−1 map along the lattice, as defined
by the normal form transformation M = A−1 · R · A. M
is a non-linear map describing the motion along the accel-
erator. The A−1 map transforms the Cartesian coordinates
x, px, y, py to phasors [21], i.e. the normal-form coordinates,
ζx,+, ζx,−, ζy,+, ζy,−, where the Hamiltonian depends only on
non-linear amplitudes and is independent of phase advances.
Finally, R is an amplitude-dependent rotation.

A−1 can be expressed in terms of a generating function F
that is a simple polynomial

A−1 = e:−F : (1)

F =
∑
n≥2

n=j+k+l+m∑
jklm

fjklmζ
j
x,+ζ

k
x,−ζ

l
y,+ζ

m
y,− , (2)
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whose coefficients fjklm are the RDTs.
For each lattice element, the calculated coefficients of F

are written to a dedicated table called TWISSRDT. The con-
tent of this table can be plotted or matched the same way as
any other variable present in the TWISS table. Figure 2 shows
an example of the comparison of the RDT f4000 as computed
by PTC_TWISS or from tracking simulations where the ex-
cellent agreement is clearly visible. The AC dipole element

S [m]

Figure 2: Imaginary part of f4000 from PTC_TWISS (up-
per) and relative difference between RDT- and numerical-
tracking simulations for the LHC (lower, courtesy of F. Car-
lier).

has been interfaced to the PTC_TRACK module so that the
dynamics of beams undergoing forced oscillations, as is the
case during optics measurements, can now be modelled. It
employs a PTC feature called clock, which extends the phase
space with special variables oscillating proportionally to
the beam’s time of flight. It can be thought of as an analog
hand clock representing rotating vectors (i.e. phasors) with
a given frequency. Parameters of the selected magnets can
be linked to a clock value at the moment of passage through
this magnet, thus yielding oscillatory behaviour on a turn-
by-turn basis. Currently, the implementation is limited to
two distinct clock frequencies, which is enough to imple-
ment the most realistic scenario with one horizontal and one
vertical AC dipole. This element also implements ramp up,
plateau and ramp down times, as these features are routinely
used during optics measurements to excite the beam adia-
batically thus avoiding emittance blow up. AC dipoles will
be implemented in PTC_TWISS in the near future.

All the PTC options of synchrotron radiation modelling
are now interfaced in the MAD-X commands and the pos-
sibility to simulate stochastic effects of the radiation were

added. Note that PTC_TWISS also outputs damping times
and equilibrium emittances.

Several other improvements, bug fixes, and performance
optimization have been performed and implemented in the
code, and the main ones are:

• Speed up of the sector-bend tracking with the exact
Hamiltonian by an automatic detection of the maximum
multipole order required in the numerical computations.
Indeed, previously it was by default set to 22 to allow for
magnetic errors modelling to this level. For the LHC
lattice PTC_TWISS computation became three times
faster.

• A new option NORMAL of PTC_TWISS writes all the
results of the normal form analysis to a dedicated ta-
ble called NONLIN. Currently, the following variables
are provided to the order specified in PTC_TWISS: the
three tunes, dispersions, eigenvectors, RDTs (generat-
ing function), Hamiltonian, and one-turn map. Note
that the same algorithm is available in the PTC_NORMAL
command, however, while the non-linear parameters
need not to be selected for PTC_TWISS, this is not the
case for PTC_NORMAL. It is worth stressing that the for-
mat of the output table is such that the parameters can
be easily accessed in the subsequent parts of the user
script, for example in matching routines.

• RECLOSS option has been implemented in PTC_TRACK
that currently produces a table of the last coordinates
for each lost particle.

• 6D closed-orbit search when TOTALPATH is true was
fixed and now the program correctly calculates the de-
pendence of the beam momentum on RF frequency.

• Last, but not least, the most recent version of the PTC
library from E. Forest was included in MAD-X.

CONCLUSION
The latest round of improvements to and development of

the MAD-X program fully restores some past functional-
ity of MAD8 in terms of synchrotron radiation effects and
extends the capabilities including the possibility of deal-
ing with space-charge effects. This, together with element-
specific extensions, the improvements of the linear coupling
treatment, and the review of PTC commands, make MAD-
X/PTC more flexible, robust, and ready to fulfill the needs
of studies of planned and future accelerators.
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Abstract

SixTrack is a single-particle tracking code for high-energy
circular accelerators routinely used at CERN for the Large
Hadron Collider (LHC), its luminosity upgrade (HL-LHC),
the Future Circular Collider (FCC), and the Super Proton
Synchrotron (SPS) simulations. The code is based on a 6D
symplectic tracking engine, which is optimised for long-term
tracking simulations and delivers fully reproducible results
on several platforms. It also includes multiple scattering en-
gines for beam-matter interaction studies, as well as facilities
to run integrated simulations with FLUKA and GEANT4.
These features differentiate SixTrack from general-purpose,
optics-design software like MAD-X. The code recently un-
derwent a major restructuring to merge advanced features
into a single branch, such as multiple ion species, inter-
face with external codes, and high-performance input/output
(XRootD, HDF5). This restructuring also removed a large
number of build flags, instead enabling/disabling the func-
tionality at run-time. In the process, the code was moved
from Fortran 77 to Fortran 2018 standard, also allowing
and achieving a better modularization. Physics models
(beam-beam effects, RF-multipoles, current carrying wires,
solenoid, and electron lenses) and methods (symplecticity
check) have also been reviewed and refined to offer more
accurate results. The SixDesk runtime environment al-
lows the user to manage the large batches of simulations
required for accurate predictions of the dynamic aperture.
SixDesk supports CERN LSF and HTCondor batch systems,
as well as the BOINC infrastructure in the framework of the
LHC@Home volunteering computing project. SixTrackLib
is a new library aimed at providing a portable and flexible
tracking engine for single- and multi-particle problems us-
ing the models and formalism of SixTrack. The tracking
routines are implemented in a parametrized C code that is
specialised to run vectorized in CPUs and GPUs, by us-
ing SIMD intrinsics, OpenCL 1.2, and CUDA technologies.
This contribution presents the status of the code and an
outlook on future developments of SixTrack, SixDesk, and
SixTrackLib.

∗ Research supported by the HL-LHC project
† riccardo.de.maria@cern.ch
‡ Work supported by Google Summer of Code 2018

INTRODUCTION
SixTrack [1,2] is a 6D single-particle symplectic tracking

code able to compute the trajectories of individual relativis-
tic charged particles in circular accelerators for studying
dynamic aperture (DA) or evaluating the performance of
beam-intercepting devices like collimators [3]. It can com-
pute linear and non-linear optics functions, time-dependent
effects, and extract indicators of chaos from tracking data.
SixTrack implements scattering routines and aperture cal-
culations to compute “loss maps”, i.e., leakage from colli-
mators as a function of longitudinal position along the ring,
and collimation efficiency [4].

Different from a general-purpose code like MAD-X [5,6],
SixTrack is optimised for speed and numerical reproducibil-
ity. It can be also linked with the BOINC library to use the
volunteering computing project LHC@Home [7]. SixTrack
studies, such as estimation of dynamic aperture of large
storage rings like the Large Hadron Collider (LHC) or the
Future Circular Collider (FCC), require massive computing
resources, since they consist of scans over large parame-
ter spaces for probing non-linear beam dynamics over long
periods.

The SixDesk runtime environment manages SixTrack sim-
ulations from input generation, job queue management (us-
ing HTCondor or LSF in the CERN BATCH service and
customised software in CERN Boinc server), to collecting
and post-processing results.

SixTrackLib is a new library built from scratch in C with
the main aim of offering a portable tracking engine for other
codes and offloading SixTrack simulation to GPUs.

This paper summarises the main existing features of Six-
Track, SixDesk and SixTrackLib and provide detail about
the main development lines.

MAIN FEATURES
SixTrack tracks an ensemble of particles defined by a set

of coordinates through several beam-line elements, using
symplectic maps [8–10], or scattering elements.

Coordinates
The set of coordinates is larger than the minimum needed

to describe the motion. Additional variables are used to
store energy-related quantities used in the tracking maps
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that are updated only on energy changes, which does not
occur very frequently in synchrotrons in absence of radiation
effects, to save computational time. Thick maps for dipole
and quadrupoles also reuse the energy-dependent factors of
the first- and second-order polynomial of the map that are
recalculated at each energy change. Furthermore, different
ion species, such as debris from interaction with matter, can
be tracked at the same time using an extension of the usual
symplectic formalism [11].

Variables used internally in tracking are not canonical,
however, once they are converted to canonical form, the
maps are symplectic. Different from other codes, SixTrack
uses

σ = s − β0ct

as the longitudinal coordinate during tracking to avoid round-
ing errors associated to the relativistic β when updating time
delays in drifts and(

ζ =
β

β0
σ, δ =

P − P0
P0

)
as conjugate canonical variables in 6D optics calculations
which use explicitly symplectic maps.

Beam-line Elements
Table 1 shows the different types of beam-line elements

implemented in SixTrack. Thin multipoles are used in con-
junction with the MAKETHIN and SIXTRACK commands in
MAD-X to implement symplectic integrators of thick maps.
Thin multipoles include the effect of the curvature, when
present, up to the second order. The tracking maps have
been recently reviewed and benchmarked against MAD-X
and its optics module for consistency.

Table 1: Physical Elements Implemented in SixTrack

Drift expanded Drift exact [12]
Single thin multipole Thin multiple block
Thick dipole-quadrupole Thin solenoid
Accelerating cavities RF-multipoles [13]
4D Beam-beam 6D beam-beam [14]
Wire [15] Hollow electron lens [16, 17]

Scattering
SixTrack embeds the K2 scattering engine [18, 19], capa-

ble of simulating the basic scattering processes undergone
by an ultra-relativistic proton in the multi-TeV range when
passing through matter. The simulated processes range from
ionisation energy loss and multiple Coulomb scattering to
point-wise interactions like Coulomb, elastic, and inelastic
events, including single diffractive scattering. Compound
materials of interest for the low-impedance upgrade of the
LHC collimators are implemented via averaged nuclear and
atomic properties [20]. Other scattering models can be im-
ported and made available in the SixTrack executable, such
as that of Merlin [21] and Geant4 [22, 23].

A new scatter block is under development to offer a gen-
eral framework for simulating scattering events in SixTrack.
Currently, it supports beam scattering against a target speci-
fied as an area density distribution at a thin marker inserted
into the lattice. Internally, the scattering module supports
elastic scattering through Monte Carlo sampling of exper-
imental data from Totem. Alternatively, scattering events
can be generated on the fly by Pythia8 [24], in which case
elastic and diffractive processes are supported.

Optics Calculations
SixTrack contains matrix code for 5D optics calculation

and a 6D tracking engine using Truncated Power Series Al-
gebra library (TPSA [25]) for 6D optics calculation. The
6D tracking engine uses canonical variables and it pro-
vides a cross-check of the symplecticity of the one-turn-map.
Coupled Twiss parameters (using the Mais-Ripken formal-
ism [26]) can be extracted along the lattice. The optics
parameters are optionally used in the beam-beam elements
for self-consistent simulations. The 6D optics module has
been recently improved by removing some unnecessary ultra-
relativistic approximations which introduced small symplec-
tic errors.

Dynamic Effects
A general functionality for dynamically-changing sim-

ulation settings on a turn-by-turn basis has been imple-
mented [27,28]. This allows setting magnet strengths includ-
ing multipoles, RF amplitude and phase, reference energy,
and beam-beam element as a function of turn number. This
can be useful for a number of different studies, e.g. magnet
snap-back in the LHC [29], HL-LHC crab cavity failure
scenarios [30–32], studies of beam losses during energy
ramp [33], and hollow electron-lens modulation [34]. The
settings can be internally computed as a function of turn
number, or loaded from a file. These functions are specified
using a flexible language that allows combining functions to
achieve the required effect. The architecture of the function-
ality makes it easy to add support for new elements or new
functions.

Post Processing
Long-term tracking with SixTrack is used extensively at

CERN for studying the DA, with a typical study consisting
of up to ∼ 2 × 106 individual tracking simulations over
105 − 106 turns (see Figure 1 for an example).

Tracking data are post processed during the study and
summary files, containing the main results of the simulation
for each initial condition, are returned back to the user. In
particular, tracking summary files for each initial condition
identify particle loss/survival, final surviving turn numbers
and the inferred particle amplitudes.

Particle’s invariants are calculated for each initial condi-
tion and based on the average invariant over a user-defined
range of turns. An initial estimate of the invariant is obtained
by assuming no coupling between the planes of motion, via
the usual relation for the Courant-Snyder ellipse, e.g. for the
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Figure 1: Survival plot of a fine phase-space scan for the
LHC. The simulations was divided in task of 60 particles
pairs covering the phase space in 2σ and 1.5◦ steps.

horizontal plane. Alternatively, an estimate of the decou-
pled single-particle emittance for the three oscillation modes
can be calculated from the eigenvectors of the motion (v̄),
which may be constructed from the one-turn map, see for
example [26]. Various parameters relevant to the nonlinear
motion, such as smear and detuning, are also evaluated.

In addition to quantities relevant to particle survival, es-
timates of the long-term stability are obtained through a
Lyapunov-like analysis performed by examining the phase-
space separation of initially close by particle pairs. In partic-
ular, the angular separation in phase for the three oscillation
modes

1
π

√
∆φ2

1 + ∆φ
2
2 + ∆φ

2
3

N
,

where N = (1,2,3) for (2D,4D,6D) motion, respectively, is
considered. Linear fits to the logarithm of the separation as
function of the logarithm of the turn number identify the
maximum separation rate between each particle pair. This
quantity is returned, along with the maximum separation
in phase, to provide approximate indicators of the onset of
chaotic motion in place of the far more computationally
intensive Lyapunov exponents [35, 36].

Summary files for the outcome of each initial condition are
collectively post-processed by the user using external tools,
in order to identify minimum boundaries in the (σx, σy)

space for particle survival over the tracked number of turns,
as well as to study the evolution of DA as a function of the
turn number.

Frequency Analysis
A collection of routines for frequency analysis has been

linked in SixTrack, namely PLATO [37] and a C++ imple-
mentation of the Numerical Analysis of Fundamental Fre-
quency (NAFF) algorithm has been developed [38]. These
algorithms allow for a more refined, compared to plain FFT,

tune determination with a much faster convergence, i.e. re-
quiring a shorter number of turns. By comparing the tune
determination at different time intervals, diffusive frequency
maps can be been computed [39]. With the resolution of the
frequency map, resonance lines become visible, even in the
case of a tune modulation from a quadrupolar ripple (the
triplets in IR1 and 5) with frequency of 550 Hz and relative
amplitude of 10−7, as shown in Figure 2.

Input and Output
Initial conditions can be given in amplitude steps or taken

from an external file. A dump module offers multiple ways
to extract tracking data both in terms of type observable
(physical coordinates, canonical coordinates, normalised
coordinates, averages and first order distribution momenta)
in a selection of turns and observation points. Data are
written in ASCII and, in a few cases, a binary option is
also available. Support for output of simulation data to
a HDF5 [40] files and ROOT [41] is also currently being
developed.

Furthermore, it is planned to develop a new way to gener-
ate the distribution that is used as initial conditions for track-
ing. This will provide the functionality to create matched or
mismatched distributions in both physical and normalised
coordinates.

Interfaces to External Programs
Collimation studies can also be performed running Six-

Track coupled [42] to Fluka [43,44]. In this configuration,
the two codes exchange particles at run time, with the aim
of combining the refined tracking through the accelerator
lattice, performed by SixTrack, with the detailed scattering
models, implemented in Fluka, when the beam reaches in-
tercepting devices. The use in the Fluka-SixTrack coupling
of the same Fluka geometries used for subsequent energy-
deposition calculations run with Fluka allows an excellent
level of consistency of results.

Additionally, a more generalised interface “BDEX” for
interfacing external codes is also included, enabling for ex-
ample tracking of multiple bunches or coupling to cavity
simulation codes. Here, the exact protocol can be imple-
mented as a plug-in to SixTrack [45].

Building and Testing
A CMake-based build and test system has recently been

added [45]. This greatly simplified the maintenance of the
dependencies between the various build options, as well
as the setup for building on the large range of supported
platforms.

The testing framework CTest is also provided as part of
CMake. For SixTrack, this is used to verify that the executa-
bles are still providing the expected output after the code
has been modified, and to track the changes to the output.
Furthermore, it is used for checking that the results from
versions compiled for different platforms are in agreement,
which is vital for BOINC. The main benefit of using CTest
is that test running is fully automatic and gives a simple

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-TUPAF02

TUPAF02

174

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.

D-1 Beam Dynamics Simulations



Figure 2: Frequency map using the NAFF method for LHC in the presence of a tune modulation.

pass/fail output, which is also integrated with GitHub for
pull requests.

Performance

Thanks to the recent re-factoring, the internal particles
arrays are fully dynamic, therefore the number of particles
that can be tracked in parallel is limited by the system mem-
ory and not by a build-time flag. A machine model like the
LHC, using about 18k elements and 4.6k high-order mul-
tipole blocks, needs about 220 µs per particle per turn on a
single CPU core at 3.4 GHz. Typical studies requires of the
order of 109–1012 particle turns and even more for parameter
scans. For this reason, SixTrack is often used in conjunction
with high-performance computing facilities described in the
following section.

RUNTIME ENVIRONMENTS

The SixDesk environment [46] is the simulation frame-
work used to manage and control the large amount of in-
formation necessary for, and produced by, SixTrack studies
of dynamic aperture. It supports CERN batch systems [47]
as well as the BOINC platform for volunteering computing
available at the LHC@Home project [7]. The SixDeskDB
post-processing tool collects data from SixDesk, performs
post-processing analysis, and prepares reports and plots.
It also offers a Python API for interactive analysis. Simi-
larly to the SixTrack code, the SixDesk environment and
SixDeskDB are continuously updated, extending the cover-
age of the studies and keeping the environment up to date
with the latest developments in the CERN IT infrastructure.

LHC@Home and the CERN Batch System

Volunteer computing has been used successfully at CERN
since 2004 with the LHC@Home project; it has provided
additional computing power for CPU-intensive applications
with small data sets, as well as an outreach channel for CERN
activities. LHC@Home started off with SixTrack, which had
been successively ported from mainframe to supercomputer
to emulator farms and PCs. In order to run on the largest
number of volunteer computers, SixTrack is compiled for
the most common operating systems, architectures, and CPU
instruction sets.

In terms of computing power provided by the volunteers to
LHC@home, the system is capable of handling 1×105 tasks
on average, with peaks of 3.5 × 105 tasks simultaneously
running on 2.4×104 hosts observed during SixTrack intense
simulation campaigns (see Figure 3). Every SixTrack task
is run twice to eliminate random host errors and minimise
the impact of a failing host. The LHC@Home capacity
available for SixTrack can be compared to the average of
2.5 × 105 running tasks on 1.4 × 105 processor cores in the
CERN computer centre, which is fully loaded with tasks
from analysis and reconstruction of collisions recorded by
LHC experiments, and has limited spare capacity for beam
dynamics simulations.

The CERN batch system is presently managed by means
of the HTCondor [48] package. Contrary to BOINC, most
suitable for a steady stream of work units, the CERN batch
system provides users with a responsive computing resource.
Also, contrary to LHC@Home, no redundancy is imple-
mented during task submission since the code run in a con-
trolled environment, although very rarely hardware errors
do appear in the results.
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Figure 3: Summary of tasks and users during the last two years (upper frame: 2017; lower frame: 2018 to date) of the
SixTrack application in the LHC@Home project. The number of users tends to increase, with the number of tasks absorbing
most of the time all pending tasks.

Developments
One of the main development lines of SixDesk is porting

the collimation studies to the BOINC platform for volunteer
computing. This entailed a thorough revision of the collima-
tion part, currently on-going, to make results numerically
stable and reproducible across platforms. The possibility
to interrupt and restart the computation (check-point/restart
capability), which is essential to run on BOINC, is being
added as well.

Other lines of development include: the addition of new
parameters for dedicated scans of dynamic aperture; the pos-
sibility of running chains of jobs in BOINC, for simulating
extended periods of beam time in the ring; a pre-filtering
stage of submission to the CERN batch system prior to sub-
mission to BOINC, to avoid short tasks, with consequent
inefficient use of volunteer resources, like bandwidth and
time.

SixTrackLib
In the context of single-particle simulations, tracking re-

quires no interaction between the calculations carried out for
particle pi and pj,i from a set of N particles. The memory
requirements for representing each pi typically ranges from
101 to 103 Bytes. The machine description can, over a single
turn, be considered constant, although different elements
and sections of the ring require a different amount of local re-
sources. Still, SixTrack presents itself as an ideal candidate
for a parallel implementation: strongly CPU bound with in-
herent parallelism and resource requirements not inherently
scaling with the number of parallel processes.

Introducing parallelism into a mature code-base like Six-
Track, even from such a favourable starting point, is challeng-

ing. It entails a high levels of complexity due to competing
paradigms and concepts of parallel computing. In particu-
lar, a fast-changing technological landscape in combination
with a diverse, multi-vendor and long-tailed selection of
hardware available via initiatives like LHC@Home [7], as
well as the realities of limited development resources are
the main decision-making factors. These and other con-
straints motivated the design and ongoing development of a
new, stand-alone library providing the core functionality of
SixTrack.

SixTrackLib [49] is an open-source library developed
from scratch using C and C++, allowing users to off-load the
particle tracking onto supported HPC resources. As of this
writing, it provides a) a representation for a set of particles;
b) a set of beam-elements (drifts, multipoles, cavities, 4D
and 6D beam-beam elements, etc.); c) a set of maps describ-
ing the tracking of the particles over the beam-elements; d) a
dedicated generic buffer for managing and transferring data
to the computing nodes; e) implementations and abstractions
for different computing environments (auto-vectorized CPU
code, OpenCL [50], CUDA [51]); f) high-level APIs in C,
C++ and (under development) Python.

The chosen design allows for the complete separation of
business logic from the modelled physics, allowing the latter
to be shared across all architectures. Maps and tracking
functions are implemented in a sub-set of the C99 language,
in terms of the provided abstractions. The physics parts are
exposed to the user in a modular and header-only fashion,
allowing to tap into SixTrackLib under a wide-range of use
cases currently out of reach for a stand-alone application
such as SixTrack.
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First simulations and tests prove the feasibility of the ap-
proach and reproduce results delivered by SixTrack. Perfor-
mance analysis confirms that the main limiting factors for
performance and scalability are: a) the finite availability of
resources such as registers and high-bandwidth/low-latency
memory on computing nodes; b) the ability to compensate
for any occurring latencies by having enough parallel tasks
scheduled to prevent computing units from stalling or idling.

Consider for example the simulation of 1 ≤ N ≤ 107 par-
ticles on a lattice with 18657 beam-elements, representing
the LHC without beam-beam interactions. Evaluating Six-
TrackLib on a CPU-based OpenCL implementation (Intel
Xeon E5-2630 20x2.2 GHz hyper-threads) and a range of
high-end GPUs (NVIDIA Tesla V100 PCIe 16GB GPU)
as well as consumer-grade GPUs (NVIDIA GTX 1050Ti
4GB, AMD RX560 4GB) demonstrates parallel speed-ups
approaching (for large N) factors of 101 to and exceeding
102 (Fig. 4).

Figure 4: Benchmarking results of a LHC study using Six-
TrackLib on different target hardware. Increasing the com-
plexity of the parallel code by enabling beam-beam elements
(BB), but not using them, leads to decreased performance
on GPUs, but not on CPU-based systems.

While enabling code-paths for handling beam-beam in-
teractions in the parallel tracking code leads, unsurprisingly,
to virtually no change on CPU-based systems, the increased
complexity and pressure on resources impairs the perfor-
mance on all studied GPU systems (cf. results in Fig. 4
labelled with (BB)). On lattices actually featuring complex
features like beam-beam elements, this observation moti-
vates studying ways to split the monolithic parallel code into
smaller specialised blocks and to execute these blocks in
sequence, thereby trading in synchronisation and dispatch-
ing overheads for a potentially better utilisation of hardware
resources.

CONCLUSIONS
The SixTrack tracking code is the main code used to sim-

ulate long-term stability, collimation cleaning, and machine
failure scenarios in the LHC, SPS and FCC due its unique
features of speed and integration with HPC resources. It

comes with a fully developed running environment to per-
form easily the massive numerical simulations that include
scans on beam and ring parameters and the option of using
different computing resources, from standard batch services
to volunteer computing.

In spite of its maturity, SixTrack is still in an intense
development phase. On the short time scale, it is planned to
merge into a single code the features that were developed in
the framework of the studies of the LHC collimation system.
On a longer time scale, the main lines of development include
tighter integration of existing features, interoperability with
other codes, and deployment on new architectures such as
GPU.
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Abstract
The Super Proton Synchrotron (SPS) at CERN, the Large

Hadron Collider (LHC) injector, will be pushed to its limits
for the production of the High Luminosity LHC proton beam
while beam quality and stability in the longitudinal plane are
influenced by many effects. Particle simulation codes are
an essential tool to study the beam instabilities. BLonD, de-
veloped at CERN, is a 2D particle-tracking simulation code,
modelling the longitudinal phase space motion of single and
multi-bunch beams in multi-harmonic RF systems. Com-
putation of collective effects due to the machine impedance
and space charge is done on a multi-turn basis. Various
beam and cavity control loops of the RF system are imple-
mented (phase, frequency and synchro-loops, and one-turn
delay feedback) as well as RF phase noise injection used for
controlled emittance blow-up. The longitudinal beam stabil-
ity simulations during long SPS acceleration cycle (∼20 s)
include a variety of effects (beam loading, particle losses,
controlled blow-up, double RF system operation, low-level
RF control, injected bunch distribution, etc.). Simulations
for the large number of bunches in the nominal LHC batch
(288) use the longitudinal SPS impedance model containing
broad and narrow-band resonances between 50 MHz and
4 GHz. This paper presents a study of beam stabilisation in
the double harmonic RF system of the SPS system with re-
sults substantiated, where possible, by beam measurements.

INTRODUCTION
The High-Luminosity Large Hadron Collider (HL-LHC)

project [1] is the next milestone at CERN for the LHC and
its experiments. The linac and the three synchrotrons in
the injector chain will be upgraded to enable the production
of HL-LHC proton beam with a bunch intensity Nb twice
that of the current setup, as specified by the LHC Injector
Upgrade (LIU) project [2].

The LIU target for the SPS, the LHC injector, is to pro-
duce four batches of 72 bunches spaced by 25 ns with an
intensity of 2.4 × 1011 particles per bunch (ppb), each batch
separated by 225–250 ns. Large particle losses, increasing
with intensity, are observed at the SPS flat bottom [3] and
multi-bunch longitudinal instabilities limit the ability to in-
crease the bunch intensity [4]. The maximum bunch length
allowed for the extraction to the LHC injection is fixed at
1.9 ns with an average value along the batches of 1.65 ns.

To reach the LIU target, major upgrades are necessary.
The SPS RF system will have more cavities, more power

∗ joel.repond@cern.ch

available and a better control of the beam loading through
the low-level RF control loops (LLRF). Moreover, the lon-
gitudinal beam-coupling impedance of the machine will be
reduced, but the baseline improvements may be insufficient
to ensure beam stability at HL-LHC intensities [4]. Further
impedance reduction would be useful but is limited by tech-
nical and budget considerations. Therefore, different ways
of enhancing beam stability also have been investigated.

Currently, to provide a good quality beam to the LHC, a
second RF system operating at 800 MHz supports the main
200 MHz RF system of the SPS. It increases the synchrotron
frequency spread inside the bunch and provides more effec-
tive Landau damping of beam instabilities [5]. The longi-
tudinal beam dynamics of the bunch train in the SPS is, in
general, too complex to be treated with analytical estima-
tions for instability growth rates in a single RF system. The
double RF system and the large number of contributors to
the impedance make particle tracking simulations a power-
ful tool in the analysis of instability mechanisms. Moreover,
beam measurements in conditions close to those after LIU
upgrade cannot be achieved since the present RF system is
limited in power for LIU beam intensities. Predictions of
future performance and longitudinal instability thresholds
rely mainly on numerical simulations.

The particle tracking simulation code BLonD (Beam
LONgitudinal Dynamics) [6] was used to study effects of
the second RF system on beam stability and results are sub-
stantiated with beam measurements where available. In the
first part of the paper we present the simulation code and
the features of the SPS simulations. Then, the effects of
the 800 MHz RF system on beam stability at flat top are
investigated. Very promising results have been obtained in
simulation at highest energy but they cannot be applied at
flat bottom as explained in the third part of the publication.
Finally, the goal was to find an optimum RF program for
the 800 MHz RF system during the full acceleration cycle
to enhance beam stability, and results are presented in the
last part.

FEATURES OF PARTICLE TRACKING
SIMULATIONS IN THE SPS WITH BLOND

Developed at CERN, BLonD is a 2D particle tracking
simulation code, modelling the longitudinal phase space
motion of single and multi-bunch beams in multi-harmonic
RF systems [6]. The particle motion is tracked through
a sequence of longitudinal energy kicks and drifts. The
equations of longitudinal motion are discretised in time on
a turn-by-turn basis with a time step equal to the revolution
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period Trev which is 23.1 µs in the SPS. Collective effects
are taken into account by computing the induced voltage for
a given impedance source, possibly on a multi-turn basis,
added to the RF voltage. Various beam control loops of
the LLRF system are tailor-made for each of the CERN
synchrotrons; for example, the phase, frequency and synchro-
loops, the one-turn delay feedback and the RF phase noise
injection used for controlled emittance blow-up. The code is
initially written in Python but the computationally intensive
parts are optimized in C++ [7]. It has been benchmarked
against measurements in different CERN accelerators [3,8,9]
and also against other simulations codes like PyOrbit [10],
Headtail [11] and ESME [12]. The code has been proven to
be reliable and is now used to study performance of rings at
CERN and even outside the laboratory.

Applied to the SPS, BLonD is an efficient tool in inves-
tigating instability mechanisms. There are many features
which can be added in BLonD simulations, these include:
the beam-coupling longitudinal impedance model, the large
number of bunches in the beam, the bunch distribution de-
fined by the injector, the double RF operation, the LLRF
controls. During a nominal SPS cycle, four batches are in-
jected every 3.6 s from the Proton Synchrotron (PS) with a
synchronous momentum ps of 25.92 GeV/c during the flat
bottom which lasts 11.1 s. Then the beam is accelerated in
8.3 s to 451.15 GeV/c and is extracted to the LHC after half a
second. Usually, only 72 bunches (or less) can be simulated
because batches are weakly coupled by the SPS impedance
sources [13], this keeps the computational time reasonable.
At flat bottom, the bunch distribution defined by bunch ro-
tation in the PS [14] leads to a full bucket and particle loss
during direct bunch-to-bucket transfer [3]. The space-charge
effect is not negligible at the injection energy [15] and is
always included to the full SPS impedance model in the sim-
ulations. Other effects which impact beam stability during
the cycle are the beam loading in the 200 MHz RF Travelling
Wave Cavities (TWC), the particle loss, the controlled emit-
tance blow-up applied during acceleration and the action of
low-level RF controls.

SPS Longitudinal Impedance Model
The longitudinal SPS impedance model contains broad

and narrow-band resonant modes between 50 MHz and
4 GHz [2, 16, 17], see Fig. 1.

The major contributors to the impedance model are the
200 MHz TWC. Both the accelerating and High Order
Mode (HOM) bands contribute significantly. The funda-
mental pass-band impedance is reduced by the one-turn
delay feedback and the feedforward whereas the HOM band
at 630 MHz is damped by means of RF couplers. The two
cavities at 800 MHz used for beam stability are of travelling-
wave type and are included in the impedance model. The
model also contains the kicker magnets with broad-band
impedance, vacuum flanges and other vacuum equipment act-
ing mainly at high frequencies (above 1 GHz). Many smaller
contributions from beam instrumentation devices, resistive
wall impedance, and space-charge are also included. The

Figure 1: Longitudinal impedance model for the present
configuration of the SPS. The contributions from the RF
cavities, the vacuum flanges and the kicker magnets are also
shown separatly [2, 16, 17].

impedance of all these devices has been stimulated and/or
measured over many years.

To simulate the collective effects arising from the cur-
rent impedance model, careful convergence study has been
performed and the best available results are presented. A
large number of macroparticles (usually 106 per bunch) are
needed with a sufficient number of points in the wakefield
calculation in frequency domain [9].

Double RF Operation in the SPS
The second SPS RF system operates at 800 MHz as a

Landau system and is necessary to ensure stability of the
LHC beam from intensity three times lower than nominal
(1.15 × 1011 ppb). If the amplitudes of the 200 MHz and
800 MHz voltage are respectively V200 and V800, the total
voltage provided to a particle at phase φ is

V(φ) = V200 [sin φ + r sin(nφ + φ800)] , (1)

where r = V800/V200 and n = h800/h200 = 4 is the ratio
of the harmonic numbers. The relative phase φ800 has a
big impact on the synchrotron frequency distribution and
can be determined to maximise the synchrotron frequency
spread in the bunch center. At a given time in the cycle, the
synchronous phase in a single RF system φs0 is linked to the
energy gain of the synchronous particle δEs by

δEs = V200 sin φs0. (2)

For the same energy gain δEs , the synchronous phase φs in
double RF is related to φs0 by

sin φs0 = sin φs + r sin(nφs + φ800). (3)

The synchrotron frequency in the bunch center fs(0) =
ωs(0)/2π is modified by the second RF as follow

ω2
s(0) =

ω2
s0(0)

cos φs0
[cos φs + r n cos(nφs + φ800)], (4)

where ωs0(0) is the synchrotron angular frequency in single
RF. The value of φ800 maximising the synchrotron frequency
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spread is determined by Eq. (4) and the new synchronous
phase is found from Eq. (3). At flat bottom or flat top in
the SPS (above transition energy), φs0 = φs = π. Two
possible value of φ800, 0 and π, maximise the synchrotron
frequency spread. The first one (φ800 = 0) is called the
Bunch Lengthening Mode (BLM) and the second (φ800 = π)
is called the Bunch Shortening Mode (BSM). The names
come from the effect these two modes have on the bunch
length for n = 2.

The synchrotron frequency distribution can be written as
a function of the single particle emittance (action variable).
This emittance corresponds to the area enclosed by the parti-
cle trajectory in phase space and is measured usually in eVs.
For n = 4, depending on the voltage ratio and the phase
between both RF systems, the derivative of the synchrotron
frequency distribution goes to zero and a plateau appears in
the distribution, see Fig. 2. Particles in this region develop
a large coherent response [18]. The Landau damping is lost
and instabilities can be triggered by any perturbation.

In the nominal operation of the SPS, the BSM is used be-
cause only this configuration provides beam stability during
ramp. The nominal bunch emittance is small enough to stay
away from the plateau of the synchrotron frequency distri-
bution for operational values of the voltage ratio (r = 0.1).
This is not true in BLM where the flat portion appears for
emittances smaller than nominal. The situation is also dif-
ferent at flat bottom where bunches are longer compared to
flat top. During the cycle, the relative phase of the 800 MHz
RF system is approximated in BSM by φ800 = π − 4φs0 [5].

EFFECT OF 800 MHz RF SYSTEM ON
BEAM STABILITY AT SPS FLAT TOP

At high intensity, coupled-bunch instabilities are observed
during the ramp. The mitigation measures for impedances
giving the lowest stability threshold have been identified [4],
but other possible cure also have been investigated, see, for
example, [19]. The optimisation of the 800 MHz operation
is one of them.

The intensity threshold, for constant emittance, increases
with the relative synchrotron frequency spread [18], which
is increased by a larger ratio r. For higher voltage ratios
up to 0.3, bunches with nominal emittance (0.6 eVs after
controlled emittance blow-up) are not affected by the flat
portion of the synchrotron frequency distribution, see Fig. 2,
and beam stability is improved when the voltage ratio in-
creases. This effect has been seen in simulations and then
tested in measurements. A batch of 12 bunches was used in
measurements to be able to accelerate high intensity bunches
since for 72 bunches the beam loading is too high for the RF
power available. In this experiment, the nominal emittance
of 0.35 eVs was used without controlled emittance blow-up
during ramp. Figure 3 shows the average bunch length at flat
top with error bars representing the maximum and minimum
bunch length measured along the batch as a function of the
bunch intensity in the case r = 0.1 (a) and r = 0.25 (b),
kept during whole cycle. In the first case, large oscillations

Figure 2: Synchrotron frequency distribution for the double
RF system (n = 4) in BSM at SPS flat top as a function of the
single particle emittance. For different values of the voltage
ratio r, the frequencies are normalized by the synchrotron
frequency in the bunch center computed for r = 0. The
200 MHz voltage is V200 = 7 MV. The vertical black line
indicates the nominal bunch emittance at flat top (0.6 eVs).

(a) r = 0.1 (b) r = 0.25

Figure 3: Average bunch length at flat top measured for
batches of 12 bunches with nominal emittance (0.35 eVs).
The error bars represent the maximum and minimum bunch
length measured along the batch. The cases r = 0.1 (a)
and r = 0.25 (b), kept during whole cycle, are presented.
The 200 MHz voltage at flat top is 7 MV and feedback and
feedforward were activated during whole cycle.

are observed for higher bunch intensity (Nb > 2.2 × 1011)
which are suppressed when r = 0.25. The bunch length is
computed from the Full Width at Half Maximum (FWHM)
of the bunch profile, rescaled to 4σ assuming a Gaussian
bunch. Since the measured stability threshold is reproduced
at flat top in simulations of 12 bunches (see [20]), simula-
tions are then used to study the effect of the 800 MHz RF
system on beam stability with a nominal batch containing
72 bunches. Operation also confirms the increase of beam
stability with a larger voltage ratio r only on flat top.

Simulated Intensity Threshold for 72 Bunches
The instability threshold is at a minimum value at flat

top. The simulations were done at a constant momentum
of 451.15 GeV/c. Bunches which do not become unstable
during acceleration can be considered as matched to the RF
bucket with intensity effects at flat top. Then, 72 bunches
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spaced by 25 ns were generated with a bunch distributions
matched to the RF bucket including intensity effects and
parameters in agreement with measurements. The bunch
distribution has the form of the binomial function

F(J) = F0

(
1 −

J
J0

)µ
, J ∈ [0, J0], (5)

where J = 2πε is the action with ε being the bunch emit-
tance. The emittance is computed in simulation by integrat-
ing the unperturbed potential well over the 4σ Gaussian
bunch length obtained from the FWHM of the bunch profile;
J0/2π is the initial bunch emittance and µ = 1.5 was cho-
sen, in agreement with measurements. Bunch emittance and
intensity values were scanned to obtain the stability map.

The transient beam loading in the main 200 MHz RF sys-
tem saturates quickly after injection and in the stationary
regime, the impedance of the 200 MHz harmonic is reduced
by the one-turn-delay feedback and feedforward by 20 dB,
in agreement with measurements [3]. The present SPS
impedance model has been used. The maximum voltage
at 200 MHz was 7 MV for all intensities. Due to beam load-
ing, the available voltage is intensity dependent and 7 MV
can be obtained only at intensities comparable to nominal.
However, the goal was to observe the effect of the fourth
harmonic RF system; the power limitation will be raised
in future. The simulated time at flat top was two seconds
(compared to the 500 ms in the SPS operation) to observe
slowly growing instabilities. However, in relevant intensity
range, up to 2.5 × 1011 ppb, the multi-bunch instabilities are
violent and appear before half a second. The ratio r was var-
ied between 0.1 and 0.3. Larger values were not considered
due to hardware limitations. A maximum ratio of 0.1 will
be achievable for HL-LHC intensity after RF upgrades since
the 200 MHz voltage at flat top will be increased to 10 MV.
Figure 4 shows a good agreement of simulations with the
reference measurements for the nominal case (r = 0.1) [4]
and demonstrates that the SPS is already pushed to its limits
for a batch of 72 bunches. Increasing the voltage ratio on
flat top up to r = 0.3 improves the stability threshold. For
the largest value, the intensity limit is increased by 150%.
Simulations for situations after LIU upgrade also show that
an increase of the voltage ratio can improve the stability
threshold even beyond the scope of the HL-LHC project.
However, other limitations will start to play a role—beam
loading in the 200 MHz RF system for example.

EFFECT OF 800 MHz RF SYSTEM ON
BEAM STABILITY AT FLAT BOTTOM
The significant improvement of beam stability with a

larger voltage ratio r cannot be obtained at flat bottom. In this
case, some particles within the nominal injected emittance
have a region in synchrotron frequency where the derivative
goes to zero. With V200 = 4.5 MV, a flat portion in syn-
chrotron frequency distribution appears for the voltage ratio
above r = 0.15, see Fig. 5. Measurements also show larger
bunch length oscillations at flat bottom when the voltage
ratio r is increasing, see Fig. 6. For a ratio r = 0.25, the

Figure 4: Simulated stability threshold at flat top as a func-
tion of the bunch length for 72 bunches spaced by 25 ns. The
longitudinal impedance model (Fig. 1) is used. V200 = 7 MV
and V800 = r V200. A reference measurement for four batches
with 72 bunches spaced by 25 ns is included [4], as well as
the LIU intensity target. The maximum amplitude of the
bunch length oscillations during cycle (normalised by the
average) was used as a criterion to separate stable from un-
stable beams.

Figure 5: Normalised synchrotron frequency distribution
for the double RF system in BSM at SPS flat bottom, as a
function of the emittance for different value of the voltage
ratio r . The 200 MHz voltage is V200 = 4.5 MV. The vertical
black line indicates the nominal bunch emittance of 0.35 eVs.

bunch length oscillations increase compared to the lower
value r = 0.1. Larger losses also appear at the start of
acceleration.

When the feedback and feedforward were deactivated
during whole cycle, a beam instability has been observed
at flat bottom for different bunch train at lower intensity,
comparable to nominal. The instability is likely caused by
the impedance of the 200 MHz main harmonic which will
be further reduced after planned RF upgrades. However, if
another impedance source contributes to the instabilities, the
800 MHz RF system will lack efficiency to mitigate it, since
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(a) r = 0.1 (b) r = 0.25

Figure 6: Average bunch length at flat bottom measured for
batches of 12 bunches with nominal emittance (0.35 eVs).
The error bars represent the maximum and minimum bunch
length measured along the batch. The cases r = 0.1 (a) and
r = 0.25 (b), kept during whole cycle, are presented. The
200 MHz voltage at flat bottom was 4.5 MV, feedback and
feedforward were activated during whole cycle.

the bucket is full. With the one-turn delay feedback and
feedforward activated at flat bottom, it has been observed
that a voltage ratio of 0.1 provides better stability for trains
of 48 bunches with intensities above nominal. To remove
the plateau in the synchrotron frequency distribution, it is
also possible to shift the relative phase φ800 away from the
BSM. Improvements of the stability threshold with a phase
shift have been shown in simulations [21]. However, the
longitudinal acceptance, already full, is reduced.

The intensity thresholds measured for batches of
12 bunches without feedback and feedforward are presented
in Fig. 7. First, simulations have been carried out with
bunches matched to the RF bucket (with intensity effects).
The maximum amplitude of the bunch length oscillations
during cycle (normalised by the average) was used as a cri-
terion to separate stable beam from the unstable one and
similarly in measurements. As one can see in this case, the
stability limit is far above the measured one. The simulations
done with realistic bunches gave much better results. This
indicates that the bunch distribution defined by the injector
has a large effect on the instability occurring during the 10 s
flat bottom cycle. The realistic distribution is defined by the
bunch rotation in the PS and has an S-shape [3]. Particles
completely fill the RF bucket after filamentation and result-
ing bunch profile has larger components interacting with the
high frequency part of the machine longitudinal impedance.

The bunch distribution after rotation was generated by
simulations in the PS without intensity effects. Bunches
were matched at PS flat top with the distribution from Eq. (5)
using a large number of macroparticles (3.6 × 107). The
nominal RF program for bunch rotation in the PS is used.
Then, each of the 12 bunches in the SPS are generated as
a subset of one million macroparticles randomly selected.
Simulations are compared with measurements done in single
RF in Fig. 8. The measured stability threshold is reproduced
if the rotated bunch distribution is used in simulation. The
double RF operation with a voltage ratio r = 0.1 does not
improve the beam stability.

Figure 7: Stability threshold at flat bottom as a function of
the bunch length after filamentation for 12 bunches matched
to the RF bucket with intensity effects. The 200 MHz voltage
is 4.5 MV and r = 0 (SRF), feedback and feedforward are
deactivated. The longitudinal impedance model (Fig. 1) is
used. Beam measurements in the same configuration are
included. For simulations, colours of circles correspond to
the maximum amplitude of the bunch length oscillations
during cycle normalised by the average.

Figure 8: Intensity limit of 12 bunches as a function of the
bunch length after filamentation at flat bottom. The bunch
distribution is generated by simulations of the rotation in the
PS. The single RF case (SRF) is compared with the intensity
threshold measured under the same conditions. The results
for double RF operation (DRF, r = 0.1) are also shown. The
feedback and feedforward were deactivated. For simulations,
colours of circles correspond to the maximum amplitude of
the bunch length oscillations during cycle normalised by the
average.

Different values of µwere used for the bunch generation in
the PS. Figure 8 presents the results with µ = 1 from Eq. (5)
but similar stability limits are obtained for larger value of µ
up to 2. Larger values of µ have been also studied and the
intensity threshold decreases significantly. Assuming that
the flat bottom instability can be cured by the one-turn delay
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Figure 9: Maximum bunch emittance εmax during cycle for
different voltage ratios r , where εmax is the critical emittance
defined by Eq. (6) if it exists or the bucket area otherwise.
The two horizontal lines show the nominal emittances at flat
bottom (0.35 eVs) and at flat top (0.6 eVs).

feedback and feedforward systems, to improve the beam
stability during all the cycle the voltage ratio should be kept
at low value (r ≤ 0.1) at flat bottom and increased during
acceleration to reach the largest value at flat top.

VOLTAGE OPTIMISATION DURING
CYCLE

To determine an optimal voltage ratio during cycle, we
define the critical emittance

εc = min{0 < ε ′ ≤ A such that
∂

∂ε
fs(ε = ε ′) = 0}, (6)

where A is the bucket acceptance. If εc exists, the syn-
chrotron frequency distribution has a plateau and εc is the
maximum allowed bunch emittance εmax . If εc does not
exist, the maximum emittance is the acceptance. The syn-
chrotron frequency and its derivative are computed numeri-
cally during cycle without intensity effects. The evolution
of εmax is shown for different voltage ratios in Fig. 9.

A voltage ratio r ≥ 0.15 at flat bottom creates a plateau
in the synchrotron frequency distribution for the nominal
emittance, so the voltage ratio was fixed to r = 0.1. During
acceleration, after 16 s (before blow-up), r can be increased
to 0.15 and after 18 s the ratio can be increased to 0.25.
The resulting voltage program is plotted in Fig. 10. These
settings have been tested in real conditions with up to four
batches of 12 bunches and improvement of beam stability
was demonstrated for two different SPS optics (Q20 and
Q22).

However, one should also keep in mind that intensity ef-
fects modify the synchrotron frequency distribution. In sim-
ulations for high intensity (2.3 × 1011 ppb) the synchrotron
frequency distribution is affected by the induced voltage dif-
ferently for each bunch. The frequency at zero amplitude is
reduced by 4% for the first bunch and by 11% for the twelfth
bunch. As a next step in the optimisation of the voltage

Figure 10: Optimised voltage ratio r between the two SPS
RF systems during acceleration cycle for the LHC proton
beam.

program, the collective effects could be taken into account
in the design of the voltage program.

CONCLUSION
The fourth harmonic RF system is one of the main cures

of beam instabilities in the SPS. Simulations have shown the
possibility to significantly (by 150%) improve the stability
threshold at flat top by increasing the voltage ratio between
main and fourth harmonic RF systems. In the present op-
eration, the voltage ratio of two RF systems is fixed at 0.1
during whole cycle. At flat bottom, larger bunch length
oscillations are observed when the intensity increases up
to 2.5 × 1011 ppb with voltage ratios larger than r = 0.1.
They are caused by the plateau in the synchrotron frequency
distribution. If the voltage ratio r = 0.1 is used at flat bot-
tom and increased during ramp to reach r = 0.25 at flat top,
the stability threshold is improved. The stability enhance-
ment with these settings has been demonstrated in operation
with four batches of 12 bunches for an injected intensity of
Nb = 2.3 × 1011 ppb.
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A FULL FIELD-MAP MODELING OF CORNELL-BNL
CBETA 4-PASS ENERGY RECOVERY LINAC∗

F. Méot†, N. Tsoupas, S. Brooks, D. Trbojevic, BNL C-AD, Upton, NY, USA
J. Crittenden, Cornell University (CLASSE), Ithaca, NY, USA

Abstract
The Cornell-BNL Electron Test Accelerator (CBETA),

a four-pass, 150 MeV energy recovery linac (ERL), is now

in construction at Cornell. Commissioning will commence

in March 2019. A particularity of CBETA is that a single

channel loop recirculates the four energies (42, 78, 114 and

150 MeV). The return loop arcs are based on fixed-field alter-

nating gradient (FFAG) optics. The loop is comprised of 107

quadrupole-doublet cells, built using Halbach permanent

magnet technology. Spreader and combiner sections (4 in-

dependent beam lines each) connect the 36 MeV linac to the

FFAG arcs. We introduce here to a start-to-end simulation

of the 4-pass ERL, entirely, and exclusively, based on the

use of magnetic field maps to model the magnets.

INTRODUCTION
The Cornell-BNL Electron Test Accelerator (CBETA),

a four-pass, 150 MeV energy recovery linac (ERL), is now

in construction at Cornell. A particularity of CBETA is in

its single channel loop recirculating four energies, 42, 78,

114 and 150 MeV, four-pass up, four-pass down. The return

loop arcs (FA-TA and TB-FB sections, Fig. 1) are based

on fixed-field alternating gradient (FFAG) optics. The loop

is comprised of 107 quadrupole-doublet cells, built using

Halbach permanent magnet technology. Spreader (SX) and

combiner (RX) sections (4 independent beam lines each)

connect the 36 MeV linac to the FFAG arcs. This paper

introduces to a start-to-end simulation of the 4-pass ERL,

entirely, and exclusively, based on the use of magnetic field

maps to model the magnets, now under development in view

of the commissioning of CBETA which will commence in

March 2019.

The OPERA field maps of the return loop Halbach mag-

nets are produced at BNL. The OPERA field maps of most of

the spreader and combiner line conventional electro-magnets

are produced at Cornell.

Why Use Field Maps?
There is a variety of reasons for that:

• All necessary material is available or will soon be: the

return loop Halbach magnet field maps have been pro-

duced during the design [1], the spreader and combiner

section conventional magnet field maps (dipoles and

quadrupoles) are under production. Thus, as it yields

highest simulation accuracy, why not just do it? And,

∗ Work supported by Brookhaven Science Associates, LLC under Contract

No. DE-AC02-98CH10886 with the U.S. Department of Energy
† fmeot@bnl.gov

Figure 1: CBETA 150MeV ERL [2]. The linac is 36MeV,

four different energies circulate concurrently in the single-

channel return loop: 42, 78, 114 and 150MeV (hence, 4

spreader (SX) and recombiner lines (RX), at linac down-

stream and upstream ends, respectively).

in passing, forget about questionable mapping approxi-

mations.

• FFAG experience dictates to do so: as early as in the

1950s, Frank Cole wrote on the virtues of the use of

field maps and Runge-Kutta ray-tracing in designing

and operating the MURA scaling FFAG rings [3]:

“[...] digital computation to explore nonlinear problems
in spiral-sector orbits. This was not done by mapping in
the usual sense of the term, but by step-by step integra-
tion of the equations of motion, using the fourth-order
Runge-Kutta method. It was a marvelous productive
year for the [MURA] group.”;
Kyushu University and KURRI 150MeV scaling FFAG

proton rings (amongst others in Japan) were designed,

and are operated, using 3D OPERA field maps of the

cell dipoles [4]; the RACCAM spiral FFAG dipole

constructed and measured in 2009 was designed and

optimized, successfully, based on field map simula-

tions [5–7]; the optics of the EMMA linear FFAG ring

accelerator at Daresbury (CBETA arc cell is similar to

EMMA’s) was studied using OPERA field maps of its

QF-QD cell magnets [8].

• Using field maps yields closest-to-real-life modeling of

the Halbach doublets return loop, over the all 8 passes

(4 accelerated, 4 decelerated).

Now, themethodmust be validated. This will be discussed

here and includes showing the feasibility of

• using separate field maps, especially of the QF and BD

focusing quadrupole and combined function defocusing

dipole in the return loop,

• including field overlapping between neighboring mag-

nets, all along the return loop,

• and accounting for iron yoke corrector magnets super-

imposed on the Halbach magnets.
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The interest of using separate fieldmaps is in the flexibility

in the modeling, allowing in particular,

• independent fine-tuning of QF, QD and BD Halbach

magnet strengths,

• an independent power-supply knob for each corrector

field map,

• the possibility of independent field and positioning er-

rors and compensation,

• easier connection between CBETA sectors (FA, TA,

ZA, etc., Fig. 1).

OVERVIEW
The rest of this technical note consists in a series of figures

with self-explanatory captions (Figs. 2–14), together with

some comments and sample input data lists to the ray-tracing

code used in this modeling of CBETA [9,10]. This Section

gives an overview of the methods and present outcomes.

This is a work in progress, thus this note will conclude

on partial completion, the plan being to have a complete

simulation in due time, in particular a 1-pass up, 1-pass

down loop ready for the start of the commissioning.

Note that the code used is under development at Radi-

asoft [11], which includes its installation in the SIREPO

environment [12]. Figure 2 shows preliminary aspects of

the latter, more is to come in near future.

OPERA Simulation of CBETA Arc Cell

Figure 2: Layout of the CBETA 42MeV pass, in SIREPO

environment [12].

Figure 3: CBETA FFAG QF-

BD cell in the FA and FB sec-

tions of the arcs (Figs. 1, 4). Figure 4: SX and FA-TA arc.

Optical sequence of the arc cell (Fig. 3) in Zgoubi, case
of a single full-cell field map:

0.0 0.1 0.2 0.3 0.4
-.03

-.02

-.01

0.0

0.01

0.02

0.03  x (m)                           

  s (m)            42                    

       78                    

       114                   

       150                   

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 1.6

 1.8

 2

 2.2

 0  5  10  15  20  25  30  35  40  45
 0.095

 0.1

 0.105

 0.11

 0.115

 0.12

x
,
 

y
 
(
m
)

D
x
 
(
m
)

s (m)

 x  y  Dx

Figure 5: An energy scan of the orbits across the arc cell,

including the 4 design energies (left) and the 42MeV opti-

cal functions (right), derived from the OPERA field maps

modeling of the QF and BD Halbach megnets.

Figure 6: Top: the OPERA field map of a full cell is com-

puted from the middle QF-BD doublet of a series of three,

to ensure periodicity of the field. Middle: the resulting mid-

plane field across the cell, samples taken at various distances

x from the cylinder axis. Bottom: mid-plane field across the

magnets, at various distances x from the cylinder axis, case

of separate computation of the two field maps.

’TOSCA’ QF+BD
0 0
-9.69871600E-04 1.000 1.000 1.000
HEADER_8 ZroBXY
451 83 27 15.1 1.
3cellFieldMap.table
1 -508.5 44.49 2.2E4 ! MOTION BOUNDARY
2
.2
2 0.000 0.000 0.000
’CHANGREF’
XS -0.678391 YS -1.8870962 ZR -5.0

Optical sequence of the arc cell (Fig. 3) in Zgoubi, case
of separate QF, BD maps:

’DRIFT’
6.15
’DRIFT’

-18.35 ! =(50cm - 13.3cm)/2 (50cm is field map extent)
’TOSCA’ QF
0 0
-9.76E-04 1. 1. 1.
HEADER_8 ZroBXY
501 83 1 15.1 1.
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QF-3D-fieldMap.table
0 0 0 0
2
.2
2 0.00E+00 0.00E+00 0.00E+00
’DRIFT’
-18.35 ! =(50cm - 13.3cm)/2 (50cm is field map extent)
’DRIFT’ ED1
1.2
’CHANGREF’ CORNER
ZR -2.50
’DRIFT’ BPM
4.2
’CHANGREF’ CORNER
ZR -2.50
’DRIFT’ ED1
1.2
’DRIFT’
-18.9 ! =(50cm - 12.2cm)/2 (50cm is field map extent)
’TOSCA’ BD
0 0
-9.76E-04 1.00E+00 1.00E+00 1.00E+00
HEADER_8 ZroBXY
501 83 1 15.1 1.0
BD-3D-fieldMap.table
0 0 0 0
2
.2
2 0. -.019 0. ! Y-offset -0.019cm = inward
’DRIFT’
-18.9 ! =(50cm - 12.2cm)/2 (50cm is field map extent)
’DRIFT’ HD2
6.15

Beam Optics Validations
1: First order parameters of the arc cell They are dis-

played in Figs. 7 and 8. Table 1 details the path length at the

four design energies, depending on the field map modeling

method. Differences do not exceed a few ppm.

Table 1: Path Length, Detailed Values

Path length across cell (cm)
E (MeV) 42 78 114 150

Single 3D map 44.4846 44.3298 44.3898 44.5806

Two 2D or 3D maps 44.4845 44.3291 44.3884 44.5797
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  design E

Figure 7: Separate 2D or 3D fieldmaps of QF andBD, or 3-D

full-cell single map, yield the same closed orbit coordinates

(at the center of the long drift, here), and the same trajectory

lengthening, all superimposed on this graph.

2: Dynamical admittance The dynamical admittance

at a given energy, here, is taken as the maximum stable in-

variant that makes it through a 400 cell channel, for that

energy: beyond that invariant, particles get kicked away un-

der the effect of field or kinematical non-linearities. Results

are displayed in Fig. 9.

 0
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Figure 8: Separate 2D or 3D field maps of QF and BD,

or 3-D full-cell single map, yield same paraxial tunes and

chromaticities.

Case of separate QF and BD 2D field maps:

-.03 -.02 -.01 0.0 0.01 0.02 0.03
-.2

-.15

-.1

-.05

0.0

0.05

Zgoubi|Zpop                                            
15-05-2018                                               Y’    (rad) vs.    Y     (m)              

        42 MeV

                     114

         78

           150

Case of single full-cell 3D field map:

-.03 -.02 -.01 0.0 0.01 0.02 0.03

-.15

-.1

-.05

0.0

0.05

Zgoubi|Zpop
15-05-2018   Y’    (rad) vs.    Y     (m)

        42 MeV

                     114

         78

           150

-.1 -.05 0.0 0.05 0.1

-.1

-.05

0.0

0.05

0.1

Zgoubi|Zpop
15-05-2018   Z’    (rad) vs.    Z     (m)

Figure 9: Left column: horizontal motion; right column:

vertical motion. Observation plan is at the middle of the long

drift. Non-linearities at the origin of the limited amplitude

are from the field and from kinematic terms in the motion.

The maximum invariant values are ∼meter normalized, they

are comparable in the two cases, two separate field maps of

a single full-cell map - and far beyond μm CBETA beam

emittance.

3: Dynamical admittance, energy scan A similar ex-

ercise to the previous one, repeated for a series of energies

ranging from 39 to 170MeV (Fig. 10).

Closer to CBETA FFAG Cell
We want the cell model even fancier, Fig. 11. Namely,

including the H and V orbit correction dipoles (iron yoke

electromagnets), on top of respectively the F and D Halbach

FFAG magnets. This requires two independent field maps.

In the case of a full-cell single field map for instance, as was

done for the EMMA FFAG ring [8], each one of the two

additional field maps comprises the corrector pair, however,

• one corrector pair field map has the F-corrector on and

the D-corrector off,

• the other one has the F-corrector off and the D-corrector

on. This allows independent knobs for these correctors.

The complete return loop is at present operational, fully

field-map.
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Figure 10: “H”: horizontal motion (initial V invariant is

taken very small). “V”: vertical motion (initial H invariant

is taken very small). The DA curves in this graph are the

surfaces of the phase space curves as shown in Fig. 9, re-

peated for different energies. The H and V tunes are for these

maximum invariants, computed using a DFT. It can be seen

hat the 42MeV beam is placed away from the Walkinshaw

resonance (the dip in the vertical acceptance, to the left of

the 42MeV vertical bar), and from the Qx = 1/3 resonance

(the dip in the horizontal acceptance, to its right). The super-

imposition shows that the three different field map models

yield comparable results.

Figure 11: OPERA simulation of the full-cell H and V orbit

correction dipoles (iron yoke electromagnets), on top of

respectively the F and D Halbach FFAG magnet.

Code sequence for an arc cell, case of single full-cell
field maps:
’TOSCA’ QF+BD map + corrector maps
0 0
-9.69871600E-04 1. 1. 1.
HEADER_8 ZroBXY
451 83 27 15.3 1. 0.001 0.001 ! 3 independent knobs
3D-Cell-fieldMap.table ! FFAG qf-BD doublet
FConDCoff-3D-fieldMap.table ! F corrector
FCoffDCon-3D-fieldMap.table ! D corrector
1 482.028 42.172 -20328 ! integration boundary
2
.2 ! integration step size
2 0.0 0.0 0.0 ! magnet positioning
’CHANGREF’ ! magnet positioning:
XS -0.6586 YS -3.2061 ZR -5.0 YS 1.2047

Code sequence for an arc cell, case of separate QF, BD
and corrector filed maps:
’DRIFT’
5.6 -18.35
’TOSCA’ QF
0 0
-9.69871600E-04 1.00E+00 1.00E+00 1.00E+00

HEADER_8 ZroBXY
501 83 1 15.2 1. 0.
QF-2D-fieldMap.table
FCorr-2D-fieldMap.table
0 0 0 0
2
.1
2 0.00E+00 0.00E+00 0.00E+00
’DRIFT’
-18.35
’DRIFT’
1.2
’CHANGREF’ CORNER
ZR -2.50
’DRIFT’
4.2
’CHANGREF’ CORNER
ZR -2.50
’DRIFT’
1.2
’DRIFT’
-18.9
’TOSCA’
0 0
-9.69871600E-04 1.00E+00 1.00E+00 1.00E+00

HEADER_8 ZroBXY
501 83 1 15.1 1.0
501 83 1 15.2 1. 0.
BD-2D-fieldMap.table
DCorr-2D-fieldMap.table
0 0 0 0
2
.1
2 0.00E+00 3.60319403E-04 0.00E+00
’DRIFT’
-18.9 + 6.7

SX and RX line models in Zgoubi are under construc-

tion, replacing the analytical field model of the dipole and

quadrupoles by their field map, step by step. Any such

change of an optical element causes a slight change in the

optical functions, Fig. 12, necessitating a retuning of the

orbit and optical functions (textsli.e., re-matching between

SX (or RX) and the FFAG arc).
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Figure 12: A change in the modeling of an element along

the line (SX here, 42MeV spreader line), from an analytical

field model to its OPERA field map, perturbs the optics and

necessitates a re-matching of the orbit and optical functions.
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Figure 13: Working on the first turn (42MeV) in SIREPO

environment [12]. The orbit around the loop is shown, here,

together with the projection of a bunch in the horizontal

phase-space after a turn from linac exit to linac entrance.
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Figure 14: 42MeV orbit and optical functions in TA arc,

observed at a few points along the cell (lines are to guide

the eye).
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MULTI PASS ENERGY RECOVERY LINAC DESIGN WITH A SINGLE
FIXED FIELD MAGNET RETURN LINE∗

D. Trbojevic†, J. Scott Berg, Stephen Brooks, Francois Meot, Nicholaos Tsoupas
BNL, Upton, NY, USA

William Lou, Cornell University (CLASSE), Ithaca, NY, USA

Abstract
We present a new approach of the Energy Recovery Linac

Design for the future projects: PERLE (Powerful Energy
Recovery Linac for Experiments), LHeC/FCCeH and eR-
HIC. The concept uses superconducting linacs and a single
fixed field beam line with multiple energy passes of electron
beams. This represents an update to the existing CBETA
(Cornell University Brookhaven National Laboratory ERL
Test Accelerator) where the superconducting linac uses a
single fixed field magnet beam line with four energy passes
during acceleration and four passes during the energy recov-
ery. To match the single fixed field beam line to the linac the
CBETA uses the spreaders and combiners on both sides of
the linac, while the new concept eliminates them. The arc
cells from the single fixed field beam line are connected to
the linac with adiabatic transition arcs wher cells increase
in length. The orbits of different energies merge into a sin-
gle orbit through the interleaved linac within the straight
sections as in the CBETA project. The betatron functions
from the arcs are matched to the linac. The time of flight of
different electron energies is corrected for the central orbits
by additional correction magnet controlled induced beam
oscillations.

INTRODUCTION
The Energy Recovery Linacs (ERLs) and Recirculating

Linacs (RAL) are considered to be a part of the future
Electron Ion Colliders in several world programs: LHeC
(CERN) [1], FCC eh [2], eRHIC(BNL) [3], ELIC (Jeffer-
son Lab) [4] and EIC@HIAF (China) [5]. A proposal pre-
sented in this report describes a solution of ERL where the
electron beam is brought back to the linac with a single
large energy acceptance beam line using a concept of lin-
ear fixed field alternating (FFA) gradient. The concept of
the FFA beam transport with large momentum acceptance
is not a novelty. There are three experimentally confirmed
proof-of-principles: EMMA-Electron Model for Many Ap-
plications [6], ATF (Accelerator Test Facility) [7] exper-
iment with 12 FFA cells, and Fractional Arc Test of the
Cornell University-Brookhaven National Laboratory ERL
Test Accelerator-CBETA [8]. A comparison of these three
examples are compiled and shown by Stephen Brooks [9] in
Fig. 1 and in Table 1.

We present a new concept of the ERLs where the large
momentum acceptance linear FFA magnet beam lines bring
∗ Work supported by Work performed under Contract Number DE-AC02-

98CH10886
† dejan@bnl.gov

Figure 1: Comparisons on tune dependence on Energy in
the three FFA examples.

the electron beam back to the superconducting linac without
spreaders and combiners. In multiple passes through the
ERLs the acceleration of electrons generated by the linac is
too fast to consider any return beam line by using fast cycling
magnets. With the large momentum acceptance linear FFA
gradient magnets this can be achieved. The first test of the
concept will be achieved in 2019 by the ERL CBETA at
Cornell University. There are many advantages and simplifi-
cations: 1) the replacement of multiple returning beam lines
with a single beam line reduces the cost and complications;
2) established technology of the Halbach type permanent
magnets used at CBETA project will confirm the reduction
of cost and simplification of the beam lines; the magnet aper-
ture remains to be very small while transporting multiple
energy beams. In the present study the superconducting
linac is made of 5-6 cavity cells, each separated with small
permanent FFA triplets. The same type of triplet cells con-

Table 1: EMMA-ATF-CBETA Comparisons

Parameter EMMA ATF-FFA CBETA CBETA
girder Future

Energy (MeV) 10–20 18–71 37.5–59 41–150
Mom. ratio 1.953 3.837 1.553 3.572
ρ of curv. (m) 2.637 2.014 5.0879 5.0879
Avrg. dip. (T) 0.026 0.118 0.0983 0.0983
Total angle (◦) 360.0 40.0 20.0 280.0
Oper. mode ring Tr. line Tr. Line ERL
Acceleration? YES none none linac
Lattice Doublet ∼FODO Doublet Doublet
Cell Length (m) 0.395 0.234 0.444 0.444
Cell per turn 42 54 72 107.5
Length (m) 16.57 1.406 1.776 47.73
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tinues towards the FFA arc but with an adiabatic reduction
of the cell lengths. The betatron and dispersion functions for
each energy are adiabatically matched to the corresponding
functions of the arc FFA cells.

Recently the National Academy of Sciences released a
study of “An Assessment of U.S.Based Electron Ion-Collider
Science.” ... “The principal goals of the study were to evalu-
ate the significance of the science that would be enabled by
the construction of an EIC, its benefits to U.S. leadership in
nuclear physics, and the benefits to other fields of science of a
U.S.-based EIC.” ... “Several presentations to the committee
specifically addressed the challenges and necessary inno-
vations in accelerator science needed for constructing an
EIC capable of addressing the most important science ques-
tions” ... “To reach the performance goals of the proposed
EIC conceptual designs, a number of accelerator advances
are required. Several of these advances are common to all
EIC designs and include the following: advanced magnet
designs, strong hadron beam cooling, high current multi
turn ERL technology, crab cavity operation with hadron
beams, the generation of polarized 3He beams, and develop-
ment and benchmarking of simulation tools. The successful
implementation of an EIC requires the successful validation
of these key concepts through high-fidelity simulations and
demonstration experiments. The following subsections re-
view these enabling technologies, the present state of the art,
and required research and development to meet EIC facility
specifications and realize EIC science: Energy Recovery
Linacs.” ... “The ERLs required for electron cooling are
at scales much larger than supported by present-day expe-
rience, so a number of accelerator physics and technology
challenges still need to be overcome with focused R&D and
great attention to detailed simulations. The challenges center
around the following three major areas: 1. Achieving high
electron source brightness 2. Maintaining high beam bright-
ness through the accelerator transport-beam dynamics of
an unprecedented number of spatially superposed bunches
in the SRF linacs; very precise phase and amplitude con-
trol 3. Dealing with unprecedented beam currents in SRF
linacs (halo mitigation, beam breakup instabilities, higher
order mode dissipation). Many of these R&D issues are be-
ing investigated vigorously in dedicated test facilities under
construction and commissioning in laboratories around the
world. Specifically, the 4-pass Fixed Field Alternating Gra-
dient R&D loop for eRHIC, see Box 4.2 CBETA and Fixed
Field Alternating Gradient Optics for Electron Acceler-
ation, it could illuminate key issues including multi-turn
beam-breakup instability thresholds for proof of possible
cavity designs, halo and mitigation, beam-ion effects, and
operational challenges such as instrumentation and stability
of multi-turn beams”. The suggestions obtained in the Na-
tional Academy of Sciences report emphasize theimportance
of the CBETA project and further developments towards im-
provements of the concept.

The presented study is divided into couple of sections:
first section describes the arc cell design to allow transport
of multiple energy electrons; the second section describes a

design of the long straight section to be used for the place-
ment of the linac superconductiong cavities. Acceleration of
electrons through the linac requires use of the “normalized
to betatron functions” as the momentum changes along the
length of the linac. To make the matching conditions on both
sides of the linac the triplet quadrupoles strength along the
linac needs to be adjusted accordingly. The adiabatic tran-
sition from the arc FFA cells towards the linac is explained
in the next section. Overall solution with orbits, betatron
functions, dispersion function is shown in the fourth section.
The time of flight adjustment is described in the fifth section
while the summary and conclusions are shown in the sixth
section.

LINEAR FIXED FIELD ALTERNATING
(FFA) GRADIENT ARCS

The principle of the linear FFA gradient acceleration has
been previously described in details [10] and [11]. The
main idea of the principle is to keep the value of dispersion
function ∆x = Dx · δp/p as low as possible or to have a
control of the ’dispersion action’H = (Dx/

√
β)2+(D′x

√
β+

αDx/
√
β)2. The accelerator physics program ‘Bmad’ [12] is

used throughout this study. The main arc FFA cell design is
shown in Fig. 2. Figure 3 shows few arc cells with betatron
functions and orbits.

Figure 2: Lattice functions and orbits in the linear FFA arc
cell.

STRAIGHT SECTION
The linear FFA racetrack design has two straight sections

on opposites sides connected to the two arcs with the adi-
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Figure 3: Lattice functions and orbits in few basic linear
FFA arc cells.

abatic transitions. A problem of the RF straight section is
solved in two steps: First, the straight section is designed
with 42 cells made of the triplet quadrupoles and drifts with-
out RF cavities matched to the FFA gradient arcs with adi-
abatic transitions. The second step was done by retuning
the 42 triplets with the 1.7 m superconducting 5 cell cavities
placed with 3.2-meter long cells, making the total length
of each straight section equal to 134.2 m. The accelerator
physics code Bmad has two ways to present the accelera-
tion through the linac: lcavity and rfcavity where the
lcavity represents the accelerating cavity without constant
reference energy, while the rfcavity is the storage ring
cavity with constant reference energy without acceleration.
The transverse trajectory in Bmad through an lcavity is
modeled using equations developed by Rosenzweig and Ser-
afini [13] modified to give the correct phase-space area at
non ultra-relativistic energies. First step in the the ERL de-
sign is to create the straight section with long enough drifts
between the triplet quadrupoles to allow placement of the
superconducting RF 5 cell modules. The lattice functions of
the straight section cell are shown in Fig. 4. The adiabatic
transition from the arc FFA cell to the straight section is
shown in details in the next section. The second step in the
straight section design is to introduce the 1.7 m long cavity
modules of in the available 2.1 m long drift space. The 42
triplet quadrupoles are the variables with constraints related
to the 6 different energies: the first energy is the lowest
energy from the injector getting into the straight section.
All other betatron function of initial and end values of the
linac are already obtained in the results from the step one
described above. The triplet quadrupole matching for the

Figure 4: Lattice functions and orbits in the straight section
cells.

six energies, or in the Bmad program corresponding six “uni-
verses,” is possible as there are 12 constraints on both sides
of the linac of the βx, βy, αx , and αy with 42x3 variables of
the triplet gradients.

ADIABATIC TRANSITION
A transition from the linear FFA arc cells to the straight

section requires that electron orbits of all energies merge into
a single obit without any orbit offsets. In addition the lattice
and dispersion functions are matched on both sides. This is
accomplished with adiabatic reduction of dipole field down
to zero. The combined function magnet properties remain
the same but the bending magnetic field is being adiabatically
reduced to zero. A problem of merging all arc orbits into
a single straight section orbit with the lattice functions was
solved previously in the former electron ion collider eRHIC
design. The adiabatic function was a polynomial of the third
order. The CBETA project follows S. Berg [14] optimized
adiabatic dependence as shown in Eq. (1):

fT (x) =
1
2
+ (x −

1
2
) =

∑
k=0

ak

(
2k
k

)
xk(1 − x)k . (1)

The adiabatic transition in this design is different as the
length of the cells is adiabatiacally increased from the
1.3889 m FFA arc value to the 3.2 m. Details of the adi-
abatic transition are shown in Fig. 5. The superconducting
cavity placement in the straight section is shown in Fig. 6.

RACETRACK ERL WITH LINEAR FFA
The complete layout of the ERL racetrack with the beta-

tron functions in shown in Fig. 7.
The orbit merging in the racetrack from the arc cells

through the adiabatic transition cells is shown in Fig. 8.

TIME OF FLIGHT CORRECTION
Th most important parameter of the ERL is the electron

bunch arrival to the linac as the acceleration is at the top of
the sinusoidal RF function. The energy recovery requires a
change of the RF phase so the bunches arrive at the bottom
of the sinusoidal RF function. This phase flip occurs after
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Figure 5: Lattice functions and orbits in the adiabatic transi-
tion and straight section cells.

Figure 6: The superconductivity RF modules placement in
the straight section.

Figure 7: Lattice functions and orbits in the basic straight
section cell.

the collisions. The electrons are extracted form the adiabatic
transition part brought to the collisions with a separate beam

Figure 8: Orbits and dispersion merging from the arc cells
to the straight section for different energies in the racetrack.

line to ions and brought back by the separate beam line with
an 0.5 phase difference at the highest energy. The FFA gra-
dient arcs have a parabolic function with respect to the time
of flight. The lowest energy has the same value of the time
of flight as the highest energy while the medium energies
correspond to the minimum of the parabolic function. The
orbits in the FFA arc cells oscillate around the middle “cen-
tral” energy as shown in Fig. 3. The main idea of the time of
flight correction is that the central orbit can become longer if
additional oscillations are introduced to the mostly circular
orbit. This was first tested by using two correction dipoles
with opposite kicks. This produced the same time of flight
after the first attempt. More sophisticated method of time of
flight correction was developed by Stephen Brooks and soon
will be shown in different publication. The main idea is to
use dependence of FFA arc cell of the tunes with respect to
energy and choose correctors at positions where the betatron
phases are equal to zero and make additional oscillation to
the orbits. Results of the path length corrections are shown
in Fig. 9.

CONCLUSION
We have shown an example of ERL with the multi-turn

single beam line returning the beam to the linac. The arc FFA
gradient cells are made of triplet combined function magnets
with a 1.3889 m long cells. The arc FFA gradient cells are
matched to the straight sections with adiabatic transition
cells where the length of the cells is increasing gradually up
to 3.2 m, according to the to the function shown in Eq. (1).
The matching was done in two steps: the first step is to match
the straight section cells made of triplet magnets separated
by the drifts. The second step in matching is to introduce in
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Figure 9: Stephen Brooks method of time of flight correc-
tion.

one of the straight sections 1.7 m long superconducting RF
modules and then redo the matching of the betatron functions.
The beginning and end of the straight section corresponds to
the two values of energy where after each pass energy steps
are equal to 1.25 GeV. The previously found initial conditions
correspond to specific energy. There are many advantages of
this proposal especially for the future Electron Ion Colliders:
the previous splitter and combiner beam lines used to match
the linac without any quadrupoles where necessary to to
the time of flight correction and betatron function matching.
They are eliminated by introduction of the triplet magnets
between the RF superconducting modules.
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EXPERIENCE WITH CBETA ONLINE MODELING TOOLS
C. Gulliford, D. Sagan, A. Bartnik, J. Dobbins, Cornell University, Ithaca, NY, USA

J. S. Berg, BNL, Upton, Long Island, New York, USA,
Antonett Nunez-delPrado, Department of Physics, University of Central Florida

Abstract
The Cornell-Brookhaven CBETA machine is a four pass

Energy Recovery Linac (ERL) with a Non-scaling Fixed-

Field Alternating gradient (NS-FFA) arc. For online mod-

eling of single particle dynamics in CBETA, a customized

version of the Tao program, which is based upon the Bmad

toolkit, has been developed. This online program, called

CBETA-V, is interfaced to CBETA’s EPICS control system.

This paper describes the online modeling system and initial

experience during machine running.

INTRODUCTION
The Cornell-Brookhaven Energy recovery linac Test Ac-

celerator (CBETA) [1], currently under construction at Cor-

nell University, is a 4-pass, 150MeV Energy Recovery Linac

(ERL), utilizing a Non-Scaling Fixed Field Alternating-

gradient (NS-FFA) permanent magnet return loop. CBETA

is a joint collaboration of Brookhaven National Laboratory

(BNL) and the Cornell Laboratory for Accelerator based

Sciences and Education (CLASSE).

The CBETA project builds on the significant advance-

ments in high-brightness photoelectron sources and Super-

conducting RF (SRF) technology developed at Cornell [2–5],

as well as the FFA magnet and lattice design expertise from

BNL. One aim of CBETA is to establish the operation of a

multi-turn SRF based ERL utilizing a compact FFA return

loop with large energy acceptance (a factor of roughly 3.6

in energy), and thus demonstrate the feasibility of one pos-

sible cost-reduction technology under consideration for the

eRHICElectron-Ion Collider (EIC) currently being designed

at BNL. The CBETA project involves the study and mea-

surement of many critical phenomena relevant to proposed

EIC machine designs: the Beam-Breakup (BBU) instability,

halo-development and collimation, growth in energy spread

from Coherent Synchrotron Radiation (CSR), and CSR mi-

Main Linac (MLC)

S1 Splitter Line
Merger

Injector

Fractional Arc (FA)
Diagnostics

10 m

Injector
        Cryomodule (ICM)

CBETA Fractional Arc Test Layout

Figure 1: Schematic of the CBETA machine highlighting

the components installed for Fractional Arc Test.

cro bunching. The CBETA project should provide valuable

insight for both the EIC and ERL communities [1].

As part of the CBETA commissioning sequence, a com-

bined test of the elements of all of the critical subsystems

required for the CBETA project was done in the spring of

2018. This “Fractional Arc Test” (FAT) involved the injector,

the Main Linac Cryomodule (MLC), the low energy split-

ter line, and a first prototype production permanent magnet

girder featuring four cells of the FFA return loop (see Fig. 1).

Besides hardware, the FAT commissioning involved testing

and benchmarking of CEBTA-V, the CBETA online model.

This paper describes the online modeling system and initial

experience during machine running.

ONLINE SIMULATION ENVIRONMENT
The online single particle dynamics simulation model

CBETA-V is based upon Bmad [6] and Tao [7]. Bmad is a

modular, object-oriented subroutine library for simulating

charged particle beams in high-energy accelerators and stor-

age rings. Tao is a general purpose design and simulation

program based upon Bmad and includes several optimiza-

tion routines allowing the user to correct orbits, fit measured

data, etc.

There were a number of advantages to basing CBETA-V

on Bmad and Tao. For one, the majority of the CBETA

lattice design was done using Bmad and Tao. This, and

the fact that any Bmad based program is able to read Bmad

lattice files, meant that offline and online simulations could

be seamlessly interfaced. Additionally, the modular nature

of both Bmad and Tao meant that CBETA-V development

essentially consisted of creating a custom version of Tao

which had the ability to communicate with the CBETA on-

line EPICS database [8]. This was a relatively simple pro-

cedure requiring development of only about 1500 lines of

code, and resulted in an online program which had all the

capabilities of Tao. The ease of which CBETA-V was im-

plemented is due in no small part to the fact that Bmad was

originally developed for use with online modeling. Chan-

Tao

EPICS EZCA

CBETA-V

EPICS Channel
Access Server

Bmad Lattice File
with EPICS names

Custom CBETA-V Code

Figure 2: Schematic of the CBETA-V application showing

the linking of the Tao with the EPICS EZCA library.
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CBETA-V

CBETA Virtual Machine

BMAD Lattice File
with EPICS names

VM PVs Physics
PVs

EPICS Channel Access

Virtual Magnet  
Settings

Virtual BPM 
Readings

Figure 3: Schematic of the CBETA Virtual Machine ap-

plication showing the communication between an outside

EPICS user and CBETA-V via the CBETA Virtual Machine

“virtual" control system.

nel Access between CBETA-V and the EPICS database is

achieved via the EZCA [8] C/Fortran interface library as

illustrated in Fig. 2. Additionally, CBETA-V (and Tao) can

be interfaced to Python using the Python foreign function

library ctypes or the Python pexpect module. The Bmad

lattice files for CBETA have EPICS Process Variable (PV)

information attached to corresponding physical elements

which allows CBETA-V to translate between EPICS PV

values and the CBETA machine state. The calibration con-

stants needed to convert machine readback quantities (such

as magnet currents) into field strengths (such as quadrupole

focusing strengths) are incorporated into the EPICS database

so that CBETA-V works independently of any calibration

constants.

In order to simulate space charge effects in the low en-

ergy part of CBETA, the General Particle Tracer (GPT) pro-

gram [9] is used for simulations from the cathode through

the first pass of the main linac. MATLAB was interfaced to

GPT to facilitate communication between GPT and EPICS.

Features of this MATLAB/GPT program include the ability

to save and load optics settings and simulation results to and

from a file, the ability to load injector settings from the ma-

chine and independently adjust them in simulation, as well

as the ability to visualize all relevant simulation data [3].

Building on CBETA-V, a second application, called the

CBETAVirtual Machine (CBETA-VM), was designed. This

software creates its own copy of the CBETA EPICS con-

trol system, allowing users to command the virtual optical

elements in the simulation via standard EPICS commands.

Figure 3 shows a schematic of this application. By chang-

ing any of the element strengths in the model, the software

computes all relevant single particle tracking parameters

(that is, centroid orbit, dispersion, transfer matrix, etc), and

publishes the results to its own EPICS records, thus making

the virtual machine data available to the user via EPICS in

exactly the same manner as real machine data. This allows

for any automated measurement procedure to command and

take data from either/both the real or virtual machine. This

provides the ability to easily produce simulated predictions

of measurement results, as well as the ability to realistically

Figure 4: Real time comparison of an orbit bump. Circles

indicate data read from the CBETA BPMs, while the blue

line indicates the simulated values.

debug automated measurement procedures. Many of the ex-

perimental procedures used in CBETA were developed and

tested offline in this manner. The software also provides a

“sync” mode where the Virtual Machine continuously moni-

tors the status of the real CBETA settings, and updates the

simulated machine data upon detecting a change in the set-

tings of the real machine, thus providing a useful online

diagnostic.

REAL TIME COMPARISON WITH
MEASUREMENTS

By serving simulated physics data from CBETA-V via

EPICS records, the CBETA-VM enables any client appli-

cation which can read EPICS PVs capable of accessing

simulation data by reading the corresponding virtual EPICS

records. For machine data that can be read out continuously,

such as BPM data, this makes visual comparison of the mea-

sured and simulated data straightforward. Figure 4 shows

an example snap shot of an orbit bump generated in the S1

splitter line. With CBETA-VM in sync mode, changing the

S1 corrector responsible for the bump produced a simulated

curve and measured data points that closely moved together.

In general, data (such as orbit data) from the real machine

is limited to a finite number of locations throughout the

machine. This makes the real time inclusion of simulated

smooth data curves in the same displays as the real data use-

ful as it “completes" the real data by filling in the values in

between diagnostic points. In addition to this, once the accu-

racy of the CBETA-VMwas established, it provided accurate

simulated information for which there is no corresponding

read out that is continuous in time. Quantities useful in op-

eration include the beam energy, dispersion, BPM time of

arrival through the FAT lattice, R56 transfer matrix element.

OFFLINE MEASUREMENT ANALYSIS
Some important quantities are not directly measured but

must be calculated from direct measurements. For example,

to measure the dispersion, the voltage of the last MLC cavity
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Figure 5: Comparison of the measured (blue circles) and

simulated (black line) data. Measurements where made at

the nominal 42MeV energy. (a) Dispersion measurement,

and (b) The time of arrival derivative with respect to energy,

R56. The two data points correspond to the first BPM after

the MLC and the first FA BPM in the fractional arc.

was scanned and the resulting orbit position changes mea-

sured downstream. The dispersion was computed by fitting

curves to the position changes on each BPM and extracting

the linear variation around the nominal voltage set-point.

Since such quantities as the dispersion require some amount

of time to take data, the analysis essentially has to be done

“offline”.

Figure 5(a) shows measured dispersion data along with

the simulated prediction at the nominal S1 energy of 42MeV.

In addition to recording the BPM positions downstream of

the linac during the dispersion measurement, the procedure

also saved the BPM time of arrival φ (in units of the RF
phase) on the first BPM after the MLC as well as the first FA

BPM in the fractional arc. This allows for the determination

of the R56 matrix element through the splitter line. Fig-
ure 5(b) displays the resulting measured and simulated R56,
defined as R56 = (c/ω)dφ/dδ where δ denotes a relative
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(a) Orbit response to the MS1DPB01 dipole.
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(b) Orbit response to the MS1CRV01 vertical corrector.

Figure 6: Measured orbit response (points) compared to

simulation (lines). Horizontal response is shown in red, and

vertical in blue. (a) Response to the variation of the first S1

splitter dipole. (b) Response to the variation of the first S1

splitter vertical corrector.

energy change. The excellent agreement between simulation

and measurement seen in both the dispersion and R56 data
required adjusting the simulated S1 quadrupole settings by

1%. Similar agreement were found for the comparison of

the measured dispersion and R56 at beam energies ranging

from 38.5 to 59MeV.

In addition to the above results, the orbit response ma-

trix was also measured during FAT commissioning. To do

so, every corrector and dipole magnet in the machine was

scanned and the resulting orbit position changes recorded.

The slope of the fit of position verses magnet strength at

the nominal magnet settings gives the response matrix. Fig-

ures 6(a) and 6(b) show the BPM response to the variation

of two S1 magnets downstream of the MLC. The measured

data and simulated responses agree well, especially for the

horizontal orbit.
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TESTING ORBIT CORRECTION
PROCEDURES OFFLINE

Orbit correction studies for the CBETA machine up un-

til FAT commissioning were carried out offline from the

EPICS control system/real machine. Unfortunately, the tight

schedule of the Fractional Arc Test did not allow for signifi-

cant tests of orbit correction software during the experiment.

Consequently, the CBETA-VM was used to perform virtual

orbit correction experiments originally planned for during

commissioning [10]. Orbit corrections were done using Sin-

gular Value Decomposition (SVD) since that technique had

proved robust in the past.

One test involved the viability of orbit correction in the

injector section following the ICM and before the MLC. The

test proceeded as follows: first the orbit response matrix

R is computed in the lattice model. Random errors to the

quadrupole calibrations in the beamline were assigned by

scaling the corresponding quadrupole currents using a 25%

RMS normal distribution. In addition, random quadrupole

offsets with an RMS spread of 1 mm in both the horizontal

and vertical planes were introduced. Finally, the correctors

in the sections of the machine between the ICM and MLC

were randomly set in order to produce initial “uncorrected”

orbits. Fig 7(a) shows 100 examples of these uncorrected

orbits. In this plot (as well Fig. 7(b)), the red dots indicate

BPM readings.

These orbits were then corrected using SVD, with a sin-

gular value tolerance of 0.4345 used for finding the pseudo-

inverse of R. Because R was computed for the nominal

machine state (on-axis orbit, no quadrupole scaling errors

or misalignments), the correction algorithm was iterated 10

times. Figure 7(b) shows the resulting orbits which have

been reduced in scale by a factor of roughly 100.

To further quantify the residual orbit, the RMS of the

virtual BPM readings,

σRes =

√
1

2N

∑
i

(x2i + y2i ), (1)

after each iteration of the SVD procedure was calculated and

shown in Fig. 8. Here i runs over all the BPMs in the FAT
layout. From this we conclude that the SVD algorithm pro-

duces sub-micron residual orbit error within a few (roughly

3-4) iterations.

In addition to this test, the steering of the beam onto

the periodic orbit in the FA section of the FAT layout was

also solved using SVD. When the beam is steered onto the

periodic orbit, the FA BPMs should read the same value

horizontally (vertically the orbit should be zero). Before

correction, denote the horizontal positions on the FA BPMs

by x, and denote the desired periodic orbit by C = C ·

(1,1, ...,1)T where the constant C is the as yet unknown

periodic offset. The matrix problem for finding the change

in corrector currents ΔI that will give periodic orbit readings

can be written as:

��������

R11 R12 . . . R1N 1

R21 R22 R2N 1

R31 R3N 1
...

...
...

RM1 RMN 1

�������	
·

��������

ΔI1
ΔI2
...
ΔIN
−C

�������	
= −

��������

x1
x2
x3
...

xM

�������	
(2)

where the Ri j are the elements of the corrector to BPM

response matrix R. Inverting this equation using SVD allows

for the determination of both the corrector currents I and
periodic BPM reading C simultaneously.

To test this, the response matrix from the last two dipole

magnets in the S1 splitter line to the four BPMs in the FA

section was computed, and the matrix in Eq. (2) formed.

Using the fact that the periodic orbit solution in the FA

section is a function of energy, ten non-periodic orbits were

constructed by scanning the beam energy from 39 to 59

MeV (corresponding to the energy ranged demonstrated in

the FAT). The SVD steering algorithm was then applied and

iterated ten times at each energy. Figure 9(a) shows the ten

different non-periodic initial orbits.

The results of the SVD operation are shown in Fig. 9(b)

and show that the periodic orbit has been found. To get a

sense of the level at which the orbit is periodic on the FA

BPMs, the error in the periodicity of the orbit is defined as

σRes =

√
1

2N

∑
i, j

(xi − xj)2. (3)

where i and j run over the four BPMs in the FFA fractional

arc. Clearly this quantity vanishes when the orbit is periodic.

Figure 10 shows the residuals found as a function of SVD

iteration for the ten example energies shown in Figs. 9(a)

and 9(b). Note that for some of the energies in this example,

the graph of the RMS orbit residual only extends to about

three to five iterations. In these examples, applyting SVD

algorithm resulted in a perfectly periodic orbit and thus the

RMS orbit residual is exactly zero (which is not shown on a

log scale plot). As can be seen, the SVD technique works

well in both examples and provides an important proof of

principle for the online procedure.

CONCLUSION
The flexibility built into the Bmad toolkit and the Tao

program allowed for the timely construction of both online

and offline models for CBETA and results from the FAT

experiment verified the rationality of the design approach as

well as the usefulness of both the CBETA-V online model

and virtual machine. The flexibility of the design allows

modifications to be added as needed relatively simply.

With this in mind, work on including a single pass CBETA

lattice into CBETA-V has begun which will allow for addi-

tional offline testing of more complicated orbit correction

and steering algorithms using the CBETA-VM prior to the

next beam commissioning period. In addition to this work,

significant effort is under way to fully take advantage of the
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Figure 7: (a) Uncorrected orbits and (b) SVD corrected orbits. The red dots indicate BPM position/readings.

Figure 8: Correction error of the 100 simulated orbits as a

function of SVD iteration.

flexibility of the Python language in restructuring the virtual

machine wrapper. The purpose of this future work is to

generalize and modularize the virtual machine layer so that

users can add new physics tasks to the software at runtime,

as well as allowing users to plug in different accelerator

physics codes. Tests are underway of the latest version, with

the hopes of this being ready for the next CBETA commis-

sioning period as well.
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Figure 9: Steering onto the periodic orbit using SVD: (a)

shows the initial non-periodic orbit for ten different beam

energies, (b) shows the results of steering onto the period

orbit using the last two dipoles in the splitter S1 section. The

red circles indicate the BPM position and readout values.

Figure 10: Correction error of the 10 simulated orbits with

energies ranging from 39 to 52MeV, as a function of the

number of iterations of orbit correction.

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-TUPAF10

A-2 Modeling of Current and Future Machines

TUPAF10

201

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.



LONGITUDINAL BEAM DYNAMICS WITH A HIGHER-HARMONIC
CAVITY FOR BUNCH LENGTHENING∗

G. Bassi†, J. Tagger, Brookhaven National Laboratory, Upton, 11973 NY, USA

Abstract
We discuss the longitudinal beam dynamics in storage

rings in the presence of a higher-harmonic cavity (HHC)
system for bunch lengthening. We first review the general
conditions for HHC operations, either in active or passive
mode, assuming the stability of the system. For uniform
filling patterns, a distinction is made between operations
with a normal-conducting HHC, where optimal conditions
for bunch lengthening can be satisfied, and operations with
super-conducting HHC, where optimal conditions can be
met only approximately. The option to operate the NSLS-II
storage ring with a passive, super-conducting third harmonic
cavity (3HC) system is discussed next. The stability and
performance of the system in the presence of a gap in the
uniform filling, which corresponds to the present mode of
operation of the NSLS-II storage ring, is investigated with
self-consistent Vlasov-Fokker-Planck simulations performed
with the code SPACE [1].

INTRODUCTION
Higher-harmonic cavities (HHCs) play a crucial role for

stable operations of present and future low- emittance stor-
age rings. The primary benefic effect provided by the HHC
is bunch lengthening without energy spread increase, with
consequent beam lifetime improvement and reduction of
the effect of intrabeam scattering on the transverse emit-
tance [2]. Besides bunch lengthening, the highly nonlinear
potential well distortion produced by the HHC introduces
a strong dependence of the synchrotron tune on the ampli-
tude of synchrotron oscillations. The induced anharmonic
motion with enhanced synchrotron tune spread provides a
powerful mechanism, known as Landau damping, for the
suppression of collective instabilities. Moreover, the in-
crease in bunch length and synchrotron tune spread can
enhance the stabilizing effect of positive chromaticity on
the transverse oscillations and help to stabilize higher-order
head-tail modes [2]. The option considered for the NSLS-II
storage ring is to operate with a passive superconducting
3HC [3, 4], a choice motivated by the successful develop-
ment and operation of the superconducting 3HC system at
the ELETTRA [5] and SLS [6] storage rings, a system that
has been developed in the framework of the SUPER-3HC
project [7]. The SUPER-3HC project represented the first
superconducting application of a HHC system in storage
rings, taking advantage of the very high quality factor of
the superconducting cavity and the associated narrow band-
width, allowing for the tuning of the 3HC very near to the

∗ Work supported by Brookhaven Science Associates, LLC under Contract
No. DE-AC02-98CH10886 with the U.S. Department of Energy
† gbassi@bnl.gov

third harmonic of the beam, without exciting longitudinal
instabilities [5]. The success of the 3HC operation at the
ELETTRA storage ring is substantiated by a beam lifetime
improvement by more than a factor of three with respect to
the nominal value, an improvement that has led to a change
in the refilling frequency of the storage ring, allowing a re-
filling every 48 hr instead of every 24 hr, with benefit for the
reliability and stability of user’s operations and relevant ben-
efit even for the machine thermal stability [5]. The success
with the operation of a 3HC at the SLS storage ring is sub-
stantiated by a bunch lengthening up to a factor of three and a
beam lifetime increase greater than a factor of two, achieved
with stable conditions at the design current of 400 mA [6].
The success experienced at the ELETTRA and SLS storage
rings has clearly shown that the very high quality factor of
the superconducting HHC renders the performance of the
HHC system less sensitive to high-order modes (HOMs)
driven longitudinal coupled bunch instabilities, which is a
major issue with normal conducting HHCs, where powerful
longitudinal feedback systems are often needed for stable
operations. Performance limiting factors, however, such as
transients effects induced by non uniform filling patterns and
the beam phase instability [8], can be detrimental for stable
HHC operations, and need to be carefully investigated with
detailed design studies. Accurate numerical simulations rep-
resent an essential part of the aforementioned design studies,
with their goal to determine feasible conditions of operation
and their range of applicability. To this end, the stability and
performance of the passive superconducting 3HC system for
the NSLSI-II storage ring is studied numerically with the
parallel, particle tracking code SPACE [1], which allows to
follow self-consistently the dynamics of h bunches, where h
in the number of RF buckets, in arbitrary multi-bunch con-
figurations. The specific goal of the numerical simulations
is to determine stable HHC cavity settings and to study the
performance limitation due to a gap in the uniform filling,
which represents the nominal NSLS-II mode of operation.

OPERATIONS WITH
HIGHER-HARMONIC CAVITIES

In the discussion of the theoretical conditions for opti-
mal bunch lengthening, we assume a stable, beam loading
compensated HHC system characterized by an equilibrium
multi-bunch configuration. Radiation damping and quan-
tum fluctuations are excluded from the analysis. The overall
stability of the HHC system, including radiation damping
and quantum fluctuations, together with the inclusion of a
model for beam loading compensation, will be addressed in
the next section with time-dependent Vlasov-Fokker-Planck
simulations.
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Active Higher-Harmonic Cavity
We assume that the voltage V(τ) seen by a particle in the

beam with arrival time τ is

V(τ) = Vr f [sin(ωr f τ + φs) − r sin(mωr f τ + φm)] −
Us

e

=: Vc(τ) −
Us

e
, (1)

where Vr f is the amplitude of the voltage of the main rf
cavity, ωr f = hω0, where h is harmonic number and ω0 the
angular revolution frequency, m is the order of the HHC and
r the ratio of HHC to main cavity amplitude voltage , Us

energy loss per turn, e the electron charge, φs and φm the
phases of the synchronous particle in the main and HHC
respectively. Here Vc(τ) is the total rf voltage produced by
the main rf cavity and by HHC.

The longitudinal dynamics in the double RF system
described by Eq. (1) has been comprehensively discussed,
together with optimal conditions for bunch lengthening,
by Hofmann and S. Myers in 1980 [9]. See also [10]. Here
we summarize the main results.

Table 1: NSLSII Parameters

Parameter Symbol Value Unit

Energy reference particle E0 3 GeV
Average current I0 500 mA
Gap in the uniorm filling g 260
Harmonic number h 1320
Circumference C 792 m
Bunch duration στ 14.5 ps
Energy spread σp 0.00087
Energy loss per turn Us 674 keV
Momentum compaction α 0.00037
Revolution frequency f0 378.5 kHz

Table2: RFParameters Main (2 Cav ities) and 3HC(1Cavity)

Per Cavity Parameters Symbol Value Unit

main frequency ωr f 2π×499.68 MHz
HHC frequency 3ωr f 2π×1499.04 MHz

main voltage Vr f 1.7 MV
main shunt impedance RM 2.97 MΩ

main quality factor QM 66817
HHC shunt impedance RH 22880 MΩ

HHC quality factor QH 2.6 × 108
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Figure 1: a) Potential energy U(τ) without HHC (red line)
and with HHC (blue line) with parameters of the NSLS-II
storage ring (see Table 1) satisfying Eq. (5–7). b) Phase
space portrait corresponding to a) for E = 0.3.

To compensate for the energy loss Us, we require that
the voltage seen by the synchronous particle is zero, i.e.
V(0) = 0. In addition, we require V ′(0) = V ′′(0) = 0, where
′ = d/dτ. Thus

sin φs = r sin φm +
Us

eVr f
, (2)

cos φs = rm cos φm, (3)

sin φs = rm2 sin φm, (4)

which, solved for φs , φm and r give

sin φs =
m2

m2 − 1
sin φs0, sin φs0 =

Us

eVr f
, (5)

tan φm =
m sin φs0√

(m2 − 1)2 − m4 sin2 φs0
, (6)

r =
1
m

√
1 −

m2

m2 − 1
sin2 φs0. (7)

where we introduced φs0, the synchronous phase in absence
of the HHC. With the voltage given by Eq. (1), from the
Hamiltonian

H(τ, δ) =
η

2
δ2 +U(τ),

U(τ) =
eVr f

E0T0ωr f

[
cos(ωr f τ + φs) − cos φs +

r
m

cos φm

−
r
m

cos(mωr f τ + φm) + ωr f τ sin φs0

]
, (8)

follow the longitudinal equations of motion

Ûτ =
∂H
∂δ
= ηδ,

Ûδ = −
∂H
∂τ
=

eVr f

E0T0

[
sin(ωr f τ + φs) − r sin(mωr f τ + φm)

− sin φs0

]
, (9)

where Û= d/dt, η = α − γ−2
0 is the slippage factor, where

γ0 is the Lorentz factor, δ = (E − E0)/E0 is the relative
energy deviation with respect to the synchronous particle
with energy E0, and the arbitrary constant in the definition of
U(τ) has been chosen in order to satisfy U(0) = 0. Since U
does not depend explicitly on time, H is a constant of motion
and setting E = H we have δ(τ) = ±

√
2(E −U(τ))/η , E =

const.. In Fig. 1a we show the potential energy U(τ) with
only the main rf cavity (red line) and with a third-harmonic
cavity (blue line) with parameters satisfying Eqs. (5–7) for
the NSLS-II storage ring (see Table 1). In Fig. 1b we show
the corresponding phase space portrait for E = 0.3. The
optimal conditions satisfied by the voltage V(τ) induce a
bunch lengthening without an increase of the energy spread.
According to Table 1, r = 0.329 ≈ 1/3, thus the peak
voltage induced by the harmonic cavity system is roughly
one third the peak voltage Vr f of the main cavity system. In
the case of no energy loss (Us = 0) the conditions (2)-(4)
simplify to φs = φm = 0 and r = 1/m. In Fig.2a we plot the
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Figure 2: a) Potential energy U(τ) in the active case (m = 3) and for no energy loss (Us = 0). b) Synchrotron frequency
ωs for the quartic potential (red line) and synchrotron frequency ωs0 for the quadratic potential (blue line). c) Bunch
lengthening u vs. bunch length στm (w/o HHC).

potential energy U(τ) for m = 3 and different values of r.
For r = 4/9 the potential energy has two stable fixed points
close to ±150 ps.

Small Oscillations For small oscillations (τ � 1) the
potential energy U(τ) without HHC can be approximated by
a quadratic function of τ

U(τ) = −
eVr fωr f cos φs0

2E0T0
τ2 =:

ω2
s0

2η
τ2, (10)

while with the addition of the harmonic cavity the potential
given by Eq.(8) can be approximated by a quartic

U(τ) = −
eVr f (m2 − 1)ω3

r f
cos φs

24E0T0
τ4. (11)

For a potential energy satisfying U(−τ) = U(τ) and
U(τ) > 0 for τ > 0, the trajectory is confined in the
region [−τM , τM ] × [−δM , δM ] where τM and δM satisfy
U(τM ) = E and ηδ2

M/2 = E respectively, thus the ampli-
tude of the trajectory is d = 2τM . It can be shown that the
synchrotron frequencyωs for the quartic potential (11) reads

ωs(τM ) =
π

2

√
m2 − 1

6

√
cos φs
cos φs0

ωr fωs0

K(1/
√

2)
τM , (12)

where K is the complete integral of the first kind. The depen-
dence of the synchrotron frequency on τM provides Landau
damping for beam stability. In Fig. 2b we plot ωs as a func-
tion of τM . It can also be shown that the bunch lengthening
factor u for an equilibrium distribution ρe in the quartic
potential (11) reads

u :=
στL
στm

=

√
Γ(3/4)
Γ(1/4)

( 24 cos φs0

(m2 − 1)ω2
r f

cos φs

)1/4 1
√
στm

, (13)

where Γ is the Gamma function, στm = ησδ/ωs0 is the equi-
librium bunch length with only the main cavity, and στL is
the equilibrium bunch length with the harmonic cavity. The
bunch lengthening factor u as a function of στm is plotted
in Fig. 2c. With NSLS-II parameters (στm = στ) the bunch
lengthening factor reads u = 3.7.

Figure 3: RF phasor of the NSLS-II storage ring during oper-
ations with a stored beam current I0 = 300mA, Vr f = 3 MV,
φs = 164.5◦, θL = −17◦, Vb = 2062 kV, Vg = 2132 kV and
detuning angle ψ = 60◦.

Passive Higher-Harmonic Cavity
For passive HHC operations, the total RF voltage is given

by the sum of the voltage produced by the powered main
cavity and the beam voltage induced by the beam in both
cavities. We assume in this section that the main cavity is
beam loading compensated.

Operations with Normal-Conducting Cavities. In
the case of stationary bunches uniformly distributed around
the ring, and for a narrow-band resonator wake with fre-
quency ωr , shunt impedance Rs and quality factor Q, the
voltage acting on the beam reads

Vc(τ) = Vr f sin(φs + ωr f τ) − imRs cosψ cos(ψ + mωr f τ),
(14)

where iim = 2I0 ρ̃(ω) and the detuning angle ψ satisfies

tanψ = 2Qδ, δ =
1
2

( ωr

mωr f
−

mωr f

ωr

)
≈
ωr − mωr f

mωr f
. (15)

Here ρ̃(ω) is the Fourier transform of the bunch density
ρ(τ) satisfying ρ(−τ) = ρ(τ). For Gaussian bunches iim =
2I0e−

1
2 (mωr f στ )

2 . Imposing the same the conditions (2–4)
for the active HHC, by comparing Eq. (1) and Eq. (14) it
follows (0 < φs < π =⇒ 0 < ψ < π/2 =⇒ cosψ > 0)

tanψ = − cot φm = −m cot φs, (16)

Rs =
rVr f

iim cosψ
=

Vr f sin φs
iimm2 cos2 ψ

, (17)

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-TUPAF12

TUPAF12

204

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.

F-1 Code Development, Status and Comparison with Measurements



where we used sin φm = cosψ (tanψ = − cot φm =⇒ ψ =
φm − π/2 =⇒ sin φm = cosψ). Therefore the conditions
for passive HHC operations corresponding to the active case
(5–7) are

sin φs =
m2

m2 − 1
sin φs0, (18)

tanψ = −
√
(m2 − 1)2 − m4 sin2 φs0

m sin φs0
, (19)

Rs =
Vr f (m2 − 1)(1 − sin φs0)

iimm2 sin φs0
. (20)

An important difference to active case is that Rs is uniquely
determined and a function of the beam current I0. Notice,
however, that these conditions do not impose any constraint
on the value of Q, therefore do not determine uniquely the
detuning frequency ∆ω = ωr −mωr f . The optimal parame-
ters for passive HHC operations of the NSLS-II storage ring
according to Tables 1 and 2 are therefore sin φs = 0.4592,
tanψ = 5.8 =⇒ ψ = 80.22◦ and Rs = 9.02 MΩ.

Operations with Super-Conducting Cavities. Ac-
cording to Table 2, the shunt impedance of the HHC is
RH = 22880 MΩ, much bigger than the optimal value
Rs = 9.02 MΩ, so the optimal conditions for passive op-
erations can not be met. Good conditions, however, can be
found by comparing Eq. (1) and Eq. (14) at τ = 0, which
gives Rs = rVr f /(iim cosψ), and by noticing from Eq. (7)
that r ≈ 1/m, since to good approximation sin φ2

s0 � 1.
We therefore impose on the detuning angle ψ the condition
cosψ = Vr f /(miimRH ), which implies that the detuning
frequency ∆ωH approximately satisfies

∆ωH =
m2ωr f ibRHVr f

2QHVr f
, (21)

where we used Eq. (15) and the fact that sinψ � 1. With
parameters listed in Table 2, it follows that ∆ωH = 2π ×
58.24 kHz.

NUMERICAL SIMULATIONS
With the inclusion of a model for beam loading compen-

sation, time dependent simulations of the Vlasov-Fokker-
Planck equation allow for the study of the overall stability
of the HHC system. Moreover, numerical simulations allow
for the study of transient effects induced by arbitrary multi-
bunch configurations, such as a gap in the uniform filling
pattern for ion clearing, which corresponds to the nominal
configuration of the NSLS-II storage ring. The numerical
simulations of the Vlasov-Fokker-Planck equation discussed
in this paper are done with the parallel code SPACE, a par-
ticle tracking code that allows for the simultaneous study
of short- and long-range wakefield effects in storage rings.
The general strategy adopted by SPACE to study multibunch
effects is to distribute each bunch to one processor, each
with N simulations particles representing the bunch popula-
tion, thus performing the short- and long-range wakefield

calculation in serial and parallel respectively. For more
details on the code SPACE see [1]. For steady state beam
loading compensation, the algorithm implemented in SPACE
is based on the standard phasor diagram, shown in Fig. 3
with parameters of one of the operational settings of the
NSLS-II storage ring. The numerical simulations discussed
in this paper have been done on the supercomputers Cori
and Edison at NERSC [11]. The equations of motion for
bunch n (n = 0, . . . , h − 1), shown here without radiation
damping and quantum fluctuations, for the general NSLS-II
operations with two main cavities and one HC read

Ûτ = ηδ,

Ûδ =
e

E0T0

[ 2∑
i=1

Vgr ,i cosψi sin(ωr f τ + φs − θL,i + ψi)

− Vn(τ, s) −
Us

e

]
, (22)

where Vgr ,i , ψi and θL,i (i = 1,2) correspond to the gen-
erator voltage, detuning angle and load angle of the two
main cavities respectively, and Vn(τ, s) is the total beam
loading voltage acting on bunch n. The numerical simula-
tions discussed in this paper assume the two main cavities
with same beam loading parameters, which correspond to
the standard mode of operation of the NSLS-II storage ring.
By projecting the current phasors shown in Fig. 3 along and
perpendicular to the RF voltage phasor, Vgr and ψ satisfy

tanψ =
(
1 +

iim,M
i0

sin φs
)

tan θL +
iim,M

i0
cos φs, (23)

Vgr =
Vr f

cos θL

(
1 +

iim,M
i0

sin φs
)
. (24)

where iim,M = 2I0 ρ̃(ωr f ) is the image current in the main
cavity, and i0 = Vr f /RM . In the analysis of the performance
of the NSLS-II HHC system, we study first the case with
a uniform filling pattern, and compare the results with the
nominal case, which corresponds to a gap of 260 bunches,
(80% fractional filling), and with the case with a gap of 130
bunches (90% fractional filling). In the discussion that fol-
lows we omit the subscript H to label the detuning frequency
of the HHC.

Uniorm Fillings
In Fig. 4 we show numerical simulations for values of the

HHC detuning frequency ∆ f = 45 kHz, 55 kHz and 65 kHz,
above and below the value ∆ f = 58.24 kHz calculated in
Sect. II for good bunch lengthening conditions. The longi-
tudinal density of the bunches after 100,000 turns is shown
in Fig. 4a for ∆ f = 45 kHz, in Fig. 4b for ∆ f = 55 kHz
and Fig. 4c for ∆ f = 65 kHz. The bunch lengthening
is uniform across the bunch train for ∆ f = 55 kHz and
∆ f = 65 kHz, with values στ = 50 ps and στ = 36 ps re-
spectively, as shown in Fig. 4e and Fig. 4f, corresponding
to the bunch lengthening factors u = 3.45 and u = 2.48.
For ∆ f = 45 kHz, the longitudinal density of the bunches
shows a double peaked structure and a non-uniform bunch

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-TUPAF12

F-1 Code Development, Status and Comparison with Measurements

TUPAF12

205

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.



Figure 4: Numerical simulations in the case of uniform filling with detuning frequency ∆ f = 45 kHz, 55 kHz and 65 kHz.

lengthening, as shown in Fig. 4a, Fig. 4g and Fig. 4l. Long
term simulations up to 500,000 turns, as plotted in Fig. 4a
and Fig. 4g, show that for ∆ f = 45 kHz the HHC system
is weakly unstable, signing the transition to an “overstretch-
ing” regime, with average bunch length across the train of
≈ 70 ps. The potential well of bunch n = 0, showing two
local minima, is shown by the red trace in Fig. 4n.

Gap in the Uniform Filling: g = 130 and g = 260
The case of a gap in the uniform filling corresponds to

a train of M = h − g bunches, where h is the harmonic
number and g is the gap. The case with nominal gap, g =
260, corresponding to a 80% fractional filling, is compared
with the case g = 130, corresponding to a 90% fractional
filling. The main effect introduced by a gap in the uniform
filling in a monotonic variation of the bunch centroid across
the train, and a reduced, non uniform bunch lengthening.
Fig. 5 and Fig. 6 show numerical simulations up to 100,000
turns with gaps g = 130 and g = 260 respectively, for
the same HHC detuning frequencies of the uniform case.
The monotonic variation of the bunch centroid across the
train is evident from the longitudinal density of the bunches

shown in Fig. 5a-c, from the time evolution of the bunch
centroids shown in Fig. 5g-i, and from Fig. 5m, where it can
be noticed that the range of variation of the bunch centroids
increases with the decrease of the HHC detuning frequency.
Fig. 5d-f and Fig. 5l show the non uniform bunch lengthening
across the train, with a similar average value 〈στ〉 ≈ 35 ps
for the different detuning frequencies. We notice that for
∆ f = 45 kHz the bunches in the center of the train have
longer bunch length than the bunches in the periphery of
the train. The case of nominal gap, g = 260, is discussed
in Fig. 6. A detuning frequency threshold is observed in
this case. For detuning frequencies above the threshold,
as shown for ∆ f = 65 kHz in Fig. 6c, Fig. 6f and Fig. 6l
a stable equilibrium is reached after 100,000 turns, with
average bunch length across the train 〈στ〉 ≈ 27 ps, while for
detuning frequencies below threshold, as shown in Fig. 6a,
Fig. 6d for ∆ f = 45 kHz and Fig. 6b, Fig. 6e and Fig. 6h
for ∆ f = 55 kHz, an unstable regime with saturation is
observed, with both the bunch lengths and bunch centroids
exhibiting a well defined mode of oscillation. The numerical
simulations discussed so far have been done with load angle
θL = 0. In the attempt to improve stability, the two unstable

with the case g = 130, corresponding to a 90% fractional
filling. The main effect introduced by a gap in the uniform
filling in a monotonic variation of the bunch centroid across
the train, and a reduced, non uniform bunch lengthening.
Fig. 5 and Fig. 6 show numerical simulations up to 100,000
turns with gaps g = 130 and g = 260 respectively, for
the same HHC detuning frequencies of the uniform case.
The monotonic variation of the bunch centroid across the
train is evident from the longitudinal density of the bunches
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Figure 5: Numerical simulations up to 100,000 turns with a gap g = 130. HHC detuning frequencies as in Fig. 4.

configurations at the nominal gap g = 260 for ∆ f = 45 kHz
and 55 kHz have been simulated with θL < 0. In both cases
the numerical results show that the introduction of a negative
load angle is partially effective in stabilizing the HHC system,
with the “stabilizing” load angle in the range [−20◦,0◦] for
∆ f = 45 kHz, and [−40◦,−20◦] for ∆ f = 55 kHz.

CONCLUSION
The numerical result clearly show a reduction in both

performance and stability of the HHC system with the in-
crease of the gap in the uniform filling, with the case of a gap
g = 130, corresponding to a 90% fractional filling, stable at
all the detuning frequencies considered. On the other hand,
the nominal case with g = 260, corresponding to a 80% frac-
tional filling, has shown to be unstable for some values of the
detuning frequencies. Moreover, the case with g = 130 has
shown a superior performance in terms of bunch lengthening
with respect to the nominal case. The performance of stable
HHC settings for the nominal case g = 260 and the case
g = 130, as a function of detuning frequency ∆ f and load
angle θL , is shown in Fig. 7, both in terms of average bunch
lengthening and uniformity of the bunch centroid and bunch

length across the train. The average bunch lengthening fac-
tor for the 80% and 90% fractional filling is approximately 2
and 2.5 respectively, to be compared with the bunch length-
ening factor of the uniform filling case, which, according
to Fig. 4g, is approximately 3.5 for ∆ = 55 kHz. The per-
formance reduction in the average bunch lengthening due
to a gap in the uniform filling is therefore 45% for g = 260
and 30% for g = 130. Machine studies are planned at the
NSLS-II storage ring to revisit the need of the nominal 80%
fractional filling pattern for ion clearing, with the goal to
increase the fractional filling towards a more uniform filling
pattern. Arbitrary, more general multibunch configurations,
such as filling patterns with multiple, smaller gaps than the
nominal, are also under consideration. To this end, an an-
alytical calculation to determine the beam loading voltage
induced by arbitrary, stationary bunches has been done and
implemented in a numerical code for fast parametric scans
and guidance in Vlasov-Fokker-Planck simulations of the
HHC system [12].
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Figure 6: Numerical simulations up to 100,000 turns with nominal gap g = 260. HHC detuning frequencies as in Fig. 4.

Figure 7: Performance of the HHC stable settings as a func-
tion of the detuning frequency ∆ and load angle θL for
g = 260 (80% fractional filling) and g = 130 (90% frac-
tional filling). The bunch length and bunch centroid are
labeled with BL and BC respectively.
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CALCULATION OF THE AGS OPTICS BASED ON 3D FIELDS DERIVED
FROM EXPERIMENTALLY MEASURED FIELDS ON MEDIAN PLANE∗

N. Tsoupas†, J. S. Berg, S. Brooks, F. Méot, V. Ptitsyn, D. Trbojevic
Brookhaven National Laboratory, Upton, NY, USA

Abstract
Closed orbit calculations of the Alternating Gradient Syn-

chrotron (AGS) were performed and the beam parameters
at the Fast Beam Extraction (FEB) point of the AGS [1]
were calculated using a modified RAYTRACE computer
code [2] to generate 3D fields from measured field maps on
the median plane of the AGS combined function magnets.
The algorithm which generates 3D fields from field maps on
a plane is described in reference [3] which discusses the de-
tails of the mathematical foundation of this approach. In this
paper we discuss results from studies reported in Refs. [1,4]
that are based on the 3D fields generated from measured
field components on a rectangular grid of a plane. A brief
overview of the algorithm used will be given, and one of the
two methods of calculating the required field derivatives on
the plane will be discussed.

INTRODUCTION
The AGS is one of the pre-accelaration stages of the RHIC

complex. Figure 1 is an aerial picture of the site with the
green trace indicating the tunnel of the AGS. The 240 com-

Figure 1: Area view of the RHIC complex. The green trace
indicates the location of the AGS tunnel.

bined function main magnets of the AGS are placed inside
the AGS tunnel whose schematic diagram is showing in
Fig. 2. The AGS main magnets are separated in 12 superpe-
riods of 20 magnets per superperiod spanning an arc of 30o
as shown in Fig. 2.

Figure 3 is a schematic diagram of the main magnets lay-
out (small rectangles) in each superperiod. The “+” and “−”
signs on each magnets indicate the focusing and defocusing
quadrupole property of each combined function magnet for
positive ions circulating in the synchrotron.

∗ Work supported by the US Department of Energy
† tsoupas@bnl.gov

Figure 2: Schematic diagram of the AGS tunnel. The 240
main AGS magnets are separated in 12 superperiods with
20 magnets per superperiod wich spans an arc of 30o

Figure 3: Drawing of the AGS superperiod which consist
of 20 combined function main magnets. The “+” and “-”
signs on each magnets indicate the focusing and defocusing
quadrupole property of each combined function magnet for
positive ions circulating in the synchrotron. There is one tune
quadrupoles in each of the straight sections SS03,SS17 and
one chromaticity sextupole in each of the straight sections
SS07,SS13 of each superperiod.

There is one tune quadrupoles in each of the straight sec-
tions SS03,SS17 and one chromaticity sextupole in each of
the straight sections SS07, SS13 of each superperiod. Three
pickup electrodes are also located in the straight sections
SS03, SS05, and SS13 respectively. Additional information
on the AGS appears in Refs. [1, 5].

BEAM OPTICS OF AGS
The beam optics of the AGS for a charged particle beam

which is not subject to space charge forces depends on the
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magnetic field of the magnetic elements of the AGS ring.
These fields can be either calculated using various meth-
ods, or can be measured. In this study we make use of the
measured magnetic fields of the AGS combined function
magnets. These fields were measure on a grid located on
the median plane of the combined function magnets as it
is described in one of the following sections. In the next
section we introduce the reader to the AGS main magnets.

The AGS Combined Function Magnets
The 240 AGS main magnets are made of three type of

magnets named A, B, and C. Magnets type A and B have
the same cross section and lengths 90" and 75" respectively,
and magnet C has a length of 90". The table in Fig. 4 lists
the lengths of the three type of magnets and shows pictures
of their cross sections. By rotating the magnets A, B, C,
by 180o about the vertical axis the focusing property of the
magnets changes from focusing to defocusing.

Figure 4: The three types A, B, and C of the AGS combined
function magnets. Magnets type A and B have the same
cross section but different lengths. By rotating the magnets
by 180o about the vertical axis the focusing property of the
magnets changes from focusing to defocusing.

Figure 5 is a picture of a C-type AGS combined function
magnet.

Figure 5: A picture of a C-ype AGS combined function
magnet.

The Field Maps of the AGS Main Magnets
The field map of a single type A and a single type C mag-

net were measured on the median plane of each magnet.
Figure 6 is a top view of the magnets showing the areas
(ABCD) and (EFGH) over which the field maps of magnet
type A were performed (picture on the left) and the area
(ABCD) over which the field maps of magnet type C was
performed (picture on the right). For magnet type A (left

Figure 6: Top view of magnets type A (left) and C (right).
The dimensions of the areas G1 (ABCD) and G2 (EFGH)
over which the field maps were performed on each magnet
appear in the figure.

picture in Fig. 6) two field maps were measured, the G1 over
the area (ABCD) and G2 over the area (EFGH). The rectan-
gular grid size of each field map was 0.1" in the transverse
x-direction and 0.25" in the longitudinal z-direction. For
magnet type C (right picture in Fig. 6) one field map G1 over
the area (ABCD) was measured with a rectangular grid size
of 0.1" in the transverse x-direction and 0.25" in the longitu-
dinal z-direction. The dimensions of the areas over which
the field maps were measured appear on Fig. 6. Although
these field maps cover only half of the magnet’s median
plane, the symmetry of the magnet was used to complete the
field map over the entire area of the magnet’s median plane.

Brief Description of the Algorithm
This section provides a brief description of the algorithm

which is used in the RAYTRACE code [2] to calculate the
field components of the AGS main magnets from the mea-
sured field maps on the median plane of the magnet.

Figure 7 shows the grid points (intersection points of the
red lines) on a plane where the magnetic field components
(yellow arrows) are measured. The algorithm calculates the
magnetic field components (blue arrows) at any given point
in space at a distance y from the plane. The algorithm is
based on the Taylor series expansion of the magnetic field
components at a point located at a distance y from the plane
in terms of the y coordinate. This expansion is shown in
Eq. (1).

Bi(x, y, z) =
4∑
j=0

1
j!
∂ jBi(x, y, z)

∂y j
|y=0y

j =

4∑
j=0

ai j(x, z)y j (1)
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Figure 7: A schematic diagram of a grid on a plane. The
magnetic field components (yellow arrows) at any grid point
on the plane are measured. The algorithm calculates the
magnetic field components (blue arrows) at any given point
in space at a distance y from the plane.

Since the values of the field components on the plane
(y=0) are known the task is to express the coefficients of
expansion ai j(x, z) in terms of these field components on
the plane and also in terms of their partial derivatives of
these field components with respect to the x and z spatial
coordinates. This is done by constraining the magnetic fields
of Eq. (1) to satisfy the Maxell’s equations:

®∇ · ®B(x, y, z) = 0 and ®∇ × ®B(x, y, z) = 0 (2)

In APPENDIX I the coefficients ai j are expressed in term
of the known measured field components on the plane and
their spatial derivatives with respect to x and z.

Reference [6] provides a detailed derivation of the coeffi-
cients ai j in terms of the measured fields on the plane and
their partial spatial derivatives.

CLOSED ORBIT CALCULATIONS AND
BEAM EXTRACTION

This section describes the procedure that was used to ex-
tract the beam bunches from the AGS and report the results
of the beam optics just before and during the fast beam ex-
traction process from the AGS. All the calculations are based
on the numerical integration of the equation of motion of par-
ticles moving in the magnetic field which was derived from
the experimentally measured field maps using the algorithm
mentioned earlier. The RAYTRACE code was employed
to calculate the fields and integrate the equation of motion
of the particles in the AGS [1]. At the extraction energy
and prior to the beam extraction two local beam bumps are
generated in the AGS. One of the local beam bumps brings
the beam inside the “G10” extraction kicker and the second
local beam bump brings the beam close to the “H10” extrac-
tion septum. The green trace in Fig. 8 is the closed orbit in
the AGS prior to fast beam extraction. The local “G10” and
“H10” beam bumps are shown as part of the green trace. The

red trace correcponds to trajectory of the extracted beam.
Details on the formation of the local extraction beam bumps
“G10” and “H10” appear in Ref. [1].

Figure 8: A schematic diagram of a section of the AGS. The
green trace is the closed orbit in the AGS prior to fast beam
extraction. The local “G10” and “H10” beam bumps are
shown as part of the green trace. The red trace corresponds
to trajectory of the extracted beam.

Figure 9: Displacement of the closed orbit in the straight
sections starting from (SS90) and ending at (SS190). Both
the local beam bumps G10 and H10 are on. The label at the
beginning of each small arrow is the name of the combined
function magnet.

Figure 9 shows the beam displacement at the middle of
the straight sections of the AGS when the closed orbit ex-
traction bumps “G10” and “H10” are excited. The label at
the beginning of the small arrow corresponds to the name
of the combined function magnet.

Figure 10 shows the horizontal βx (left) and βy (right)
functions of the closed orbit at the middle of the straight
sections with the extraction bumps “G10” and “H10” on.
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Figure 10: The βx (left) and βy (right) functions at the
middle of the straight sections of the AGS with the extraction
bumps “G10” and “H10” on. The line is to guide the eye.

Figure 11 shows the horizontal ηx function of the closed
orbit at the middle of the straight sectionss with the extraction
bumps “G10” and “H10” on.

Figure 11: The horizontal ηx function at the middle of the
straight sections of the AGS with the extraction bumps “G10”
and “H10” on. The line is to guide the eye.

THE FAST BEAM EXTRACTION
Upon the formation of the closed orbit in AGS with the

local “G10” and “H10” beam bumps on as described in the
previous section, the bunched beam can be extracted from
the AGS by energizing the G10 fast kicker which generates
a magnetic field pulse of duration ∼200 nsec and provides a
kick to the beam of 1.5 mrad. The location of the G10 kicker
is shown in Fig. 12 and the red trace initiating from the G10
kicker represents the extracted beam which is displaced at
the location of the H10 septum by ∼6 cm to enter in the main
field region of the H10 septum which deflects the beam by
∼20 mrad to extract it from the AGS. The table in Fig. 12
shows the R-matrix elements between the location of the
G10 kicker and the start of the AGS-to-RHIC (AtR) transfer
line shown in Fig. 12. The AtR line is the beam transfer line

from the AGS to the Relativistic Heavy Ion Collider (RHIC).
The knowledge of this R-matrix and the knowledge of the
beta and eta functions from the closed orbit calculations at
the location of the G10 kicker provide the values of the beta
and eta functions at the beginning of the AtR line as shown
by the matrix equations at the bottom of Fig. 12. Again the R-
matrix from the location of the G10 kicker to the beginning
of the AtR line was calculated by raytracing many rays in
the magnetic field which was computed from the measured
field maps using the algorithm mentioned earlier.

Figure 12: The red trace initiating from the location of the
G10 kicker represents the trajectory of the reference orbit
of the extracted beam. The table on top of the figure is the
R-matrix between the location of the G10 kicker and the
beginning of the AtR line.

CONCLUSION
From measured field maps at the median plane of the

AGS combined function main magnets, the magnetic fields
in circulating beam region were calculated by the use of
an algorithm discussed in this paper. From these fields the
beam parameters (βx,y and ηx,y) of the closed orbit of the cir-
culating beam in AGS beam were calculated. Subsequently
the extraction kicker “G10” of the AGS was energized and
the beam was extracted from the AGS. Using the magnetic
fields along the extraction channel the R-matrix elements
from the location of the G10 kicker to the beginning of the
AtR line were calculated and therefore the beam parameters
at the beginning of the AtR line were calculated.

APPENDIX I
Expression of the coefficients ai j Applying Maxwell’s

Equations (2) on the magnetic field which is given by Equa-
tion (1) the following expressions of the coefficients ai j are
derived.
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The 0th order ai0 coefficients

ax0 = Bx(x,0, z),ay0 = By(x,0, z),az0 = Bz(x,0, z) (3)

The 1st order ai1 coefficients

ax1 =
∂By(x,0, z)

∂x
(4)

ay1(x, z) = −
(
∂Bx(x,0, z)

∂x
+
∂Bz(x,0, z)

∂z

)
(5)

az1 =
∂By(x,0, z)

∂z
(6)

The 2nd order ai2 coefficients

ax2 = −
1
2

(
∂2Bx(x,0, z)

∂x2 +
∂2Bz(x,0, z)

∂x∂z

)
(7)

ay2 = −
1
2

(
∂2By(x,0, z)

∂x2 +
∂2By(x,0, z)

∂z2

)
(8)

az2 = −
1
2

(
∂2Bx(x,0, z)

∂z∂x
+
∂2Bz(x,0, z)

∂z2

)
(9)

The 3rd order ai3 coefficients

ax3 = −
1
6

(
∂3By(x,0, z)

∂x3 +
∂3By(x,0, z)
∂x∂z2

)
(10)

ay3 =
1
6
(
∂3Bx(x,0, z)

∂x3 +
∂3Bz(x,0, z)
∂x2∂z

+
∂3Bx(x,0, z)
∂z2∂x

+
∂3Bz(x,0, z)

∂z3 )

az3 = −
1
6

(
∂3By(x,0, z)
∂z∂x2 +

∂3By(x,0, z)
∂z3

)
(11)

The 4th order ai4 coefficients

ax4 =
1
24
(
∂4Bx(x,0, z)

∂x4 +
∂4Bz(x,0, z)
∂x3∂z

+
∂4Bx(x,0, z)
∂x2∂z2 +

∂4Bz(x,0, z)
∂x∂z3 )

(12)

ay4 = −
1
24

(
∂4By(x,0, z)

∂x4 + 2
∂4By(x,0, z)
∂x2∂z2 +

∂4By(x,0, z)
∂z4

)
(13)

az4 =
1
24
(
∂4Bx(x,0, z)
∂z∂x3 +

∂4Bz(x,0, z)
∂x2∂z2

+
∂4Bx(x,0, z)
∂z3∂x

+
∂4Bz(x,0, z)

∂z4 )

(14)

Calculation of the Partial Field Derivatives
The partial derivatives of the field components appearing

in the expression of the coefficients ai j can be calculated
either numerically or using the “fit a function method” which
is the method used in the studies discussed in Refs. [1, 4].
Both methods are discussed in details in Ref. [6].

Fit a Function method Figure 13 shows the grid points
of the global (x,z) coordinate system where the field com-
ponents [Bx(x, y = 0, z),By(x, y = 0, z),Bz(x, y = 0, z)] are
measured, and also shows two of the many “small-grid-areas”
(ABCD), (EFGH) in which the global grid is partitioned.

Figure 13: The large 2D grid in the (x,z) coordinate system
is partitioned in many “small-grid-areas” two of these small
areas (ABCD), (EFGH) are shown. The small grid areas
may overlap, and each area can be characterized by the (n,m)
indices and its local (xl, yl) coordinate system. The local
coordinates (xl, yl) of each small grid are related to the global
(x,z) coordinates through the equations x=x0(n,m) + xl and
z=z0(n,m) + zl .

The small grid areas may partially overlap with each other,
and each area can be characterized by the (n,m) indices
and its associated (xl, yl) local coordinate system. With
this method a polynomial function shown in Eq. (15), is
fitted to the experimentally measured values of the magnetic
field components. The local coordinates (xl, yl) of each
small grid are related to the global coordinates (x,z) through
the equations x=x0(n,m) + xl and z=z0(n,m) + zl , where
x0(n,m) and z0(n,m) are the global coordinates of the centers
(xl, yl)=(0,0) of the “small-grid-area” which is characterized
by the indices (n,m).

Bi(n,m, xi, zl) =
4∑
j=0

4∑
k=0

ci,n,m, j ,k(xl)j(zl)k (15)

In Eq. (15) the index i corresponds to the field component
with i=(1,2,3)⇔(x, y, z) and the indices n,m correspond to
the particular “small-grid-area” of the global grid. The xl ,zl
variables are the local coordinates of this “small-grid-area”
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which are related to the global coordinates (x, z) through
equations mentioned earlier. The coefficients ci,n,m, j ,k are
calculated using the method of Singular Value Decomposi-
tion (SVD) [7] which is applied to solve N equations with M
unknowns (N≥M). This method of fitting a function to the
experimentally measured field components at the grid points
of a rectangular grid on the median plane of a magnet has
been used in the RAYTRACE code to calculate the beam
optics of the AGS synchrotron [1] using the median plane
field maps of the AGS combined function magnets.
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ANALYTICAL CALCULATIONS FOR
THOMSON BACKSCATTERING BASED LIGHT SOURCES

P. Volz∗, A. Meseck, Helmholtz-Zentrums Berlin für Materialien und Energie, Berlin, Germany

Abstract
There is a rising interest in Thomson-backscattering based

light sources, as scattering intense laser radiation on MeV
electrons produces high energy photons that would require
GeV or even TeV electron beams when using conventional
undulators or dipoles. Particularly, medium energy high
brightness beams delivered by LINACs or Energy Recov-
ery LINACs, such as bERLinPro being built at Helmholtz-
Zentrum Berlin, seem suitable for these sources. In order
to study the merit of Thomson-backscattering-based light
sources, we are developing an analytical code to simulate
the characteristics of the Thomson scattered radiation. The
code calculates the distribution of scattered radiation de-
pending on the incident angle and polarization of the laser
radiation. Also the impact of the incident laser polarization
and the full 6D bunch profile, including microbunching, are
incorporated. The Status of the code and first results will be
presented.

INTRODUCTION
Shortly after the invention of the LASER the idea of

Thomsaon-backscattering light sources emerged [1]. Only
in recent years however did lasers become powerful enough
to make these sources viable due to the small Thomson
scattering cross section. In the case of Thomson backscat-
tering a relativistic electron beam interacts with a counter-
propagating laser field. The backscattered photons travel
in the direction of the electron beam in a small cone with
an opening angle proportional to 1/γ. The scattered laser
photons experience a Doppler shift according to the energy
of the electrons they are scattered on. This allows Thomson
backscattering sources to produce very high energy photons,
from relatively low energy electron beams, that would other-
wise require GeV electron energies. Thomson scattering is
the low energy limit of Compton scattering. The Thomson
limit is accurate if the photon energy in the particle’s rest
frame is significantly lower than its rest mass.

Nowadays the demand for beam time at hard X-ray syn-
chrotron facilities heavily outweighs supply. Such facili-
ties however are very cost prohibitive to build and operate.
Thomson-backscattering light sources provide an alternative
to conventional sources at a cost that would be manageable
for smaller laboratories and universities. Furthermore, in
recent years there have been advances in the development
of high brightness electron beam sources in both classical
linac, and energy recovery linac (ERL) configuration. These
sources provide electron beams with very low energy spread
and emittance which results in less quality degradation of
the backscattered light. This has opened up new possibilities
∗ paul.volz@helmholtz-berlin.de

for high performance ERL based Thomson backscattering
light sources. The design and development of such a source
requires a fast code that takes into account the relevant prop-
erties of the electron beam and laser pulse to calculate the
critical properties of the backscattered radiation field. The
development of such a code is the goal of the presented work.

First we will present a short description of our code, fol-
lowed by some test cases to validate its results. Then we
will present our first results in simulating the radiation of
microbunched beams. Finishing off with an outlook of what
improvements are planned.

CODE DESCRIPTION
The goal of our code is to calculate the spatial and spectral

radiation distribution for different Thomson scattering events.
It has to include the laser polarization, the incident angle
between the laser and the electron beam, and the coherent
effects resulting from the full 6D bunch profile of the beam.
As of now emittance cannot be fully incorporated by the code
because evaluation of transverse momentum distribution
is not yet implemented. The laser is treated as a flat top
pulse with no rise time or fringe effects. The 6D particle
configuration can be imported from ascii files in ASTRA [2]
output format. The underlying calculations are based on an
Evaluation of Liénard-Wiechert potentials. The derivation of
the formulas is shown in detail in [3] and [4]. The code does
not use numerical integration. The essential calculations are
based on complex Bessel functions.

Our code can calculate the spatial intensity distribution of
the radiation produced by electrons interacting with a circu-
larly or linearly polarized laser. The incident angle between
the laser and the electron beam as well as the detector size
and position can be chosen freely. The detector is modeled
as grid of pixels. The number of pixels together with the size
of the detector dictates the resolution. The backscattered
radiation generated by individual particles are added up at
each pixel. For multiple particles either the intensities or
the amplitude of the radiation generated by the individual
particles can be added. As will be explained in the follow-
ing sections, the addition of amplitudes is necessary for the
correct calculation of coherent effects.

A simulation run with 200 k particles and a detector res-
olution of 80 × 80 pixels takes around 2000 s on a current
workstation CPU (single core load). The computation time
scales linearly with the number of particles.

CODE VALIDATION
To validate our code we simulated some simple scenarios

for which we have a clear expectation of results.

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-TUPAF14

F-1 Code Development, Status and Comparison with Measurements

TUPAF14

215

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.



Thomson Scattering on Single Electrons
The simplest case is the scattering of laser radiation on a

single electron. For this case there are a number of simula-
tions and analytical studies available, e.g. [3,4]. In particular,
the spatial radiation distribution of scattering on a single
electron for both circular and linear polarization of the inci-
dent laser has been derived in [3] and [4]. In [3], figure 2
shows the intensity distribution as a function of photon en-
ergy and polar angle to the detector. Our code can produce
those plots as shown in Fig. 1. Our code also reproduces

Figure 1: Normalized intensity as a function of scattered pho-
ton energy and scattering angle γθ of the radiation scattered
by a relativistic electron (γ = 69.5) from a counterpropagat-
ing linearly polarized laser pulse.

the results for both polarizations and for different incident
angles shown in figures 3, 4, 6, 7, and 9 in [4]. Figure 2
shows the results for a linearly polarized laser pulse and
Fig. 3 shows the circularly polarized case.

Coherent Addition
When looking at the radiation produced by more then one

electron we need to make the distinction between coherent
and incoherent addition. In the incoherent case the total
intensity is just a superposition of intensities generated by
scattering on single electrons. This case is examined for
example by P. Tomassini et al. [5]. If we want to fully in-
vestigate the effects of the electron bunch structure we also
have to take into account coherent addition. In this case we
have to consider the complex amplitudes of the radiation
produced by each electron. This allows us to take into ac-
count the phase of the propagating radiation and to calculate
interference at the detector accordingly. In our code the
phase is calculated by analyzing the path length to every de-
tector pixel for the radiation field generated by each electron
together with its frequency. The Thomson backscattering
process can be compared to an electron traveling through an
undulator. This way we can form some expectations based
on what we know about coherent addition of electron spec-
tra in undulators. There are however some key differences
between an undulator field and the one produced by a laser
pulse. The field of an undulator is constant in time. Two
electrons passing through the undulator will witness the
same field at a given point in space. The laser field on the

other hand oscillates in both time and space as the pulse
propagates. This introduces another phase factor that needs
to be taken into account. As a proof of concept we simulated
the case of two electrons at different longitudinal distances
from each other.

For two electrons at the same position we expect a four-
fold increase in intensity when adding coherently, compared
to a two-fold increase for incoherent addition. Figure 4
shows the comparison between the intensities of radiation
produced by a single electron and by two identical electrons
treated coherently. As expected we see a four fold increase.

For two electrons half a wavelength apart the naive ex-
pectation considering an undulator field would be a phase
difference of 180° and therefore zero intensity at the center
of the detector. Away from the detector center the path length
and therefore the phase difference changes so we would ex-
pect an interference pattern. Figure 5 shows the spectrum for
the described case. In the center of the detector there is an
intensity peak instead of a minimum. This is due to the ad-
ditional phase factor of the laser field. If we omit this phase
factor we get the expected result from an undulator case as
shown in Fig. 6. The same test can be done for constructive
interference with a phase difference of 360°. This means the
two electrons are a full wave length apart. Figure 7 shows
the coherent addition of scattered radiation including the
laser phase factor and Fig. 8 shows the case where the laser
phase has been omitted. This shows that the code produces
the expected results for coherent addition of electron spectra
and we can proceed to investigate microbunching effects.

RESULTS
As a first test we simulate a circularly polarized laser pulse

scattering head on with an electron bunch comprised of 200 k
particles. The electron bunch and laser parameters are listed
in Table 1. We compare three different electron beams, two

Table 1: Parameters Used in Simulations

Electron Bunch
energy 35.5 MeV
γ 69.5

Laser Pulse
λ 2.665 cm
number of periods in pulse 7
pulse duration 622 ps
a0 2
intensity 7.79 GW/cm2

microbunched beams with different energy spreads and a
Gaussian beam with similar energy spread. To accentuate
the effects of microbunching all three beams had no trans-
verse momentum or spread. The electric field amplitudes of
the radiation generated by the single particles were added
to correctly incorporate coherent effects. This causes a lot
of noise because most of the radiation gets canceled out by
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Figure 2: Normalized Intensity of radiation scattered by a relativistic electron (γ = 10) from a high intensity (a0 = 2)
linearly polarized laser pulse, viewed in plane of the detector. The detector is located at z′ and centered on the electron beam
axis. Distances in x ′, y′ are measured in units γ0(x ′/z′), γ0(y

′/z′) ∝ γ0θ. Head-on scattering on top, transverse scattering
with the electron moving perpendicular to the laser’s plane of polarization in the middle, transverse scattering with the
electron moving in the laser’s plane of polarization on the bottom. The first three harmonics are shown.
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Figure 3: Normalized Intensity of radiation scattered by a relativistic electron (γ = 10) from a high intensity (a0 = 2)
circularly polarized laser pulse, viewed in plane of the detector. The detector is located at z′ and centered on the electron
beam axis. Distances in x ′, y′ are measured in units γ0(x ′/z′), γ0(y

′/z′) ∝ γ0θ. Head-on scattering on top, transverse
scattering on the bottom. The first three harmonics are shown.

Figure 4: Intensity of radiation in arbitrary units produced by a single electron on the right and by two identical electrons
treated coherently on the left. The coherent addition of radiation increases the intensity four-fold.
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Figure 5: Two electrons with a longitudinal distance of half
a wavelength. Laser wavelength of 500 nm and γ = 10.

Figure 6: Two electrons with a longitudinal distance of half
a wavelength. Laser wavelength of 500 nm and γ = 10. The
laser phase factor has been omitted.

phase difference to radiation generated by other particles in
the bunch thus fewer particles effectively contribute to the
spectrum. This noise is amplified by the pseudo-random
noise reduction algorithms that most particle tracking codes
use to generate their electron bunches. In this case the bunch
was generated with ASTRA, which uses Hammersley sets.
Figure 9 shows the spacial intensity distribution of the radi-
ation generated by a Gaussian electron bunch when the field
amplitudes are summed up. As a comparison Fig. 10 shows
the incoherent intensity generated by the same bunch.

Figure 7: Two electrons with a longitudinal distance of a
full wavelength. Laser wavelength of 500 nm and γ = 10.

Figure 8: Two electrons with a longitudinal distance of a
full wavelength. Laser wavelength of 500 nm and γ = 10.
The laser phase factor has been omitted.

Figure 9: Coherent addition of radiation generated by elec-
trons from a bunch with a Gaussian longitudinal distribution
and energy spread.

Figure 10: Incoherent addition of radiation generated by
electrons from a bunch with a Gaussian longitudinal distri-
bution and energy spread.
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Microbunching
Microbunching refers to a density modulation within an

electron bunch. This allows for a coherent emission of pho-
tons at distinct frequencies and therefore greatly increased
intensity. To test the feasibility of microbunching in Thom-
son backscattering sources, we simulated two microbunched
beams with different energy spreads. The energy spread and
longitudinal particle distribution of one case is shown in
Fig. 11. The corresponding spatial intensity distribution of
the coherent radiation is shown in Fig. 12. Figure 13 shows
the case with higher energy spread. A higher energy spread
seems to be detrimental to the intensity. However, compared
to Fig. 9 the differences aren’t immediately obvious.

Figure 11: Energy spread and longitudinal electron distribu-
tion of the simulated bunch.

Figure 12: Coherent addition of radiation generated by elec-
trons from a microbunched beam and a relatively small en-
ergy spread.

CONCLUSION AND OUTLOOK
A fast analytical code has been developed to simulate

coherent radiation interactions in Thomson backscattering

Figure 13: Coherent addition of radiation generated by elec-
trons from a microbunched beam and a relatively large en-
ergy spread.

events. From simple tests we can conclude that our code
is able to correctly calculate the coherent interaction of ra-
diation produced by different particles as well as the inco-
herent superposition of Intensity. The simulated bunches
have very strong microbunching of 60 %. It is possible that
the resonance is not exactly hit by the laser or that most of
the radiation cancels out due to the aforementioned pseudo-
random methods of bunch generation. The next step is to
fully implement emittance of electron bunches. The noise
level for coherent treatment of many particles needs to be
improved as well before first design studies utilizing our
code can start.
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A HOLISTIC APPROACH TO SIMULATING BEAM LOSSES IN THE
LARGE HADRON COLLIDER USING BDSIM

S. D. Walker∗, A. Abramov, S. T. Boogert,
H. Garcia-Morales, S. M. Gibson, H. Pikhartova, W. Shields, L. J. Nevay

Royal Holloway, University of London, Egham, TW20 0EX, United Kingdom

Abstract
To fully understand the beam losses, subsequent radiation,

energy deposition, backgrounds and activation in particle
accelerators, a holistic approach combining a 3-D model,
physics processes and accelerator tracking is required. Beam
Delivery Simulation (BDSIM) is a program developed to
simulate the passage of particles, both primary and sec-
ondary, in particle accelerators and calculate the energy
deposited by these particles via material interactions using
the Geant4 physics library. A Geant4 accelerator model is
built from an optical description of a lattice by procedurally
placing a set of predefined accelerator components. These
generic components can be refined to an arbitrary degree
of detail with the use of user-defined geometries, detectors,
field maps, and more. A detailed model of the Large Hadron
Collider has been created in BDSIM, validated with existing
tracking codes and applied to study beam loss patterns.

INTRODUCTION
The Large Hadron Collider (LHC) at CERN is at the fore-

front of the accelerator energy frontier, with a design energy
of 7 TeV and with a stored energy of 386 MJ per beam [1].
This extremely large stored energy presents a challenge to
protect the experiments, and machine elements both from
irradiation and prevent any superconducting magnets from
quenching, where as little as 1 mJ cm−3 is sufficient to cause
a quench [2]. Beam losses are inevitable in any machine and
it is due to the aforementioned factors that a dedicated colli-
mation system has been designed and built. It is primarily
located in two insertion regions (IRs)—IR3 for momentum
cleaning, and IR7, for betatron cleaning. Common to both
is the concept of a collimation hierarchy, which consists of a
sequence of collimators with increasing apertures, such that
large amplitude particles will first hit the primary (smallest
aperture) collimator, followed by the secondary collima-
tors (wider aperture), and finally the absorbers (larger still).
Added to this are tertiary collimators (TCTs) on either side
of the experimental IRs, which protect the final focus mag-
nets and reduce beam-induced backgrounds. This design has
proven exceedingly successful in protecting the machine.

Detecting beam losses reliably in critical regions requires
the presence of 3600 beam loss monitors (BLMs) placed
around the ring [2]. These are used to detect abnormal beam
conditions, and if one detects losses above a given threshold,
a beam dump is triggered. In order to characterise the pattern
of losses around the ring and study the effectiveness of the

∗ stuart.walker@rhul.ac.uk

collimation system, special runs are performed where a low-
intensity beam is blown up to produce losses and the signal
from the BLMs is recorded. This is referred to as a loss map
of the machine.

To ensure the collimation system works effectively both in
normal-functioning as well as in adverse scenarios, such as
an asynchronous beam dump, effective simulation tools are
necessary. The tool of choice used at CERN for collimation
studies is SixTrack, and is used to generate loss maps [3].
SixTrack is a fully symplectic 6-D thin lens tracking code
which was originally used for dynamic aperture studies, but
was extended for use in aiding the design and implementa-
tion of LHC collimation system [4]. SixTrack is often paired
with another standard CERN code, FLUKA [5], for irradia-
tion and beam background studies to study specific areas of
interest. Together these have demonstrated themselves to be
extremely effective in aiding the design and optimisation of
the LHC collimation system.

SixTrack’s approach to primary impacts on collimators
is to call Monte Carlo scattering procedures, whereby the
primary is either lost in an inelastic collision, or undergoes an
elastic process and is reintroduced to the tracker. Elsewhere,
if a primary particle exceeds the aperture at a given point,
it is treated as lost immediately at that location. Secondary
particles that would generally stem from these impacts are
not treated.

Beam Delivery Simulation (BDSIM) is a novel code
which seeks to track the passage of the primary particle
as well as any resulting secondary particles [6]. As a result
it is it will be more capable of capturing the details in LHC
loss maps which are otherwise missing in existing tools, and
present a more holistic method for simulating beam losses
in particle accelerators.

In this paper, preliminary results comparing LHC loss
maps from BDSIM, SixTrack, and BLM data from a recent
run are presented.

BDSIM
BDSIM is a C++ particle tracking code based on a collec-

tion of high energy physics libraries, including Geant4 [7],
CLHEP [8], and ROOT [9]. It automatically builds a Geant4
3-D accelerator model from a set of generic components
which enables the seamless tracking of both primary and
secondary particles throughout an accelerator or detector.
In using Geant4 it has access to all of the standard parti-
cle physics processes, but is supplemented with accelerator
tracking routines. Standard Geant4 numerical integrators are
replaced with transfer matrices for elements such as drifts,
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dipoles (including fringe fields) and quadrupoles. This ap-
proach only is possible because of the use of a curvilinear
transform, provided by BDSIM, from the Geant4 Cartesian
coordinate system, to the curvilinear system. Higher thick or-
der multipoles are handled with the use of symplectic Euler
integrators.

BDSIM models are described with the use of a MAD-X-
style ASCII input and typically converted from an existing
optical description, such as MAD-X TFS [10] using the
Python package pybdsim, allowing one to build a Geant4
model of a given accelerator within minutes. Whilst models
are built from a set of generic components, the user may
choose to provide more detailed geometries, field maps,
and more to further improve their simulation’s accuracy.
BDSIM supports all MAD-X apertures, which are shown in
Figure 1, including the LHC aperture shown on the top left,
that includes the copper beam screen and cooling tubes.

Figure 1: A selection of MAD-X apertures as rendered
in BDSIM. Note that the top left LHC aperture has been
supplemented with additional detail.

Geant4 mandates that there must be no overlaps between
solids, otherwise the particle tracking is prone to becoming
stuck in a loop, and fail. Therefore it is absolutely neces-
sary that overlaps are not present in any BDSIM model.
BDSIM guarantees that the default-provided generic geome-
tries respect this requirement. Not only do overlaps result in
problematic behaviour, but also coplanar faces do as well.
This means that not only must there be no overlaps, but also
there must be a gap between solids. In BDSIM this manifests
itself most noticeably as the introduction of a small 1 nm
gap between all accelerator components. The introduction
of this small gap has minimal impact for linear accelerators,
but ultimately manifests itself as an emittance growth over
many turns in a circular collider model. This is not a phys-
ical process, but instead simply a limitation of Geant4 as
applied to accelerators.

In order to mitigate the detrimental effects of geometry
safety separations, multi-turn tracking is synchronised with
a 14th order one turn map (OTM) from PTC. For any one
turn the tracking is first done in the OTM and the results are
cached. The same full-turn tracking is then done in BDSIM,
which includes a comprehensive set of physics interactions,
accurate aperture intersection calculation and tracking in
external magnetic fields outside the beampipe. At the end of
the turn, if and only if a beam particle is primary and has not

undergone an interaction in this turn, its coordinates are set to
the coordinates from the OTM. All secondary particles and
primary particles that have interacted keep the coordinates
from BDSIM and the tracking continues. This approach
ensures stable tracking of particles that survive inside the
aperture for many turns, while leveraging all the benefits of
the 3D model for the particles that survive. Figure 2 shows
a reference particle tracked in BDSIM with and without the
use of the one turn map. The tracking accuracy is clearly
drastically improved when using the one turn map.

Figure 2: BDSIM long term tracking comparison for a refer-
ence particle. The transverse position x is recorded at the
end of each turn for 10,000 turns with and without the use
of a one turn map to correct the particle’s trajectory.

MODELLING
BDSIM and SixTrack models were both prepared from

the same MAD-X TFS optical description of a recent LHC
configuration. The model parameters are the 2018, 6.5 TeV,
β∗ = 30 cm, “end-of-squeeze” optics and a summary of the
collimator openings is shown in Table 1. The only difference
is that SixTrack, a thin lens tracker, uses a thin description,
whereas BDSIM was prepared from the thick version to
ensure the desired geometry is built.

Figure 3: A comparison of the beam centroids (top) and the
horizontal and vertical Twiss β-functions (bottom) between
MAD-X and BDSIM.

BDSIM’s tracking with respect to this model is validated
by tracking 104 protons over a single turn, where the optical
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Table 1: The Collimator Openings, Corresponding to the 
2018 6.5 TeV, β∗ = 30 cm, “End-of-Squeeze” Optics Used 
in the Comparisons Described in this Paper

Collimator Opening / σ
TCP IR7 5.0
TCSG IR7 6.5
TCLA IR7 10.0
TCP IR3 15.0
TCSG IR3 18.0
TCLA IR3 20.0
TCSP IR6 7.4
TCDQ IR6 7.4
TCT IR2 37.0
TCT IR8 15.0
TCT IR1/5 8.5

functions are extracted directly from the beam distribution
using moments of the beam sigma matrix of up to 4th order
and comparing with MAD-X. Excellent agreement between
BDSIM and MAD-X is shown in Figure 3. However, to
correct BDSIM’s longer term tracking, as described in more
detail in the previous section, a 14th order Taylor map from
MAD-X PTC is used to reset primaries onto their correct
trajectory at the end of each turn.

Figure 4: A comparison of the vertical aperture extents
between BDSIM and SixTrack. The difference between the
two shown is an artefact of the way apertures are described
in BDSIM. A BDSIM does not have an aperture, but instead
an opening, whereas the aperture is defined throughout for
SixTrack, even where apertures are located.

An accurate aperture model is mandatory for a faithful
simulation of losses in the LHC. SixTrack uses an inter-
polated aperture description with a resolution of 10 cm by
default. To further enhance the geometrical description, this
same aperture description was loaded from SixTrack into
BDSIM. A comparison of the aperture model in IR5 is shown
in Figure 4, where excellent agreement is shown. The ge-
ometric description was supplemented with further details
to improve the model accuracy: the lhcdetailed aperture
type, shown in Figure 1, was used throughout; the detailed

LHC magnet geometries; and the correct handedness for the
magnet geometries featuring two beampipes.

Figure 5: Primary distribution with collimator jaws marked.
The primary distribution is shown zoomed inset as the region
in phase space is extremely small.

In this paper only results from the simulation of hits on
the the horizontal primary collimator (TCP.C6L7.B1) in IR7
have been simulated. To reduce the simulation time, only
primaries with an initial position overlapping with the col-
limator jaws are generated. Again, these same primaries
are loaded into BDSIM from SixTrack. The initial primary
distribution is shown in Figure 5, with the jaws of the colli-
mator marked in red. This primary distribution results in an
impact parameter distribution shown in Figure 6. The impact
parameter is simply the shortest transverse distance from
the impact on the collimator jaw to its edge. The ≤10 µm
impact parameter is relevant here as this is typical of beam
halo particles impacting on the collimator jaws.

Figure 6: Probability density for the impact parameters on
the horizontal collimator in IR7.

RESULTS
6.4 × 106 protons in SixTrack, and 3 × 106 protons in

BDSIM were simulated. When comparing measured losses
to predicted losses it is important to make the distinction of
what the results compared are. In the case of standard Six-
Track, the total energy of the particle is considered to have
been deposited at the aperture impact location. In contrast,
the BLMs record losses that escape the magnet and have
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thus propagated from the aperture impact location through
the beampipe, coils, yoke and cryostat fixtures. In BDSIM
the whole shower development is captured and energy de-
position is recorded along the full path of any nominal or
secondary particles in the corresponding materials. As a
result, a direct one-to-one comparison is inappropriate. In-
stead BDSIM energy deposition, and SixTrack losses, both
normalised with respect to their corresponding peaks in IR7
are shown, as well as the BLM dose, again normalised with
respect to the peak in IR7.

Figure 7 shows a comparison between the three different
loss maps for the whole machine. The maps are colour coded
to highlight in particular losses in cold regions, as these are
the regions in which it is most necessary to avoid losses. The
two largest peaks in the collimation insertions, the larger
in IR7 and the smaller in IR3, are correctly reproduced in
BDSIM and good agreement is shown between all three loss
maps. Low-level noise is present throughout the BLM loss
map, and as this is completely missing in the SixTrack loss
map, one might imagine it is a result of secondary particles
depositing energy in these regions. However, whilst BD-
SIM does record some energy deposition in these regions, it
mostly missing in BDSIM as well. This suggests that this
energy deposition does not stem from primary losses in IR7.
Instead it could be originating in losses from the beam, which
neither SixTrack nor BDSIM account for. Finally a longer
tail in the region following IR7 in the BDSIM loss map
compared to the SixTrack loss map is clearly visible. This
is likely explained as secondary particles which originate
from primary losses in IR7 travelling further downstream
and depositing energy.

In Figure 8, one can see a zoomed section of IR7 and the
dispersion suppressor immediately following it. Inspecting
this region is useful for a number of regions, firstly to en-
sure the collimator hierarchy is obeyed, where the number
of losses in the collimators decreases further downstream.
Secondly, the cold section immediately following IR7 is the
dispersion suppressor, which is generally the cold region
in the LHC exposed to the greatest number of losses, and
therefore the section closest to quenching.

A number of features are notable in Figure 8. The colli-
mation hierarchy is recreated as expected, however in BD-
SIM the peak energy deposition actually occurs in the warm
quadrupole immediately following the primary collimator.
The BLM data in this region shows that the dose in this
quadrupole is indeed very large, but still marginally smaller
than detected in the collimator BLMs. This could simply
due to the fact that BDSIM integrates all energy deposition
within a given S bin, whereas the actual BLM volume is
much smaller than this. It may also be necessary to fur-
ther improve the geometry in this location to resolve these
features more accurately: it was mentioned above that the
quadrupole geometry used was the geometry of supercon-
ducting quadrupoles. However one can plainly see that in
this case, the quadrupoles are warm, and therefore normal
conducting, not superconducting.

The BLMs placed between the collimators show that there
are sizeable losses in these regions. These features, which
are almost entirely missing in SixTrack, appear to be faith-
fully recreated in BDSIM, with similar losses relative to the
maximum.

In the dispersion suppressor more detail is present in the
loss map generated with BDSIM. The losses are much more
smeared out, which is most likely explained by the fact that
SixTrack will immediately kill all particles lost in this region,
as they are aperture losses, whereas BDSIM will model any
primary elastic or inelastic scattering and track any resulting
secondary particles. However the presence of two popula-
tions in this region, clear in SixTrack, is still discernible in
BDSIM. Finally, the relative sizes of the losses in this region
appear to be more comparable to the BLM data in BDSIM
than SixTrack, where in this region the BLM losses are on
the order of 10−4, in BDSIM also 10−4, and in SixTrack
between 10−5 and 10−6.

CONCLUSION

A Geant4 accelerator model for the LHC has been built
using BDSIM and used to generate loss maps. These BDSIM
loss maps have been contrasted and compared with ones
from the standard CERN LHC collimation code SixTrack,
as well as BLM data from a recent qualification run.

Whilst the results presented here are preliminary in ad-
vance of further, more detailed studies, it is nevertheless
apparent that many of the features present in the BLM data
which are missing in SixTrack seem to be recreated with
BDSIM. This includes the warm losses present between
the collimators, explained simply as energy deposited by
secondaries, as well as the more smeared out losses in the
dispersion suppressor. Some features remain unexplained,
such as the low-level noise-like present in the BLM data.

Further refinement of the model geometry can be explored
to improve the accuracy of the model. For example, the dif-
ferences in the geometries between warm and cold magnets
is not accounted for in this model, instead only cold magnet
geometries are used. Moreover BLM elements can be placed
along the ring model in a one-to-one correspondence with
those in the actual LHC. This will enable a direct compari-
son between detector dosages calculated with BDSIM and
real LHC BLM dosages.

On the BDSIM side, developments to further improve its
use for LHC collimation studies are planned. Firstly, addi-
tional data pertaining to losses in collimators will be stored.
Secondly, BDSIM can be engineered to treat collimator
impacts and aperture losses in the same way as SixTrack—
enabling a direct one-to-one comparison between the two
codes. Finally, development of a dedicated tracker is in
progress. This will allow for a dramatic decrease in simula-
tion time, allowing for greater statistics, as well as tracking
which is both more accurate and symplectic.
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Figure 7: Loss map comparison for the whole LHC between beam loss monitor signal (top), BDSIM energy deposition
(middle), and SixTrack losses (bottom). Each is normalised to the corresponding peak in IR7. Cold, warm, and collimator
losses are encoded to highlight the various features, and a diagram of the machine is displayed along the top.

Figure 8: Loss map comparison, zoomed to IR7 where the betatron collimation is located, between beam loss monitor
signal (top), BDSIM energy deposition (middle), and SixTrack losses (bottom). Each is normalised to the corresponding
peak in IR7. Cold, warm, and collimator losses are encoded to highlight the various features, and a diagram of the machine
is displayed along the top.
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ANALYSIS OF THE BEAM LOSS MECHANISM DURING THE ENERGY 
RAMP-UP AT THE SAGA-LS 

Y. Iwasaki†, SAGA Light Source, [841-0005] Tosu, Japan  

Abstract 
The accelerator of the SAGA Light Source consists of 

the 255 MeV injector linac and the 1.4 GeV storage ring. 
The accumulated electron beam current of the storage 
ring is about 300 mA. The energy of the electrons is 
raised up to 1.4 GeV in 4 minutes in the storage ring. At 
the moment of the beam acceleration, the electron beam is 
lost. The amount of beam loss is normally about 5 mA to 
30 mA. All electrons are sometimes lost. We investigated 
the relationship between the beam loss and the betatron 
tune shifts. The tune shifts during the beam acceleration 
were analyzed from the measured data of the output cur-
rents of the magnets power supplies by using beam track-
ing code of TRACY2. It was found that the anomalous 
output of the power supply of bending magnets was one 
of the causes of the beam loss.  

INTRODUCTION 
The accelerator of the SAGA Light Source (SAGA-LS) 

consists of the 255 MeV injector linac and the 1.4 GeV 
storage ring [1, 2]. The accumulated electron beam cur-
rent of the storage ring is about 300 mA. The energy of 
the electrons is raised up to 1.4 GeV in 4 minutes in the 
storage ring. At the moment of the beam acceleration (the 
beam energy is lower than 400 MeV), the electron beam 
is lost (see Figure 1). The amount of beam loss is normal-
ly about 5 mA to 30 mA. All electrons are sometimes lost. 
To understand the beam loss mechanism, which depends 
on the beam current, we developed high-speed logging 

system of 100 kHz for monitoring the beam current and 
the magnets power supplies using National Instruments 
PXI. We investigated the relationship between the beam 
loss and the betatron tune shifts. The tune shifts during 
the beam acceleration were analyzed from the measured 
data of the output currents of the magnets power supplies 
by using beam tracking code of TRACY2 [3]. To estimate 
the K-value of the quadrupole magnets, we used orbit 
response matrix analysis method [4]. By adopting the new 
high-speed logging system, the time structure of the beam 
loss process was clearly observed. In this paper, we de-
scribe the data acquisition and the data processing system, 
and the result of the analysis.   

METHODS 
Commonly we use N.I. Fieldpoints, PLCs and PCs sys-

tem for controlling and monitoring the SAGA-LS accel-
erator [5]. The beam loss occurs at the moment of the 
energy ramp-up and it observed like a step function by 
using slow (1 Hz) monitoring system. Therefore, we de-
veloped high-speed logging system of 100 kHz for moni-
toring the beam current and the magnets power supplies 
using National Instruments PXI. Figure 2 shows the data 
acquisition and analysis system for investigation of the 
beam loss. Since the signals of output currents of the 
power supplies are highly noisy, the low-pass filter 
(100 Hz) was performed to the measured data. The data 
sets were thinning out to 1/100 to calculate tunes and 
Twiss parameters step by step. Orbit response matrix 
analysis method [4] was adopted to estimate effective K-
value of quadrupole magnets from the measured output 
currents of the power supplies of the quadrupole magnets.  

The TRACY2 was used to calculate the tunes and 
Twiss parameters. The tracking code of TRACY2 was 
called from the National Instruments LabVIEW. The Data 
processing and the optics calculation were performed 
under the environment of LabVIEW for Microsoft Win-
dows. 

Figure 1: Beam loss at the energy ramp-up. 

 
Figure 2: Data acquisition and analyses System. 

 ___________________________________________  
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RESULTS 
Figure 3 shows the output current of the bending mag-

nets at the case of the all electrons were lost. As can be 
seen in Figure 3, measured data of the output currents of 
the power supplies contained high frequency components. 
After the data processing of low-pass filter, the output 
current of the power supply of the bending magnets is 
obtained. Figure 4 shows the anomalous output of the 
power supply of bending magnets. Since the ramp-up 
pattern is monotonically increases and fixed, power down 
of the power supply during the ramp-up couldn’t be ex-
pected. Figure 5 shows the large betatron tune shifts at the 
beam loss. The beam energy was estimated by using the 
magnetic field measurement data and the monitoring 
value of the power supply of the bending magnets. Figure 
6 shows the beam current at the period.   

 

We confirmed that the beam loss due to the anomalous 
power down during ramp-up has occurred several times. 
On the other hand, there were the cases that couldn’t be 
explained by the power supply faults. 

 

CONCLUSION 
The first data acquisition system of the PXI and the da-

ta processing of low-pass filter were useful to find the 
anomalous output of the power supply of the bending 
magnets. The anomalous output of the power supply of 
bending magnets was one of the causes of the beam loss. 
The longitudinal motion will be taken into account for the 
further investigation of the beam loss mechanism. 
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Figure 3: Output current of the power supply of the bend-
ing magnets measured by using PXI system at the all 
beam loss. 

 
Figure 4: Output current of the power supply of the bend-
ing magnets after low-pass filtered. 

 
Figure 5: Calculated tune sifts at the all beam loss. 

 
Figure 6: Beam current at the all beam loss. 
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pyaopt OPTIMIZATION SUITE AND ITS APPLICATIONS
TO AN SRF CAVITY DESIGN FOR UEMS∗

Ao Liu†, Roman Kostin, Euclid Techlabs, Bolingbrook, IL, USA
C. Jing, Pavel Avrakhov, Euclid Beamlabs, Bolingbrook, IL, USA

Abstract
Designing and commissioning particle accelerators need

great optimization efforts. This is particularly true for large
accelerators with complex components that provide stable
beam such as light sources and colliders, where nonlinear-
ities of the beam play an important role. Currently, many
design optimizations are provided by individual user-created
automated problem-finding and solution-proposing algo-
rithms, which requires an extensive amount of computing
resources. Heuristic algorithms such as Genetic Algorithms
(GA) and Simulated Annealing (SA) are commonly imple-
mented. They are either created for individual tasks, or are
implemented directly in simulation codes, such as OPAL
or IMPACT3D. An optimization suite that is independent
of the accelerator codes is needed for general application
studies. Meanwhile, researchers now have access to the HPC
resources, which can be utilized for parallelization of codes.
We propose a Python-based optimization suite for general
applications. In this paper, we introduce the pyaopt suite by
giving some details of its applications, including a design
of an SRF photogun for UEMs.

INTRODUCTION
Recently, there has been multiple new applications of

heuristic algorithms in the particle accelerator community.
The fields include secondary particle collection [1], DA
optimizations [2, 3], and space charge calculations [4]. In
most of these cases, algorithms were customized for specific
physics problems, or built in a specific simulation program.
In fact, the number of programs that include the Genetic
Algorithm (GA) as the multi-objective optimizer is rapidly
increasing [5, 6]. However, for many accelerator physicists
and engineers, these algorithms are still inaccessible to some
extent: there is no easy way to use them in a “plug and play“
fashion.

The design of Python advanced optimization pyaopt suite
aims at delivering a package that has an API for users to
conveniently describe the optimization problem, select the
optimization algorithm and start the job. It not only includes
widely-accepted algorithms such as the GA, Simulated An-
nealing (SA) and the Particle Swarm Algorithm (PSA), but
also gradient-based (deterministic) algorithms, such as the
Gauss-Newton method, etc. The goal of the Python-based
package is to let users run optimization jobs in any environ-
ments, including a personal computer, a small-scale cluster,
or a HPC supercomputer. Users may select the mode such
∗ SRF cavity design work supported by DOE under contract DE-

SC0018621
† a.liu@euclidtechlabs.com

Figure 1: The flowchart of running optimization jobs on an
HPC machine.

that the pyaopt job manager can handle the job submission,
monitoring, and logging. The idea of running the jobs on
an HPC is illustrated in Figure 1.

pyaopt includes a few customized metaheuristic algo-
rithms and some deterministic algorithms. We introduce a
selection of the metaheuristics below:

• pyaopt-GA, which is based on the NSGA-II [7] and
can do both single-objective GA (SOGA) and multi-
objective GA (MOGA). The customization is on the
crowding distance (CD) of individuals, which repre-
sents the similarities of them, and the “rescue method“:
judgment day, which is used only when the whole pop-
ulation seizes improving prematurely. The algorithm
is enhanced by MPI [8], such that calculations of dom-
inance and CD are distributed on different ranks.

• pyaopt-SA, which is based on the standard annealing
formula P = e( f (x)− f (x

′)/T ) for f (x) < f (x ′), where
f (x) is the fitness value for solution x, and T is the cur-
rent temperature. The customization is on the adaptive
cooling schedule, ∆T per iteration, and on the cooling
range assignment for MPI implementation. Although
it is already a common practice to normalize the fitness
value to an expected one and implemented by many SA
users, using an adaptive cooling schedule further helps
to prevent the system to converge prematurely. As for
the search range where multiple workers are present,
users can choose how many slices each variable’s range
needs to be divided, based on the number of workers
available. Then pyaopt allocates each combination of
range slices evenly to the workers.

• pyaopt-ANN, which is based on multiple artificial neu-
ral network (ANN) algorithms. The parallelization is
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done through both the forward and backward propaga-
tions of data, in simply a batch fashion.

pyaopt can be installed on multi-platforms, thanks to the
installation capabilities brought by the setuptools [9] pack-
age. Our idea is to make this process painless, such that
modules targeted for different computing accelerator archi-
tecture that are available on the machine can be automatically
detected by the setup code, or specified by the users (when
the installation frontend cannot see the heterogeneity from
the worker’s point of view.

The variable ranges are specified in a JSON [10] file
(we are also investigating the HDF5 [11] format to contain
the metadata of all the input, output and log files). The
API provides the proposed combinations of variables (each
combination of variable values is hereafter referred as “in-
dividual”), and users specify the functions to be called by
pyaopt for evaluation of individuals.

EXAMPLES OF APPLICATIONS
In this section we use some applications of pyaopt to

demonstrate its capability to be used on different areas of
accelerator physics.

nuSTORM Magnetic Horn
The neutrinos from STORed Muons (nuSTORM) uses

a magnetic horn to capture the secondary pions generated
from bombarding a long target rod with high energy protons.
Because of the finite length of the target rod, the original
point-to-parallel principle of a simple horn design with dou-
ble parabolic surface is no longer optimal. The horn has to
be re-designed for each target that has different materials,
lengths and diameters, even when the primary proton beam
parameters are fixed. In this example, we used a 46 cm In-
conel target, with a radius of 3 mm. We used the MOGA for
this purpose, where one of the two objectives is to maximize
the number of pions within the transverse phase space, and
other is to maximize that in a the momentum acceptance
described by a derived formula. Figure 2 shows the varia-
tion of fitness values for the dominant elite candidate in each
generation. This treatment of converting a single-objective,
time-consuming multiparticle tracking-based optimization
was efficient in dramatically saving the optimization time
and increase the acceptable pions at the end of the pion
beamline by 13%.

nuSTORM Muon Storage Ring
The physics objective is to store as many muons in the

2 mm·rad full transverse admittance and 3.8 ± 10% GeV/c.
Since this is an extra large beam, multiple nonlinearity terms
of the beam optics become critical as stop bands for beam
circulation in the ring. Sextupoles are introduced in the
lattice, in both standalone sextupole magnets and also as
combined-function Therefore, instead of isolating the non-
linearity terms one by one and evaluate the importance of
each, we chose to directly rely on mult-particle tracking re-
sult as the single optimization objective. Since 90% of the

Figure 2: The variation of fitness values of the dominant
elite candidate in each generation.

Figure 3: The variation of fitness value of the best solution
in each generation.

muons will decay to neutrinos in approximately 100 turns,
the percentage of survived muons after 100 turns was used
as the evaluation function. We then chose SA for this task.
The variation of fitness value per generation is shown in
Figure 3. The momentum acceptance is compared for before
and after the sextupole correction with the optimized setting
in Figure 4.

The suite was also used on the optimization for a Step
IV lattice of the international Muon Ionization Cooling Ex-
periment (MICE) [12], 6D ionization cooling channel, etc.
Because the suite was designed for general optimization
problems, we foresee more areas of applications. In the next
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Figure 4: The improvement of momentum acceptance after
the sextupole correction with the optimized setting.

section we discuss about its application on the design of an
SRF photogun for UEMs.

SRF PHOTOGUN FOR UEMS
Benefiting from the rapid progress on RF photocathode

gun technologies in the past two decades, the development of
MeV-range ultrafast electron diffraction/microscopy (UED
and UEM) has been identified as an enabling instrumen-
tation, which may lead to breakthroughs in fundamental
science and applied technologies [13–15]. In a UED/UEM,
stable femtosecond (fs) electron bunches that are synchro-
nized with fs laser pulses is required. Currently, there are
room temperature RF photocathode electron guns for gener-
ating MeV electrons for UED/UEM. However, the shot-to-
shot stability for those machines is still low to fully satisfy
requirements from the UED/UEM community. Here we
propose a 1.3 cell, 1.3 GHz SRF cavity as the UEM electron
gun. The innovations of this structure include but are not
limited by:

• It uses a Euclid-designed, ILC type SRF cavity cell
with a novel detachable coupler, which was inherited
from our previously completed DoE SBIR project (DE-
SC0002479). The advantage of using this cell is that
the manufacturing and operation time for the whole
SRF cavity is dramatically reduced.

• It uses the backwall of the first 0.3 cell as the photo-
cathode, where the quantum efficiency (QE) of the high
RRR Niobium (Nb) is up to 10−5.

• By using the novel technologies of conduction cooling
and coating of Nb3Sn, which are what Euclid and Fer-
milab are collaborating on now, the peak axial electric

Figure 5: Simulation of the conduction cooling scheme in
COMSOL. Figure courtesy of R. Kostin, Euclid Techlabs.

Figure 6: CST simulation of the 1.3 cell SRF cavity and the
corresponding axial field, normalized to a maximum value
of 20 MV/m.

field (Ez) can reach 26 MV/m. Moreover, the conduc-
tion cooling allows one to use a cryocooler, without
liquid helium, to cool down an SRF structure. See
Figure 5 for a COMSOL simulation of the conduction
cooling scheme. See also [16] for the published news
on the scheme by Fermilab.

Figure 6 shows the designed cavity in CST, and the cor-
responding field scaled to a conservative estimate of peak
axial Ez of 20 MV/m.

The back wall geometry was preliminarily optimized to
provide transverse RF focusing when the beam is generated
at the cathode. It has a unique “step” design where the flat
face is used for photocathode, and the curved geometry pro-
vide the transverse field needed. pyaopt is able to parallelize
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the RF simulation in Superfish [17] on a Linux cluster or the
OSX platform via using a WineHQ container. The resultant
field is then used in Astra [18] for multi-particle tracking.
In Table 1, beam parameters suitable for UED/UEM appli-
cations, simulated in Astra with space charge effect with
the gun design shown in Figure 6, are listed and compared.
Further more thorough optimizations will be done in the
future studies.

Table 1: Beam parameters for UED/UEM Applications

Parameter name [unit] Value
Application UED UEM
Beam Energy [MeV] 1.655 1.655
Charge per pulse [fC] 5 500
Laser pulse length [fs] 6.4 6.4
Laser spot size [µm] 36 180
Bunch length [fs] 167 741
Beam emittance [nm] 6.6 39
Relative energy spread [1] 1.3 × 10−5 6.4 × 10−5

FUTURE WORK
The Python wrapper, pyCUDA, will be implemented in

pyaopt in the future to utilize users’ NVIDIA GPU accel-
erators, or GPU on NERSC [19]. Furthermore, in order to
implement algorithms that are more robust against noises,
such that the suite can be deployed on experimental jobs,
we will add the RCDS [20] algorithm to pyaopt soon in the
future. More test cases, such as a collaboration with lattice
design work at BNL [3] will also be considered.

CONCLUSIONS
We are actively developing a Python-based optimization

suite, pyaopt to let users conveniently describe and run opti-
mization problems on personal computers, small-scale clus-
ters or HPC supercomputers. pyaopt includes a selection of
deterministic and metaheuristic algorithms and allow users
to run them in parallel mode. We showed two test cases for
the GA and SA of pyaopt on nuSTORM related studies. The
algorithm was also tested by cases of optimizations for MICE
and 6D ionization cooling channel designs. In all cases the
suite works efficiently in reducing the computing time and
finding optimal solutions. By using WineHQ, we are able to
combine RF and tracking simulations by Superfish and Astra
on OSX or Linux platforms. A preliminary optimization on
the SRF photogun design shows promising beam qualities
for it to be applied to UED/UEM. The SRF photogun has
multiple advantages over the room-temperature photoguns,
including its superstability, CW mode operation enabled by
the conduction cooling, etc.
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MEAN-FIELD DENSITY EVOLUTION OF BUNCHED PARTICLES
WITH NON-ZERO INITIAL VELOCITY

B. S. Zerbe∗, P. M. Duxbury†
Department of Physics and Astronomy, Michigan State University, East Lansing, MI, USA

Abstract
Reed presented a 1D mean-field model of initially cold

pancake-beam expansion demonstrating that the evolution
of the entire spatial distribution can be solved for all time
where the 1D assumption holds. This model is relevant to
ultra-fast electron microscopy as it describes the evolution of
the distribution within the photoelectron gun, and this model
is similar to Anderson’s sheet beam density time dependence
except that Reed’s theory applies to freely expanding beams
instead of beams within a focussing channel. Our recent
work generalized Reed’s analysis to cylindrical and spheri-
cal geometries demonstrating the presence of a shock that
is seen in the Coulomb explosion literature under these ge-
ometries and further discussed the absence of a shock in
the 1D model. This work is relevant as it offers a mecha-
nistic explanation of the ring-like density shock that arises
in non-equilibrium pancake-beams within the photoelec-
tron gun; moreover, this shock is coincident with a region
of high-temperature electrons providing an explanation for
why experimentally aperturing the electron bunch results
in a greater than 10-fold improvement in beam emittance,
possibly even resulting in bunch emittance below the intrin-
sic emittance of the cathode. However, this theory has been
developed for cold-bunches, i.e. bunches of electrons with 0
initial momentum. Here, we briefly review this new theory
and extend the cylindrical- and spherical- symmetric distri-
bution to ensembles that have non-zero initial momentum
distributions that are symmetric but otherwise unrestricted
demonstrating how initial velocity distributions couple to
the shocks seen in the less general formulation. Further, we
derive and demonstrate how the laminar condition may be
propagated through beam foci.

INTRODUCTION
Freely expanding ensembles of charged particles are fun-

damental to accelerator physics. Although continuous beams
near the particle source are relatively diffuse, bunched beams
can reach densities where space-charge effects dominate the
expansion. In such a regime, the expansion dynamics are
similar to the dynamics of Coulomb explosion that are well
studied in the laser ablation field, where it is well estab-
lished that shocks that form at the periphery of the distri-
bution [1–6]. Our group recently found that in an ultrafast
electron microscope experimentally aperturing a high den-
sity bunch of electrons after they exit the photocathode gun
can result in a significant improvement to the brightness.
Simulation results suggest that this effect is due to a den-
∗ zerbe@pa.msu.edu
† duxbury@pa.msu.edu

sity shock, akin to the shock seen in the Coulomb explosion
literature, of high-temperature electrons that form at the
longitudinal median of the bunch and migrate out to the
transverse edge [7].

It has been known for decades that charge redistribution
near the particle source is the origin of a major portion of the
emittance seen in standard beams [8]. More than 30 years
ago, Anderson presented 1D and cylindrical mean-field fluid
models of beam dynamics for ensembles of particles with ar-
bitrary initial distributions relevant while the beam remains
laminar [9]. These models describe the transverse density
and emittance evolution in the presence of a focussing force,
and specifically they provide insight into emittance oscilla-
tion that is important for emittance compensation [10,11].
While it is reasonable to make an analogy between that mech-
anism and the freely expanding charge redistribution we see
during Coulomb explosion, Anderson’s models are inap-
propriate for a freely expanding bunch as they assume the
focussing force is non-zero and radially inward. Therefore,
other models are needed to describe the freely expanding
case.

Within the ultrafast electron microscopy (UEM) literature,
numerous works postulated 1D models for non-relativistic
longitudinal free expansion [12–14], and Reed eventually
settled upon the same mean-field fluid approach used by
Anderson but without any external fields [15]. Again this
model was to describe the longitudinal density evolution
of initially dense “pancake” bunches — named so as they
have much shorter longitudinal widths than transverse radius
— that can be assumed to be planar symmetric instead of
Anderson’s description of a cylindrical symmetric beam’s
transverse density evolution. Reed’s mean-field model ac-
curately describes the longitudinal expansion while planar
symmetry can be assumed [15]. However, Reed was con-
cerned that no Coulomb explosion-like shock was seen in
the model even when non-uniform initial conditions were
assumed, in stark disagreement to what had been previously
found within the Coulomb explosion literature. We recently
demonstrated that such a shock cannot occur in the non-
relativistic 1D model without careful tuning of the initial
velocity distribution [16]. In contrast, we showed that these
shocks spontaneously occur in higher dimensions for non-
uniform distributions [16], so that the theoretical results
found in the UEM community are consistent with the shocks
found in the Coulomb explosion literature.

To demonstrate these results, we generalized Reed’s
model to higher dimension by deriving closed form ana-
lytic expressions that describe arbitrary density evolution
under cylindrical and spherical symmetries. We discovered
that the shocks arise due to relative bunching of particles
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that can be described by dimensionally-dependent evolution
functions, fd with d = 2,3 for the cylindrical and spherical
symmetric cases, respectively, that are multiplied by the fac-
tor D0d =

d
2

(
ρ0
ρ̄0
− 1

)
where ρ0 = ρ0(r0) and ρ̄0 = ρ̄0(r0)

represent the initial probability-like density and initial av-
erage probability-like density at r0, respectively. D0d is
determined entirely from the initial conditions of the distri-
bution, and captures the difference in behavior from that of a
uniform distribution, as for the uniform distribution D0d = 0.
In that case, the density evolution is free from the changes
caused by the function fd and follow a simple power law.
We note that most analysis in accelerator physics is based
on ensembles with spatially uniform distributions, where
the complications introduced by the function fd are seldom
treated analytically, though in many experimental contexts
non-uniform distributions are endemic.

As density peaks may arise in the planar symmetric model
by carefully tuning the initial velocity distribution, we postu-
late that the peaks under cylindrical and spherical symmetry
should be able to be likewise controlled by the initial ve-
locity distribution. However, our previous model assumes
cold initial conditions. Here we present an extension of our
previous model that includes arbitrary initial velocities that
can be written as a single-value function of the radius of
the appropriate symmetry. We demonstrate that this model
reproduces particle-in-cell (PIC), implemented in warp [17],
simulations. We also show that this model breaks down
when an inward velocity that is linear in the radius is as-
sumed for the Gaussian distribution; however, the model
correctly predicts the focus and subsequent expansion when
a more complicated, non-linear initial velocity profile is
assumed.

DERIVATION
In this section, we present a derivation of the density evo-

lution equations with arbitrary initial velocity, v0 = v0(r) in
the r̂ direction, under cylindrical and spherical symmetries.
This analysis follows from our earlier work [16] with the
following differences: 1) we assume non-zero radial veloc-
ity and 2) we adopt slightly modified notation that we have
recently developed for a relativistic extension of our initial
analysis (un-published).

Consider an ensemble of particles with cylindrical sym-
metry. Define the time-dependent probability-like density
(fraction of entire distribution per unit area), ρ2(r, t), and
denote the initial probability-like density as ρ02 = ρ02(r0) =
ρ2(r0, t = 0). With the initial conditions, we have,

P02 =

∫ r0

0
2πrρ02(r)dr, E0(r0) = E02 =

ΛtotP02
2πε0r0

,

where Λtot is the total charge per unit length along the cylin-
drical charge distribution and P02 is the cumulative proba-
bility. Notice that the quantity Λ0P02 represents the charge
per unit length inside radius r0, so further define the average

probabilistic-like density as

ρ̄02 =
P02

πr2
0
. (1)

Consider an ensemble of particles with spherical sym-
metry. Define the time-dependent probability-like density
(fraction of entire distribution per unit volume), ρ3(r, t), and
denote the initial probability-like density as ρ03 = ρ03(r0) =
ρ3(r0, t = 0). With the initial conditions, we have,

P03 =

∫ r0

0
4πr2ρ03(r)dr, E0(r0) = E03 =

QtotP03

4πε0r2
0
,

where Qtot is the total charge in the system and P03 is the
cumalitive probability. Again notice that P03 represents the
fraction of the particles that lie inside radius r0 and QtotP03
gives the charge inside radius r0, so further define the average
probability-like density as

ρ̄03 =
P03

4
3πr3

0
. (2)

Assuming the distribution undergoes laminar flow, the
electric field experienced by a particle at radial position
r(r0, t) under cylindrical and spherical symmetries, respec-
tively, is

E2(r) = E02
r0
r
, E3(r) = E03

( r0
r

)2
.

Under the laminar assumption, E02 and E03 are constants,
and the change in potential energy is found by integrating
the force qE , and we find,

∆U2 = Er2 ln
( r0

r

)
, ∆U3 = Er3

( r0
r
− 1

)
(3)

for the cylindrical and spherical cases respectively. Here
Er2 =

qΛtotP02
2πε0

for the cylindrical case and where Er3 =
qQtotP03
4πε0r0

for the spherical case. Notice that by this convention,
∆Ud < 0. Further introduce a fictitious velocity, vrd for d =

2,3, such that vrd = +
√

2Erd
m . Using conservation of energy

in the non-relativistic regime with initial energy E0 =
1
2 mv2

0 ,
we can solve for the velocity,

v2
vr2
= ±

√
E0
Er2
+ ln

(
r
r0

)
,

v3
vr3
= ±

√
E0
Er3
+ 1 −

r0
r
,

where the± is determined by whether the particle is traveling
away or toward the origin and the subscript again indicates
the appropriate symmetry. In other words, the velocity equa-
tions become double valued for r < r0 when v0 < 0 as
both the negative and positive square roots occur; specif-
ically, there is a radius, rtd < r0 with d = 1,2, at which
the Lagrangian particle reaches 0 velocity and turns-around,
and the velocities between this rtd and r0 are symmetric —
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differing only by their sign. By setting v = 0, rtd can be
derived

rt2 = r0e
−

v2
0

v2
r2 , rt3 =

r0

1 + v2
0

v2
r3

. (4)

With this notation, the velocities can be rewritten as

v2
vt2
= ±

√
ln

(
r

rt2

)
,

v3
vt3
= ±

√
1 −

rt3
r
, (5)

where vt2 =
√

qΛtotP02
πmε0

= vr2 and vt3 =
√

qQtotP03
2πmε0rt3

=

vr3

√
r0
rt3

. We use these turn-around radii to define the av-
erage probability-like densities

ρ̄t2 =
P02

πr2
t2
, ρ̄t3 =

P03
4
3πr3

t3
, (6)

and the associated plasma frequencies

ωt2 =

√
qΛtot ρ̄t2
ε0m

=
vt2
rt2
, ωt3 =

√
2
3

√
qQtot ρ̄t3
ε0m

=
vt3
rt3
,

(7)

thus effectively mapping this problem to the cold freely-
expanding case. The main difference, now, is that rtd is a
function of both r0 and v0, and ωt3 is now a function of both
r0 and v0 instead of solely r0. Furthermore, rtd does not nec-
essary occur at the same time for all Lagrangian particles,
so it is not precisely cold expansion-like but is mathemati-
cally similar. This will complicate the the derivation of r ′

where ′ ≡ d
dr0

, but it will much simplify the derivation and
interpretation of the time-position relation.

To derive the time-position relation for a specific La-
grangian particle, we consider the normal time-position rela-
tion with r0 replaced by rtd. If v0 > 0, then the time-position
relation is the same as the cold expansion relations less the
time it would take the particle to travel from rtd to r0, call
this td for d = 1,2. If v0 < 0, then the particle needs to
travel from r0 to rtd before undergoing cold free expansion.
As this process is symmetric to the expansion from rtd to
r0, the alteration is again ttd. Denote tftd as the portion of
the time-position relation defined by the cold free-expansion
from rtd. Thus, t = ±tftd − ttd where the ± sign is determined
by whether the Lagrangian particle is moving away or to-
ward the origin, respectively, td has the same sign as v0, and
d = 1,2 for the cylindrical and spherical symmetric case,
respectively. The parameter tftd can be determined from our
previous work:

tft2 =
2
ωt2

ey
2
2 F (y2) , (8)

tft3 =
1
ωt3

(
tanh−1 y3 +

y3

1 − y2
3

)
. (9)

where y2 =

√
ln

(
r
rt2

)
, y3 =

√
1 − rt3

r , and F(·) represents

the Dawson function. From these equations, we can also
obtain ttd

tt2 =
2
ωt2

e
v2

0
v2

r2 F
(
v0
vr2

)
, (10)

tt3 =
1
ωt3

©­­«tanh−1 ©­­«
v0√

v2
0 + v

2
r3

ª®®¬ +
v0

√
v2

0 + v
2
r3

v2
r3

ª®®¬ . (11)

Implicit differentiation of t allows us to determine r ′ =
dr
dr0

which is used in the density evolution expression

ρd(r, t) =
ρ0d(

r
r0

)d−1
r ′
. (12)

To obtain an expression for r ′, we need to take the deriva-
tive of the time with respect to r0 while holding t constant,
and then we solve for r ′. We present the results of this pro-
cess written in terms of time, the ratio r

rtd
, and the initial

conditions

r ′ =

{
−ydrtdωtdt ′td + ydrtdω

′
tdtftd + r

rtd
r ′td, t < −ttd,

ydrtdωtdt ′td + ydrtdω
′
tdtftd + r

rtd
r ′td, t ≥ −ttd,

(13)

for d = 2,3 for the cylindrical and spherical symmetric case,
respectively. Notice that all of the derivatives on the right
hand side can be written in terms of r0, v0, v′0, and ρ0d;
namely

r ′td =
rd−1
td

rd−1
0

(
1 − 2

v0
vrd

r0v
′
0

vrd
+ d

v2
0

v2
rd

ρ0d
ρ̄0d

)
, (14)

ω′d3 =
d
2
ωtd
r0

(
ρ0d
ρ̄0d
−

r0
rtd

r ′td

)
, (15)

t ′t2 = −
tt2
ωt2

ω′t2 +
2
ωt2

v0
vr2

e
v2

0
v2

r2
1
r0

( r0v
′
0

v0
−
ρ02
ρ̄02

)
, (16)

t ′t3 = −
tt3
ωt3

ω′t3 +
1
ωt3

v0
vr3

√√
1 +

v2
0

v2
r3

1
r0

(
1 + 2

r0v
′
0

v0
− 3

ρ03
ρ̄03

)
,

(17)

so Eq. (13) leads to an analytic form for ρd(r, t) through
Eq. (12). Note that the condition on the time corresponds
to the same ± condition seen with the velocity and the time-
position relation.

COMPARISON TO
CYLINDRICALLY-SYMMETRIC

SIMULATIONS
We first demonstrate the use of these equation with ini-

tially uniform distributions under cylindrical symmetry.
Within the initial distribution, we introduce a velocity term
that is linear in the initial position, specifically it has the
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form v0(r0) = C r0
R where C is a simulation dependent con-

stant and R is the initial radius of the uniform distribution.
This form for the velocity was chosen as it models the lin-
ear kick received by a distribution as it passes through a
typical focussing lens. For our demonstration, we chose
Σtot = 2 × 107 e

m and R = 1 mm, and this corresponds to a
vr2 ≈ 105 m

s
r0
R . We used the electrostatic Poisson solver in

PIC from warp [17] to simulate the evolution of the bunch.
Figure 1 shows the results for two values chosen for C, one
positive and one negative, both having magnitude equal to
the constant associated with vr2. Notice the excellent agree-
ment between theory and simulation in all cases; this is in
part due to both the initial velocity and vr2 having the same
functional form, r0

R , thus the distribution remains laminar.
We next demonstrate the use of these equations with

initially Gaussian distributions under cylindrical symme-
try. Again we introduce the same initial velocity relation,
v0(r0) = C r0

R , choosing Σtot = 4×107 e
m andσr = 1 m, which

corresponds to a vr2 ≈ 1.4 × 105 m
s

√
1 − e

−
r2
0

2σ2
r . Unlike the

uniform case, the functional form for the initial velocity
and the velocity scale differ. As we are interested in the
emergence of the shock, we focus our analysis on whether a
shock emerges, and if so, the period of time during which
the shock emerges. Figure 2 shows the evolution for the
three positive values of C. We see that for C = 104 m

s the
shock emerges around 22 ns instead of the 20 ns emergence
seen in the cold case [16]. For C = 5 × 104 m

s , the shock is
less noticeable and emerges in the vicinity of 50 ns. We do
not see the emergence of the shock when C = 105 m

s even at
times >100 ns.

Figure 3 shows the evolution for the three negative val-
ues of C. We see that for C = −104 m

s the shock emerges
around 18 ns instead of the 20 ns emergence seen in the
cold case, and for C = −5 × 104 m

s the shock seems to
emerge in the vicinity of 11 ns although the variation of
the simulated density from the theoretical expectation is
much larger for this simulation than for the previously in-
vestigated simulations. Interestingly, the model predicts
qualitatively different behavior than what is seen in simu-
lation for C = −105 m

s . Specifically, the mean-field fluid
model predicts that the distribution begins to expand much
earlier than what is seen in simulation. We believe this is
due to many Lagrangian particles violating the laminar as-
sumption leading to the incorrect assignment of force to a
large proportion of the Lagrangian particles. Specifically, as

v0 = C r0
R and vr2 ≈ 1.4 × 105 m

s

√
1 − e

−
r2
0

2σ2
r results in a the

Lagrangian particles mixing as they got to rt2.
To address this concern, we again simulate the

cylindrically-symmetric distribution but with v0 =

C

√
1 − e

−
r2
0

2σ2
r for C < 0. This velocity profile has the main

advantage of v0
vr2
= C

105 m
s
, which is independent of r0. This

results in rt2 = αr0 where α = e
− C2

1010 m2
s2 where α is indepen-

(a) v0 = 105 m
s
r0
R

(b) v0 = −105 m
s
r0
R

Figure 1: The evolution of uniformly distributed electrons
with density of 2 × 107 e

m in a R = 1 mm radius and where
r0 represent the radial position of the particle. The scale
of the initial velocity was chosen to be approximately the
same size as the scale of vr2. Solid lines are from the theory
presented in this paper and circles are from a single PIC
simulation for each figure. Notice that the mean-field fluid
model captures the evolution of the bunch in both cases.
Specifically, notice that the model correctly captures the
contraction and re-expansion of the uniform distribution in
the negative case.

dent of r0 and tt2 = 2α
ω02

e
− C2

1010 m2
s2 F

(
C

105 m
s

)
; that is, the turn

around points are simply scaled from the initial Gaussian,
although they still occur at different times as ω02 is still de-
pendent on r0. As can be seen in Fig. 4, this distribution does
appear to remain laminar through the focus as the theory is
now in agreement with simulation when v0 > vr2; however,
this comes at a cost of an early-emergence of the shock that
can be seen at 10 ns in Fig. 4b.
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(a) C = 104 m
s

(b) C = 5 × 104 m
s

(c) C = 105 m
s

Figure 2: The evolution of Gaussian distributed electrons
with density of 4 × 107 e

m whith σr = 1 mm and with initial
velocity of the particle given by v0 = C r0

R where r0 represent
the radial position of the particle and C > 0. Solid lines are
from the theory presented in this paper and circles are from a
single PIC simulation for each figure. Notice that the mean-
field fluid model captures the evolution of the bunch in all
cases. Also notice that large value of C appears to transform
the evolution of the bunch into a uniform-like structure and
that the bunch apparently loses the emergence of a shock.

COMPARISON TO
SPHERICALLY-SYMMETRIC

SIMULATIONS

We now demonstrate that the analysis for systems with
spherical symmetry is also accurate for a wide range of
initial conditions. As for the cylindrical case, we intro-
duce a velocity term that is linear in the initial position,
specifically it has the form v0(r0) = C r0

R where C is a sim-
ulation dependent constant and R is the initial radius of
the uniform distribution. For our demonstration, we chose
Qtot = 2 × 104e and R = 1 mm, and this again corresponds

(a) C = −104 m
s

(b) C = −5 × 104 m
s

(c) C = −105 m
s

Figure 3: The evolution of Gaussian distributed electrons
with density of 4 × 107 e

m whith σr = 1 mm and with initial
velocity of the particle given by v0 = C r0

R where r0 represent
the radial position of the particle and C < 0. Solid lines are
from the theory presented in this paper and circles are from a
single PIC simulation for each figure. While the model may
be an acceptable approximation for small negative values of
C, the mean-field fluid model gets progressively worse as
C becomes more negative and provides qualitatively incor-
rect predictions when C = −105. The reasons for this are
discussed in the text.

to a vr3 ≈ 105 m
s
r0
R . We used the electrostatic Poisson solver

in PIC from warp [17] to simulate the evolution of the bunch.
Figure 5 shows the results for the same two values chosen
for C, ±105 m

s , again approximately equal to the constant
associated with vr3. Notice the excellent agreement between
theory and simulation in all cases thus validating the use of
the spherically-symmetric formulation.

CONCLUSIONS
Here, we presented a mean-field fluid model for the evo-

lution of cylindrically and spherically symmetric charged
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(a) v0 = −105 m
s

√
1 − e

−
r2
0

2σ2
r

(b) v0 = −2 × 105 m
s

√
1 − e

−
r2
0

2σ2
r

Figure 4: The evolution of Gaussian distributed electrons
with density of 4×107 e

m in a R = 1 mm radius and where r0
represent the radial position of the particle. The functional
form of the initial velocity was chosen to be similar to vr2.
Solid lines are from the theory presented in this paper and
circles are from a single PIC simulation for each figure.
Notice that the mean-field fluid model captures the evolution
of the bunch in both cases despite the model failing for linear
initial velocity of the same scale as seen in Fig. 3. Notice
that for (b), a shock emerges betwen 8 and 10 ns.

bunches with arbitrary initial distribution and initial velocity
that can be written as a function of the radial coordinate.
We demonstrated that this model predicts the density evolu-
tion of the initially uniform bunch when the initial velocity
distribution is linear under both spherical and cylindrical
geometries. In the cylindrical geometry, we showed that the
shock that arises in the cold Gaussian distribution can be
suppressed by introducing a initial radially-outward velocity
distribution whose linear proportionality constant is of the
order or greater than

√
qΛtot
πmε0

. However, when an analogous
negative linear velocity distribution is introduced, the model
disagrees with simulations as the initial velocity results in
the violation of the laminar assumption. Nonetheless, by

(a) v0 = 105 m
s
r0
R

(b) v0 = −105 m
s
r0
R

Figure 5: The evolution of uniformly distributed electrons
with density of Qtot = 2 × 104e whith R = 1 mm and where
r0 represent the initial radial position of the particle. Solid
lines are from the theory presented in this paper and circles
are from a single PIC simulation for each figure. Like the
cylindrically symmetric case with this initial velocity dis-
tribution, notice that the theory is in agreement with the
simulations capturing the density of the bunch both as it
contracts as well as expands.

adjusting the functional form of the initially velocity dis-

tribution from r0
R to

√
1 − e

−
r2
0

2σ2
r , we demonstrated that the

model can predict the evolution of the initially Gaussian
distribution through the focus including the emergence of
a shock. This suggests that the laminar assumption for the
Gaussian distribution is not violated by this functional form
of the velocity distribution, at least for the duration of time
we simulated.

The velocity scales derived in this paper, vr2 and vr3,
present the means to qualitatively understand when the lam-
inar assumption can be made. For the uniform distribution,
vrd ∝

r0
R . Thus linear momentum kicks should result in the

evolution of the distribution remaining laminar even when
the kick is inward; however, if the inward kick has a func-
tional where the slope of the function is beyond linear, say
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v0 ∝
r2

0
R2 , outer Lagrangian particle trajectories will cross the

trajectories of inner Lagrangian particles and the laminar
assumption will be violated. Analogously for the Gaussian

distribution, vrd ∝

√
1 − e

−
r2
0

2σ2
r , so it is the slope of this

function that matters; that is, the linear kick, where vrd ∝
r0
R ,

has slope beyond

√
1 − e

−
r2
0

2σ2
r resulting in violation of the

laminar assumption. On the other hand, using

√
1 − e

−
r2
0

2σ2
r

as the functional form of the velocity distribution does retain
as seen in this work; thus such focussing follows the laminar
assumption to the point where the laminar assumption is
violated by the shock dynamics as we have discussed in out
previous work [16].

In other words, the model we have presented here provides
an accurate description of the density evolution of a beam
as it expands and focusses as long as the beam dynamics ex-
hibits laminar flow. The model also lends important insight
into what parameters drive the beam into non-laminar con-
ditions; specifically shortly after the emergence of a shock
and when the focussing kick has a functional form beyond
what is needed for the specific distribution. Of course, our
theoretical initial distributions are still technically cold as
v0 is exactly specified by r0; however, the initial spatial dis-
tribution in the simulations was sampled, and this process
does make the beam warm. Despite the beam being warm,
though, the model correctly predicts the focussing behav-
ior of both the initially uniform and Gaussian distributions
provided that the laminar criteria are met. Presumably there
if the temperature is high enough, the model will fail, and
an exploration of this condition is one of our current goals;
as is extending the analysis presented here to the relativis-
tic regime. The question of whether it is better to remain
within this laminar regime or to allow mixing is also worth
investigating as we now understand many of the conditions
to prevent Lagrangian particle mixing.
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FEL SIMULATION USING THE LIE METHOD∗

Kilean Hwang†, Ji Qiang, Lawrence Berkeley National Laboratory, Berkeley, USA

Abstract
Advances in numerical methods for free-electron-

laser (FEL) simulation under wiggler period averag-
ing (WPA) are presented. First, WPA is generalized using
perturbation Lie map method. The conventional WPA is
identified as the leading order contribution. Next, a widely
used shot-noise modeling method is improved along with a
particle migration scheme across the numerical mesh. The
artificial shot noise arising from particle migration is sup-
pressed. The improved model also allows using arbitrary
mesh size, slippage resolution, and integration step size.
These advances will improve modeling of longitudinal beam
profile evolution for fast FEL simulation.

INTRODUCTION
FEL design optimization often involve multiple times

of numerical simulations with different system parameters.
Such a study requires highly efficient simulation code. The
WPA is the one of the best options. Indeed, most of the start-
to-end design codes choose to incorporate the WPA FEL
simulation code [1–5]. In this proceeding, we review the
advances in numerical methods within the WPA framework
presented in our previous work [6].

First, we generalize the WPA using the perturbation Lie
map method. The conventional WPA is identified as the
leading order contribution. The next order corrections we
includes are coupling between betatron and wiggling motion,
transverse field gradient, and longitudinal field envelope
variation.

Second, we present an improved shot-noise model within
WPA framework. Unless particle migration across the nu-
merical mesh is artificially suppressed, as in many old WPA
codes [7], there can be large artificial shot noise due to the
nature of the shot-noise modeling method [8]. We solve this
problem by re-interpreting and combining the two widely
used shot-noise modeling methods of Refs. [8] and [9]. The
improved modeling can further benefit smoothness of nu-
merical mesh through arbitrary weight and shape functions.
Here, the weight function refers to the integral kernel used
for particle deposition on numerical mesh points. The shape
function refers to the shape of the field representation at nu-
merical mesh points used for field interpolation from mesh
points to particles’ coordinates. This, in turn, allows arbi-
trary mesh size, integration step size and slippage resolu-
tion. Especially, the arbitrary slippage resolution comes
with many other benefits. It can naturally simulate cor-
rect slippage through non-resonant transport line other than
wiggler and allows applying the operator split-composition
method [10] on field solver for better accuracy. Last but the
∗ Work supported by the Director of the Office of Science of the US De-

partment of Energy under Contract no. DEAC02-05CH11231
† kilean@lbl.gov

least, the particle loading method can naturally accept the
particle data from upstream simulation enabling start-to-end
simulation seamless.

GENERALIZATION OF WIGGLER
PERIOD AVERAGING

In general, when a Hamiltonian can be decomposed into
integrable part and a small parametric potential, one can
build a perturbation map in order of the small parameters.
In an undulator, if a map is constructed over a undulator
period, the lowest order of the wiggling motion average out
leaving the small coupling effects between the fast wiggling
and slow betatron motion.

Magnus Series
We split the Hamiltonian into H = S + F(z)+V(z) where

S is the wiggler period averaged Hamiltonian representing
slow motion, V is the radiation field potential, F is the rest
representing the fast wiggling motion. Accordingly, we
factor the Lie map as the following [11]:

H (λu) = S (λu) F (λu)V (λu) ,

S (λu) = eGS (λu ), (1)
F (λu) = eGF (λu ), (2)
V (λu) = eGV (λu ),

where λu is the wiggler period. The generators can be writ-
ten in terms of the Magnus’s series

GF (z) = −
∫ z

0
dz1 : F int

1 : +
1
2!

∫ z

0
dz1

∫ z1

0
dz2 : [2,1] : (3)

+
1
3!

∫ z

0
dz1

∫ z1

0
dz2

∫ z2

0
dz3 : [3, [2,1]] + [[3,2],1] :

GV (z) = −
∫ z

0
dz :V int(z) : (4)

where the pair of colons is Dragt’s notation [11] of the
Poisson bracket, i.e., : A : B = [A,B], and the numbers
in the Poisson bracket is an abbreviation of i ≡ F int

i with
F int
i ≡ S(zi)F(zi). Since the raidaiton field strength is much

weaker than external field strength only the 1st sequence is
taken for GV [6].

Hamiltonian
Starting from the following Hamiltonian,

H (x, p, ct,−γ; z) = −
√
γ2 − 1 − (px − ax)

2 −
(
py − ay

)2
,

where ct is the time multiplied by the speed of light and
it’s canonical momentum pair is negative of the normalized
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energy −γ. The normalized vector potential of the planar
wiggler is assumed to be

ax = K cosh (kx x) cosh
(
ky y

)
cos (kuz) + ar ,

ay = K
kx
ky

sinh (kx x) sinh
(
ky y

)
cos (kuz) , (5)

where ku is the wiggler wave number, kx and ky are the
natural focusing strength of the wiggler, K is the normalized
wiggler strength. We use the following ansatz for the vector
potential ar

ar = <
∑
h≥1

Kh (x, t; z) eihkr (z−ct), (6)

where, Kh is the h-th harmonic field envelope, and kr is the
fundamental wave number. The generating function,

G2 (ct, η) = [kr (z − ct) + kuz] η (7)

transforms the Hamiltonian into

H = (ku + kr ) η −
√

k2
rη2 − 1 − (px − ax)

2 −
(
py − ay

)2
,

whose new conjugate variables are

θ ≡ kr (z − ct) + kuz, η ≡ γ/kr . (8)

Then, the split parts of the Hamiltonian are

S ≡
ku
ks
γ +

1
2γ

[
1 + p2

x + p2
y +

K2

2

(
1 + k2

x x2 + k2
y y

2
)]

+
K2

4γ

[
1
3

(
k4
x x4 + k4

y y
4
)
+ k2

xk2
u x2y2

]
+

1
(2γ)3

(
1 + K2 +

3
8

K4
)
+O

(
q6
⊥

γ
,

q2
⊥

γ3 ,
1
γ5

)
, (9)

F ≡
K2

eff
4γ

cos (2kuz) +
Keff
γ

px cos (kuz)

+O
(

q3
⊥

γ
,

1
γ3

)
, (10)

V ≡ −<
∑
h

[
Ke f f

γ
cos (kuz) +

px

γ

]
Kheih(θ−kuz)

+O

(
Khq2

⊥

γ
,

Kh

γ3 ,
K2
h

γ

)
, (11)

where q⊥ ∈
{
kx x, px, ky y, py

}
and

Keff = K
(
1 + k2

x

x2

2
+ k2

y

y2

2

)
(12)

is the effective wiggler strength.

Lie Map Generators
The generator of the slow map is trivial:

GS(λu) = −λu :S : (13)

Evaluating Eq. (3), the the fast map generator becomes

GF (λu) = −λu
K4k2

x

16k2
uγ3

. (14)

This corresponds to the coupling between slow betatron os-
cillation and fast wiggling oscillation. It is negligible in
most cases as it scales as γ−2 compared to the wiggling mo-
tion in Eq. (10). The smallness is due to the large frequency
ratio between the betatron and wiggling oscillation. When
strong quadrupole is present on top of the wiggler field, such
coupling can be more relevant.

Before we evaluate Eq. (4), let us write the propagated
field potential V int ≡ SFV by

V int = −

[
Ke f f

γ
cos (kuz) +

px

γ

]
K int
h eih(θ

int−kuz), (15)

where the real value operator and the summation over h is
assumed for simplicity, and K int

h
≡ SFKh and θint ≡ SF θ

are the propagated field envelope and FEL phase respectively.
We neglected the propagation on terms in the square bracket
of Eq. (15) assuming propagation on FEL phase and field
envelope is more relevant.

In order to evaluate the integration in Eq. (4), we need to
model the field envelope variation over the integration range.
As the WPA presumes small field envelope variation over a
wiggler period, we model as the following:

K int
h (z) = Kh +

Keff
kuγ

sin (kuz)
∂

∂x
Kh + z∂zKh, (16)

where Kh =
1
z

∫ z

0 Khdz is an averaged field envelope, ∂zKh

represent the first order longitudinal variation and the trans-
verse gradient term is from the propagation by F (z). On the
other hand, the propagated FEL phase is

θint = θ + Ûθz − ξ sin (2kuz) − ζ sin (kuz) , (17)

where

Ûθ ≡ ku −
kr

2γ2

[
1 + p2

x + p2
y +

K2
eff
2

]
,

ξ ≡
krK2

eff
8kuγ2 , (18)

ζ ≡
krK
kuγ2 px .

Note that Ûθ = 0 exactly on resonance. The inclusion of it en-
compasses small off-resonant effects. Finally, the generator
of the field potential map can be written by

GV = λu<
∑
h

eihθ

γ
(19)

×

[
Keff

∫ h

C

+ px

∫ h

1
+K

∫ h

zC

∂z +
K2

eff
kuγ

∫ h

SC

∂x

]
Kh,

where the integration parameters are [6]:
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∫ h

C

=
1
2

(
JhξR
− h−1

2
+ JhξR
− h+1

2

) (
1 +

ih Ûθλu
2

)
−

1
2

h Ûθ
ku

©­­«
∑

l,− h−1
2

JhξR
l

(2l + h − 1)
+

∑
l,− h+1

2

JhξR
l

(2l + h + 1)
ª®®¬

−
1
2
∆ξ

(
h − 1
2ξR

JhξR
− h−1

2
+ hJhξR

− h−3
2
+

h + 1
2ξR

JhξR
− h+1

2
+ hJhξR

− h−1
2

)
+

hζ
2

1
2

(
JhξR
− h+2

2
− JhξR
− h−2

2

)
, (20)∫ h

1
= JhξR

− h
2

(
1 +

ih Ûθλu
2

)
−

h Ûθ
ku

∑
l,− h

2

JhξR
l

(2l + h)
− ∆ξ

(
h

2ξR
JhξR
− h

2
+ hJhξR

− h
2 +1

)
+

hζ
2

(
JhξR
− h+1

2
− JhξR
− h−1

2

)
, (21)

∫ h

zC

=
λu
4

(
JhξR
− h−1

2
+ JhξR
− h+1

2

)
+

iλu
4π

©­­«
∑

l,− h−1
2

JhξR
l

(2l + h − 1)
+

∑
l,− h+1

2

JhξR
l

(2l + h + 1)
ª®®¬ , (22)

∫ h

SC

=
1
4i

(
JhξR
− h−2

2
− JhξR
− h+2

2

)
. (23)

Here, the integration parameters are calculated to the first
order of Ûθ, ζ , ∆ξ ≡ ξ − ξR with ξR ≡ krK

2

8kuγ2
R

and γR being
the resonant energy. The first kind Bessel function of order i
and argument hξR is abbreviated as JhξRi and only integer i
is allowed. Note that the integration parameter

∫
SC

coupled
with the transverse gradient in Eq. (19) vanishes for odd
harmonics but can be as large as the leading order terms for
even harmonics.

Effective Hamiltonian
The factorized map Eq. (2) is not yet practically useful

for numerical implementation since each factorized map is
not solvable and the step size is fixed by one wiggler period.
A trick is to concatenate the map using Baker-Campbel-
Hausdorff (BCH) formula and define an effective Hamilto-
nian [11],

Heff = −
1
λu
(GS + GF + GV ) (24)

−
1

2λu
(: GS : GF+ : GS : GV+ : GF : GV ) + . . .

Note that the effective Hamiltonian does not have explicit de-
pendency on z. Therefore, we can apply numerical methods
like Runge-Kutta (RK) with arbitrary step size to solve the ef-
fective Hamiltonian. For example, a popular FEL simulation
code GENESIS uses the 4th order RK method [7]. Figure 1
shows an order of magnitude improvement in accuracy of
particle pusher compared to the conventional WPA. We used
the GENESIS pusher to represent typical WPA. Since, we
used converging small enough step sizes, the error from the
exact solution originate from the differences of the effective
equations of motion in use. However, such an accuracy im-
provement on particle pusher can easily become obscured
by other source of errors such as paraxial approximation of
field solver, and numerical discretization.

Figure 1: Comparison of particle pushers derived from Lie
map and conventional WPA. The error is defined by ∆θ ≡
|θ − θref | where θref is from a converging small enough step
size integration of exact Hamiltonian and the two θ are from
the 4th order RK tracking of the conventional WPA and
the generalized WPA. Exponentially growing gaussian field
envelope from 0.4 MW to 1 GW in power, σr = 56 µm and
λr = 27 nm is assumed. Electron beam parameters used
are σx,y = 56 µm, εx,y = 0.6 µm, γ = 1000 and ∆γ/γ =
2×10−4. Wiggler parameters used are K = 1.5, λu = 2.5 cm,
and kx = ky = ku/

√
2. The thick line represents the average

and the shadowed area corresponds to the range of error of
simulated particles’ population.

NUMERICAL SHOT NOISE MODELING

Review of 1D Model

Here, we review two widely used 1D shot noise modeling
methods in Ref. [8] and [9]. Figure 2 illustrates these two
methods schematically. In both methods, the first step is to
populate particles uniformly along the temporal coordinate
with equal charge weight to remove artificial temporal shot-
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Figure 2: Schematic description of the 1D shot-noise mod-
eling methods. Unperturbed uniform particle loading on
left. Temporal coordinate perturbation on the upper right.
Charge weight perturbation on the lower right.

noise. The bunching factor at this step is

b0
h =

1
Ne

M∑
j=1

mjeihθ j = 0. (25)

Here, index 0 denotes vanishing bunching factor, Ne is the
number of electrons, M is the number of the simulated par-
ticles and mj = Ne/M is the electron number weight of
the j-th particle. It vanishes as all the weights are equal,
and the temporal coordinates θ j = θ0 + j∆θ are uniformly
distributed with a equal distance ∆θ = 2π/M .

The second step is to add proper perturbation on the tem-
poral coordinates or charge weights so that, at least, the
root-mean-square (RMS) bunching factor is that of physical
shot-noise

〈
bhb∗

h

〉
= 1/Ne.

The perturbation on temporal coordinate of j-th particle
is given by [8]

δθ j ≡

M/2∑
h′=1

ξh′e−ih
′θ j , (26)

where the number of particles is assumed to be twice of
the maximum harmonic number to be modeled and ξh is a
random variable. Then, the bunching factor becomes

bh =
1

Ne

M∑
j=1

mjeih(θ j+δθ j ) ' ihξh . (27)

Therefore, we require
〈
ξhξ
∗
h

〉
= 1/

(
h2Ne

)
so that〈

bhb∗h
〉
' h2 〈

ξhξ
∗
h

〉
≡

1
Ne
. (28)

On the other hand, when the charge weight perturba-
tion [9] is applied, the RMS bunching factor becomes〈

bhb∗h
〉
=

1
N2
e

M∑
j

M∑
k

〈
m̃jm̃k

〉
eih(θ j−θk ) (29)

=
1

N2
e

M∑
j

(〈
m̃2

j

〉
−

〈
m̃j

〉2
)
=

1
Ne
, (30)

where m̃j ≡ mj + δmj is the perturbed number weight with〈
m̃j

〉
=

〈
m̃2

j

〉
−

〈
m̃j

〉2
=

Ne

M
. (31)

Note that this is a property of the Poisson distribution [9].

Review of 6D Extension
One way to extend the 1D shot-noise method is the 6D

volume division method. This is a natural extension of the
1D charge perturbation based on Poisson principle. Density
function is represented by particles sitting at the center of
each 6D volume division. As each volume does not overlap,
all the particles are statistically independent. However, it
requires a lot of particles as division over 6 dimension can
be huge.

Another way is to mirror same 5D coordinates
x, y, px, py,, γ among a set of particles called ‘beamlet’ [8]
which models 1D shot-noise. Note that the member parti-
cles of a beamlet are not statistically independent as they
share the same 5D phase-space coordinates. However, there
can be large numerical shot-noise upon particles migration
across the numerical mesh. This is because, the migration
break the cancellation of bunching factor in Eq. (25).

Figure 3 illustrates these two 6D extension methods
schematically.

Figure 3: Schematic description of the 6D extension methods
of the 1D shot-noise modeling methods. The 5D mirroring
method on the left and the 6D volume division method on
the right.

Particle Loading and Migration
As the 6D volume division requires a lot of particles, we

adopt the 5D mirroring strategy. Our idea is to interpret one
beamlet as one statistically independent entity whose phase-
space coordinate is given by the average over the member
particles in it. This is based on the observation that the mem-
ber particles are not statistically independent and the motion
of the beamlets describe the macroscopic ( ?λr ) dynamics
while the motion of the individual member particles of the
beamlet describe microscopic ( >λr ) dynamics.

This interpretation allows us to load particles naturally.
First, the beamlet is loaded from a random generator or from
external upstream tracking code. Then, each beamlet is di-
vided into M = 2hmax particles whose temporal coordinates
and charge follows the 1D shot-noise model while the av-
erage coordinate is that of the beamlet. Here hmax is the
maximum harmonic number to be modeled. This procedure
is described in Fig. 4.

Since the beamlet is an independent entity, we migrate all
the particles composing a beamlet when the beamlet migrate
across the numerical mesh. This method grants us much
smoother numerical discretization as the weight and shape
functions are evaluated at the beamlet position regardless
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Figure 4: Schematic illustration of beamlets (red) and mem-
ber particles (blue) composing a beamlet.

of individual member particle’s relative coordinates. Fig-
ure 5 presents a benchmark between the beamlet migration
and GENESIS v.1.3 in Self Amplified Spontaneous Eemis-
sion (SASE) simulation showing a good agreement between
the two codes. However, there can be significant deviation
from correct model when the artificial shot-noise due to
individual particle migration dominate initial emission as
shown in Fig. 6.

Figure 5: Bench mark between GENESIS v.1.3 and beam-
let migration of SASE simulation using Next Generation
Light Source (NGLS) parameters [12]. Blue is the beamlet
migration. Dashed orange is GENESIS v.1.3

Figure 6: Illustration of artificial shot-noise due to particle
migration. Same parameters used as in Fig. 5. Blue is from
the beamlet migration. Dashed orange is from the individual
particle migration.

SLIPPAGE RESOLUTION
The beamlet migration enables us to use arbitrary slippage

resolution through moving window. The typical implemen-
tation of slippage is to copy the field data from the previous
temporal mesh point to the next temporal mesh point. This
procedure as well as the moving window can be best un-
derstood by a pseudo code in Fig. 7. Note that the slippage

Figure 7: Pseudo code illustrating slippage implementation
of the copying data and the moving window. The first two in-
dices of Fld.data are for the transverse mesh points while
the last index is for the temporal mesh point. Here, nt is
the number of temporal mesh points. The domain range
represented by Fld.domain is used by deposition and inter-
polation algorithm. Therefore, change of the domain range
by dtheta effectively slip the field by dtheta.

resolution of the moving window is arbitrary while the slip-
page resolution of the copying data is one temporal mesh
size. Furthermore, moving window with beamlet migra-
tion can naturally and correctly model the slippage through
arbitrary length of non-resonant transport like drift. Fig-
ure 8 shows kinks on power gain curve due to rough slippage
resolution for the copying data. The power difference is
especially notable in the drift-quadrupole line.

SPLIT AND COMPOSITION METHOD IN
FIELD SOLVER

The field solver can be split into two operation - diffusion
and slippage. Let F⊥ and F‖ represent the diffusion and slip-
page operator respectively. Then, the following composition
method of step size ∆z,

F‖

(
∆z
2

)
F⊥ (∆z) F‖

(
∆z
2

)
(32)

is a second order method provided that F⊥ and F‖ are one-
step method of order higher than two [10]. The arbitrary
slippage resolution though moving window allow us to split
F‖ and build the 2nd order composition method. Figure 9
shows comparison of the power gain curve error using the
1st order the 2nd order method.

CONCLUSION
Several advances in numerical methods for FEL simula-

tion under the WPA are presented. We generalized the WPA
using the perturbation Lie map method. The perturbative
correctional terms to WPA includes coupling between fast
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Figure 8: Effect of slippage resolution on power gain curve.
Similar parameters are used as Fig. 6. except that drift and
quadrupole elements are added here. The integration step
size is 5 wiggler period (=0.1 m) and the temporal mesh size
is 20 wavelength. The moving window is compared with
GENESIS v.1.3 which uses the copying data for field slip.

Figure 9: Comparison of the convergence between the two
integration orderings. P0 is the reference power curve, ∆P
is the difference between the power curve simulated with a
large step size(∆z = 20λu) and the reference curve. Same
parameters are used as Fig. 6. The large deviation at the
initial stage is due to shot-noise.

wiggling and slow betatron motion, transverse field gradient,
and longitudinal field variation. In addition, we improved
the shot-noise modeling method. This allows us to combine
advantages of two widely used shot-noise modeling methods
in Refs. [8] and [9]. Such an improvement also leads us to
develop a particle migration scheme suppressing artificial
shot-noise upon migration. This enables much smoother
numerical discretization and the temporal beam profile evo-
lution modeling. All these methods are implemented in

the parallel beam dynamics simulation framework IMPACT
code suite [13].
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START-TO-END SIMULATIONS OF THz SASE FEL 
PROOF-OF-PRINCIPLE EXPERIMENT AT PITZ 

M. Krasilnikov*, P. Boonpornprasert, F. Stephan, DESY, Zeuthen, Germany 
E.A. Schneidmiller, M.V. Yurkov, DESY, Hamburg, Germany 

H.-D. Nuhn, SLAC, Menlo Park, California, USA 

Abstract 
The Photo Injector Test facility at DESY in Zeuthen 

(PITZ) develops high brightness electron sources for 
modern linac-based Free Electron Lasers (FELs). The 
PITZ accelerator has been proposed as a prototype for a 
tunable, high power THz source for pump and probe 
experiments at the European XFEL. A Self-Amplified 
Spontaneous Emission (SASE) FEL is considered to gen-
erate the THz pulses. High radiation power can be 
achieved by utilizing high charge (4 nC) shaped electron 
bunches from the PITZ photo injector. THz pulse energy 
of up to several mJ is expected from preliminary simula-
tions for 100 μm radiation wavelength. For the proof-of-
principle experiments a re-usage of LCLS-I undulators at 
the end of the PITZ beamline is under studies. One of the 
challenges for this setup is transport and matching of the 
space charge dominated electron beam through the nar-
row vacuum chamber. Start-to-end simulations for the 
entire experimental setup - from the photocathode to the 
SASE THz generation in the undulator section - have 
been performed by combination of several codes: AS-
TRA, SCO and GENESIS 1.3. The space charge effect 
and its impact onto the output THz radiation have been 
studied. The results of these simulations will be presented 
and discussed. 

INTRODUCTION 
The Photo Injector Test facility at DESY in Zeuthen 

(PITZ) has been suggested as a prototype for develop-
ments on an accelerator based high power tunable THz 
source for pump and probe experiments at the European 
XFEL [1]. The SASE FEL is considered as main option to 
generate THz pulses at PITZ using a high bunch charge 
(4 nC) operation mode of the photo injector. In order to 
prepare a proof-of-principle experiment start-to-end beam 
dynamics simulations have been performed. They include 
generation of electron bunches in the RF photogun, fur-
ther acceleration by the booster cavity, further transport 
(~25 m) of the space charge dominated electron beam and 
its matching into the undulator section. A measured field 
profile of a typical LCLS-I undulator has been used to 
reconstruct a 3D magnetic field map used for the beam 
transport through the undulator section. Best obtained 
matching solution was used to simulate THz SASE FEL 
with a centre radiation wavelength of ~100 μm. 

RF GUN AND BOOSTER 
The PITZ RF photogun with a peak cathode field of 

60 MV/m operated at the launch phase of maximum mean 
momentum gain (MMMG) is used to generate 4 nC elec-
tron bunches by applying photocathode laser pulses with 
a flattop temporal profile (21.5 ps FWHM) and with a 
radially homogeneous transverse distribution. Preliminary 
emittance optimization yielded the optimum photocathode 
laser spot size which is larger than the whole cathode size. 
In order to be closer to the practical case a 5 mm diameter 
of the photocathode laser spot (coinciding with the size of 
the photocathode) has been used for further optimizations. 
Beam mean longitudinal momentum of ~16.7 MeV/c 
required for generating THz radiation with ~100 μm radi-
ation wavelength is achieved using a booster cavity. For 
each booster gradient (peak electric field) the booster 
phase (w.r.t. MMMG) was tuned in order to yield the 
required final mean momentum of electron beam. Corre-
sponding curve is shown in Fig. 1a. Besides the mean 
beam momentum booster cavity gradient and phase were 
tuned in order to yield a small correlated energy spread 
(〈𝑧𝐸〉 → 0) of the electron beam close to the undulator 
(z=29 m). This two-fold optimization resulted in a peak 
booster field of 12.85 MV/m and a phase of -26 deg. w.r.t. 
MMMG (Fig. 1a). The main gun solenoid was tuned to 
control electron beam size and emittance. Beam dynamics 
simulations were performed using the ASTRA code [2] 
with 200000 macroparticles. Simulated rms normalized 
emittance at the location of the first emittance measure-
ment station (EMSY1 at z=5.277 m) is shown in Fig. 1b 
for the booster MMMG phase and for the optimized cor-
related energy spread (working point, WP). The chosen 
absolute value of the gun solenoid peak field of the main 
solenoid (212.85 mT) is by ~5% lower than that deliver-
ing the minimum emittance for the booster in on-crest 
operation. Corresponding curves of the beam projected 
transverse emittance and correlated energy spread along 
the beam line are shown in Fig. 1c. The WP setup corre-
sponds to a more flat emittance along the beamline, 
whereas a significant increase of the emittance after the 
minimum is clearly seen for the case of the MMMG 
booster phase. 

Transverse and longitudinal phase spaces of the opti-
mized electron beam (WP) at the EMSY1 location are 
shown in Fig. 2. This beam setup was used as a starting 
point for studies on the space charge dominated beam 
transport towards the undulator section.  ___________________________________________  

* mikhail.krasilnikov@desy.de 
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Figure 1: Optimization of RF gun and booster. a) Booster phase w.r.t. MMMG delivering the final beam mean momen-
tum of 16.7 MeV/c. The correlated energy spread at z=29 m is shown at the right axis. b) Beam transverse normalized 
rms emittance at EMSY1 as a function of gun solenoid peak field. c) Beam transverse emittance and correlated energy 
spread along the beam line simulated for points marked in a) and b). 

  
Figure 2: Transverse (left) and longitudinal (right) phase 
spaces of electron beam at z=5.277 m. 

BEAM TRANSPORT TO UNDULATOR  
Currently for a proof-of-principle SASE THz experi-

ment the installation of LCLS-I undulators is foreseen in 
the PITZ tunnel annex. The concrete wall between main 
and annex tunnels is 1.5 m thick and starts at ~24 m w.r.t. 
the photocathode plane. This space is considered for elec-
tron beam drift only without any focusing elements inside 
and assuming a standard beam pipe (35 mm). The beam 
transport through the undulator vacuum chamber (a race-
track profile with 5x11 mm cross section and 3.4 m 
length [3]) is an even much harder task. In order to test a 
feasibility of such a transport a fast space charge tracking 
code Space Charge Optimizer (SCO) [4] was used. The 
results of ASTRA tracking till EMSY1 position (5.277 m) 
were used as an input for the SCO by applying a corre-
sponding interface. Three triplets of quadrupole magnets 
were involved into optimization, first two of them were 
chosen from the magnets available in the present PITZ 
beamline, and the last one was assumed to be installed at 
the end of the main tunnel. The solution obtained from the 
optimized SCO tracking was plugged into the ASTRA 

input lattice. Results of SCO and ASTRA simulations are 
shown in Fig. 3 demonstrating a rather good agreement 
despite the SCO includes only linear space charge forces. 

 
Figure 3: Electron beam rms size along the accelerator 
simulated using SCO and ASTRA. Gradients of applied 
quadrupoles are shown schematically on bottom. Circles 
denote available (but not used) quadrupoles. 

MODELING OF UNDULATOR FIELD 
The LCLS-I undulator module is a 3.4-m-long perma-

nent magnet planar hybrid structure with 113 periods of 𝜆௎ ൌ 30 mm and a magnetic gap of 6.8 mm [3]. The on-
axis field measurements data for SN07 undulator [5] was 
used to reconstruct a 3D field map required for particle 
tracking. The undulator peak on-axis field is 1.28 T which 
corresponds to the undulator parameter of 𝐾=3.585. Ap-
plying Fourier transformation to the measured field pro-
file 𝐵௬ሺ𝑥 ൌ 0, 𝑦 ൌ 0, 𝑧ሻ centered around 𝑧 ൌ 0 (|𝑧| ൑𝐿 2⁄ ) the vertical component of the magnetic field reads: 𝐵௬ሺ0,0, 𝑧ሻ ൌ ∑ ሼ𝑎௡ cosሺ𝑘௡𝑧ሻ ൅ 𝑏௡ sinሺ𝑘௡𝑧ሻሽஶ௡ୀ଴ ,  (1) 

a) b)

c)
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Figure 4: a) Fourier spectrum of the measured undulator field. b) Reconstructed field profile compared with its discrep-
ancy to the measured data. Zoom of the left (c) and right (d) edges of the field profile. 
where 𝐿 ൌ 𝑁௎𝜆௎ is the undulator effective length and  𝑘௡ ൌ 2𝜋𝑛/𝐿 is the wavenumber of the n-th Fourier har-
monic. Specific shape of the field profile, including spec-
tral content of the regular periods and the end poles length 
and strength slope require rather large number of harmon-
ics 𝑁௛ to be taken into account to reproduce the measured 
field profile with sufficient accuracy. Proper centring and 
fine treatment of the measured field profile yield vanish-
ing first and second field integrals. This corresponds to 
conditions 𝑎௡ ൎ 0 and ∑ ሾሺെ1ሻ௡𝑏௡/𝑛ሿஶ௡ୀଵ ൎ 0 for the 
first and second integral, correspondingly. These optimi-
zation resulted in 𝐿 ൌ 120𝜆௎ (despite nominally the un-
dulator contains only 113 periods) and 𝑁௛ ൌ 17 is a har-
monic number of the fundamental wavelength 𝜆௎. This 
corresponds to the first 2040 (𝑁௎𝑁௛) terms of the se-
ries (1) taken into account. Fourier spectrum and the field 
profile reconstructed from it are shown in Fig. 4.  

Using a 2D approximation (i.e. no field variation in the 
horizontal direction) the field satisfying Maxwell’s equa-
tions can be written as follows:  𝐵௬ ൌ ෍ ሾሼ𝑎௡ cosሺ𝑘௡𝑧ሻ ൅ 𝑏௡ sinሺ𝑘௡𝑧ሻሽ ∙ coshሺ𝑘௡𝑦ሻሿ,ே೓∙ேೆ

௡ୀଵ  

(2) 𝐵௭ ൌ ෍ ሾሼ𝑏௡ sinሺ𝑘௡𝑧ሻ െ 𝑎௡ cosሺ𝑘௡𝑧ሻሽ ∙ sinhሺ𝑘௡𝑦ሻሿே೓∙ேೆ
௡ୀଵ . 

Equation (2) has been applied to create 3D field maps of 
the undulator for their subsequent use in ASTRA and 
CST Particle Studio [6]. Field imported into the CST is 
shown in Fig. 5 where the right edge of the structure is 
depicted. A static magnetic field option of 3D cavity 
name list was used in ASTRA [2] to simulate particle 
dynamics in the undulator. 

 
Figure 5: CST model of the undulator field. 

The results of the on-axis reference particle tracking by 
the two above mentioned simulation tools coincide within 
good accuracy (Fig. 6). 

a)

b)

c) d)
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Figure 6: Horizontal trajectory of the on-axis reference particle simulated by: CST Particle Studio Trk solver (upper 
plot) and ASTRA code (bottom plot). 

Off-axis reference particle tracking revealed rather 
strong vertical focusing by the undulator field (2). The 
results of these tracking were used for the 4 nC beam 
matching into the undulator. As a first approximation an 
ideal model electron distribution with a flattop temporal 
(7 mm FWMH) and Gaussian transverse phase spaces 
(projected emittance of 4 mm mrad) was used. After tun-
ing of the input beam Twiss parameters by running AS-
TRA an optimum setup has been found (Fig. 7). Results 
of this matching have shown that for the optimum beam 
transport through the undulator the electron beam should 
be rather X-Y asymmetric. 

 
Figure 7: Matching of the model beam into the undulator: 
left - input transverse phase spaces; right - rms sizes of 
electron beam in the undulator simulated by ASTRA. 

 
Figure 8: Beam transport in the PITZ linac, including wall 
and undulator section (ASTRA simulations). 
Obtained input parameters were used for the optimization 
with a beam tracked from the cathode. Finally, undulator 
section has been included as well. In order to prepare 
asymmetric matching into the undulator keeping reasona-
ble size of the electron beam inside the wall between the 

main tunnel and the annex several quadrupoles were re-
tuned. Results of these optimizations are shown in Fig. 8. 
Transverse and longitudinal phase spaces of electron 
beam as well as its slice parameters at the undulator en-
trance are shown in Fig. 9. 

   

 

 
Figure 9: Phase space of the electron beam at the undula-
tor entrance: a) horizontal, b) vertical, c) longitudinal. d) 
Slice parameters of electron bunch: beam current, slice 
emittance and slice energy spread. 

THz SASE FEL SIMULATIONS 
Electron beam parameters (Fig. 9) were used to simu-

late THz SASE FEL with GENESIS 1.3 code [7]. Only 
fundamental wavelength 𝜆௎ of the undulator field was 
included. Number of undulator periods was set to 113; no  

a) b)

c)

d)
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Figure 10: Input electron beam parameters used for GENESIS simulations: a) beam current, mean momentum and slice 
rms momentum spread; b) transverse rms sizes along the bunch; c) beta functions; d) alpha functions along the bunch. 

end cell features were included. Due to these and some 
other systematic limitations of the simulation tool (e.g., 
simplified space charge model) an additional tuning w.r.t. 
input electron beam Twiss parameters was performed to 
maximize the output THz pulse energy. Mainly vertical 
Twiss parameters of the input electron beam (𝛽௬, 𝛼௬ሻ 
were varied by simultaneous scaling of corresponding 
slice parameters. The emittance (slice and projected) 
remained unchanged. Main beam parameters along the 
electron bunch are shown in Fig. 10 for the electron beam 
directly plugged from the start-to-end simulations (nomi-
nal beam) and for the beam with (𝛽௬, 𝛼௬ሻ scaled by a 
factor of 0.25 (tuned beam). 

Results of GENESIS 1.3 simulations using both input 
beams are shown in Fig. 11. Grey curves refer to single 
shot realizations, the black curve corresponds to the aver-
age over a hundred realizations (simulation seeds). Only 
one LCLS-I undulator was used for these simulations. 
The output THz average pulse energy of 440 μJ for the 
nominal beam was increased to 600 μJ by the above men-
tioned tuning of the vertical Twiss parameters of the input 
electron beam. Average THz pulse at the undulator exit 
(middle plots in Fig. 11) has peak power of 32 and 
38 MW for nominal and tuned beam correspondingly, the 

rms duration for both cases is ~6 ps. The average spec-
trum (black curves in the bottom plots of Fig. 11) has a 
centre at ~107 μm and a width of ~5 μm (FWHM). Main 
parameters of THz pulses obtained from the statistical 
analysis of hundred realizations are summarized in the 
Table 1. This includes also an arrival rms time jitter of ~1-
2 ps calculated from the centre positions of simulated 
THz pulses. 
Previous simulations of the THz SASE FEL for the PITZ 
setup with APPLE-II type undulator [8] yielded rather 
high level of the radiation pulse energy (up to ~3 mJ at 
100 µm wavelength). Current start-to-end simulations of 
the proof-of-principle experiment resulted in a reduction 
of this level by a factor of 5. This can be related to the 
planar type of the LCLS-I undulator in contrary to the 
helical undulator APPLE-II used in [8]. The planar undu-
lator assumes asymmetric beam matching and therefore 
less efficient interaction of electrons with radiated field, 
whereas for the helical undulator the focusing in both 
transverse planes makes this interaction more homogene-
ous and efficient. Another source of the reduced THz 
power output is space charge effect, which should be 
taken into account by matching and transport of 4 nC and 
16 MeV electron bunches in the narrow undulator gap. 

a) b)

c) d)
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Figure 11: Results of THz SASE FEL simulations with GENESIS code. Pulse energy along the undulator for the nomi-
nal (a) and tuned (b) beams. The blue dotted line shows the fluctuation of the pulse energy along the undulator axis. 
Radiation pulse profile at the undulator exit for the nominal (c) and tuned (d) beams. Corresponding spectra at the undu-
lator exit for the nominal (e) and tuned (f) beams. 

Table 1: Simulated THz radiation properties 
Parameter Nominal 

beam 
Tuned 
beam 

Pulse energy (mJ) 0.44±0.11 0.60±0.13 
Peak power (MW) 43.0±10.2 58.5±14.3 
Pulse rms duration 
(ps) 

5.6±0.7 5.7±0.7 

Arrival rms time 
jitter (ps) 

1.7 1.4 

Centre wavelength 
(μm) 

106.5 106.8 

Spectrum width 
FWHM (μm) 

4.5 4.8 

 

CONCLUSIONS AND OUTLOOK 
Start-to-end beam dynamics simulations have been per-
formed for the proof-of-principle experiment on THz 
SASE FEL generation at PITZ by using a LCLS-I undula-
tor. Space charge dominated electron beam transport 
through the PITZ accelerator was optimized combining 
and iterating ASTRA and SCO codes. A model to gener-
ate 3D magnetic field map of the undulator has been de-
veloped and implemented. Tracking of the reference par-
ticle in the undulator field using CST Trk solver and AS-
TRA yields similar results. A strategy for the matching of 

the 4 nC electron bunch into the planar undulator was 
proposed. Asymmetric beam matching obtained with 
Gaussian beam was applied to the electron beam tracked 
from the photocathode and refined by tracking in the 
undulator field with included space charge effect. Ob-
tained electron beam 6D phase space at the undulator 
entrance was used as an input for the THz SASE FEL 
simulations by means of GENESIS 1.3. Additional tuning 
by scaling of electron beam vertical phase space resulted 
in the simulated THz pulse energy increase from 440 μJ 
to 600 μJ at the centre wavelength of ~100 μm. 
Several effects are still not considered: possible impact of 
the narrow vacuum chamber of the undulator (wakefield 
of electron bunch and waveguide effect of the FEL pro-
cess). Also the space charge model used in ASTRA and 
GENESIS simulations inside undulator has a limited 
applicability. Impact of possible undulator imperfections 
onto beam transport and FEL radiation has still to be 
estimated as well. 
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COMPUTATION OF EIGENMODES IN THE BESSY VSR CAVITY CHAIN
BY MEANS OF CONCATENATION STRATEGIES∗
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Helmholtz-Zentrum Berlin für Materialien und Energie GmbH (HZB), 12489 Berlin, Germany

Johann Heller, Shahnam Gorgi Zadeh, and Ursula van Rienen
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Abstract
The computation of eigenmodes in chains of supercon-

ducting cavities with asymmetric couplers is a demanding
problem. This problem typically requires the use of high-
performance computers in combination with dedicated soft-
ware packages. Alternatively, the eigenmodes of chains of
superconducting cavities can be determined by the so-called
State-Space Concatenation (SSC) approach that has been
developed at the University of Rostock. SSC is based on
the decomposition of the full chain into individual segments.
Subsequently, the RF properties of every segment are de-
scribed by reduced-order models. These reduced-order mod-
els are concatenated to a reduced-order model of the entire
chain by means of algebraic side constraints arising from
continuity conditions of the fields across the decomposi-
tion planes. The constructed reduced-order model describes
the RF properties of the complete structure so that the field
distributions, the coupling impedances and the external qual-
ity factors of the eigenmodes of the full cavity chain are
available. In contrast to direct methods, SSC allows for
the computation of the eigenmodes of cavity chains using
desktop computers. The current contribution revises the
scheme using the BESSY VSR cavity chain as an example.
In addition, a comparison between a direct computation of
a specific localized mode is described.

INTRODUCTION
The computation of eigemodes of superconducting RF

resonators used for the acceleration of charged particles is
a standard task in computational accelerator physics. Com-
plementary to the characterization of the accelerating mode,
higher-order modes are of special interest as they can in-
teract with the beam as well and may lead to additional
cryogenic load or beam instabilities. Often eigenmode com-
putations are restricted to single cavities with couplers to
reduce computational efforts, despite the fact that the cavi-
ties are arranged in chains and are connected via the beam
pipes. These chains are accommodated in cryomodules pro-
viding the cryogenic infrastructure to cool the resonators so
that their surfaces become superconducting.

The consideration of single cavities with couplers is a
reasonable approximation for characterizing the accelerating
mode as the field distribution of this mode is on purpose
∗ The research leading to these results was supported by the German Bun-

desministerium für Bildung und Forschung, Land Berlin and grants of
Helmholtz Association.
† thomas.flisgen@helmholtz-berlin.de

confined in the cavity. However, the restriction to a single
cavity often becomes invalid for higher-order modes, in
particular if mode resonant frequencies are larger than the
fundamental cutoff frequency of the beam pipe connecting
the adjacent cavities. The field distributions of higher-order
modes in cavity chains are much more complex than in single
cavities as the fields can be distributed along the entire cavity
chain or along parts of it.

Direct approaches to determine the eigenmode spectrum
of cavity chains require high-performance computers [1–4].
Alternatively, the State-Space Concatenation (SSC) [5–9]
approach allows for computing the eigenmodes in complex
chains of cavities with asymmetric couplers using desktop
computers. The scheme is based on decomposing the com-
plex cavity chain into segments. The electromagnetic fields
of the segments are described using state-space equations
(coupled systems of ordinary differential equations) obtained
from analytical calculations or from numerical discretiza-
tion techniques such as the Finite-Integration Technique [10,
11]. Typically, the aforementioned state-space equations
have many degrees of freedom to account for the distributed
nature of the underlying partial differential equations. Fortu-
nately, the number of degrees of freedom for each state-space
model can be significantly reduced using model-order reduc-
tion (MOR) approaches [12–14]. Subsequently, all reduced-
order models are concatenated by means of algebraic side
constraints, which ensure that the tangential electric and
magnetic fields are continuous across the surfaces of the
decomposition planes. This concatenation delivers a very
compact description of the complex structure in terms of
its electromagnetic properties and allows for the determina-
tion of its eigenmodes by computing the eigenvalues and
eigenvectors of comparably small matrices.

In this paper, the SSC scheme is revised using the BESSY
VSR chain of superconducting cavities as an application
example. The presented work has been conducted in the
framework of a collaboration between the University of Ro-
stock and the Helmholtz-Zentrum Berlin. Predominantly,
this article is based on the internal report [15], which com-
prises all details of the computations. The field patterns and
properties of the computed eigenmodes are listed in a com-
pendium attached to [15]. All computations for the internal
report have been conducted by J. Heller. In addition to the
results provided by the internal report, this article presents
a comparison between results from SSC and a direct com-
putation using CST Studio Suite® (CST) [16]. Note that
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(a)

(b)

Figure 1: (a) Geometry of the BESSY VSR cavity string. Its main components are two cavities whose TM01-π-modes
resonate at 1.5 GHz and two cavities whose TM01-π-modes resonate at 1.75 GHz. All cavities are constructed by means of
ellipses. The 1.5 GHz cavities are located at both ends of the chain whereas the 1.75 GHz cavities are in between. Each
cavity is equipped with one fundamental power coupler and five waveguides for the absorption of higher-order modes. At
both ends of the complete chain endgroups with tapers, bellows, pump domes and dielectric absorbers are located. The
figure is adapted from [15]. (b) Decomposition of the chain of cavities into individual segments. The green lines denote
the decomposition planes. The arising segments are: 1. endgroup, 2. valve, 3. bellow, 4. cavity (1.5 GHz), 5. shielded
bellow, 6. cavity (1.75 GHz), 7. collimating shielded bellow, 8. cavity (1.75 GHz), 9. shielded bellow, 10. cavity (1.5 GHz),
11. bellow, 12. valve, and 13. endgroup.

further comparisons between direct computations and SSC
computations are available in [5, 6, 8, 9].

EIGENMODES OF THE BESSY VSR
CHAIN USING SSC

The third generation light source BESSY II is operated
by the Helmholtz-Zentrum at the Wilhelm-Conrad-Röntgen-
Campus in Berlin Adlershof in Germany. BESSY II is a user
facility providing photon pulses ranging from the Terahertz
to the hard X-ray regime. Its main component is a ring with
a circumference of 240 m which can store currents up to
300 mA with the energy of 1.7 GeV. Currently, the upgrade
of BESSY II to BESSY VSR (Variable pulse-length Storage
Ring) is in preparation. BESSY VSR allows for simulta-
neously storing long and short pulses in the machine [17–
19].

The upgrade requires the insertion of a cryomodule ac-
commodating two superconducting 1.5 GHz and two super-
conducting 1.75 GHz four-cell resonators into the existing
BESSY II ring. Figure 1 depicts the layout of the string
of superconducting cavities. The first and the last cavities
in the string are constructed such that their TM01-π-modes
resonate with 1.5 GHz, whereas the two cavities in the cen-
ter of the chain are designed so that their TM01-π-modes
resonate with 1.75 GHz. The four cavities in the BESSY
VSR cavity chain are connected by means of bellows. The

chain is equipped with pump domes, dielectric absorbers,
bellows and tapers at both ends. Please refer to Figure 2 in
[20] for a detailed view of the endgroups.

The superposition of the accelerating fields of all four cav-
ities depicted in Figure 1 results in a beating pattern. In fact,
the derivative with respect to the longitudinal direction of
the voltages cancels for every second bunch whereas for the
remaining bunches the derivative of the voltages construc-
tively is added up. Together with the optics of the machine,
the voltage beating pattern leads to long and short pulses
simultaneously stored in the ring.

Eigenmodes and their Properties
The electric fields En(r) of the eigenmodes in the cavity

string fulfill Helmholtz equation

∆En(r) + εµω2
n En(r) = 0 (1)

with the boundary conditions

n × En(r) = 0 on ∂ΩPEC (2)

and
n · En(r) = 0 on ∂ΩPort. (3)

Here, ε and µ denote the permittivity and the permeability
of free space, respectively. The resonant angular frequency
of the nth eigenmode is denoted by ωn. Perfect electric
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conducting boundary conditions are assumed on the bound-
ary ∂ΩPEC of the superconducting cavities, whereas perfect
magnetic conducting boundary conditions are enforced on
the boundary ΩPort of the external waveguide ports. External
waveguide ports are assigned at the beam pipe at both ends
of the chain, at the ends of the fundamental power couplers
and at the ends of the higher-order mode couplers.

In addition to the frequencies fn = ωn/2/π and the
field distributions En(r) of the eigenmodes, their coupling
impedances(

r
Q

)
n

=
1

ωn Wn

����∫ zmax

zmin

En,z(x0, y0, z) ejωnz/c dz
����2 (4)

are of special interest. Here, Wn denotes the energy stored
in the nth eigenmode, zmin and zmax the beginning and the
end of the chain in longitudinal direction, En,z(x0, y0, z) the
on-axis longitudinal component of the electric field of the
nth eigenmode and c = 1/√εµ the speed of light in vacuum.

Another important quantity related to resonant modes is
the external quality factor defined by

Qext,n =
ωn Wn

Ploss,n
, (5)

where Ploss,n is the propagation of energy through the open
waveguide ports of the structure. Note that the external
quality factors Qext,n do not directly result from Eqs. (1–3)
because perfect magnetic boundary conditions are enforced
on the port planes ΩPort. Consequently, the Poynting vector
normal to the port boundary equals zero. Nonetheless, Qext,n
can be approximated from the lossless eigenmodes using a
later described perturbation approach.

It is worth to note that the coupling impedance (r/Q)n
specifies the coupling of the eigenmode with the bunch of
charged particles, whereas the external quality factor Qext,n
quantifies the coupling of the mode to the waveguide ports.

Decomposition of the Chain into Segments
In a first step, the BESSY VSR cavity chain is decom-

posed into individual segments. The decomposition planes
are depicted in Figure 1(b) by green lines. In total, 13 seg-
ments are obtained. Following Figure 1(b) from the left to
the right, the segments are endgroup, valve, bellow, cavity
(1.5 GHz), shielded bellow, cavity (1.75 GHz), collimating
shielded bellow, cavity (1.75 GHz), shielded bellow, cavity
(1.5 GHz), bellow, valve, and endgroup. Note that the de-
composition planes are chosen at regions of constant cross
section to keep the number of 2D port modes required for
the field expansion in the cut planes small. To each 2D port
mode a modal voltage corresponding to the electric field
distribution of the port mode and a modal current corre-
sponding to the magnetic field distribution of the port mode
are assigned. It is distinguished between internal ports lo-
cated at the cutplanes arising from the decomposition and
external ports located at the ends of the beam pipe or at
ends of power and higher-order mode couplers. Depending
on the cross section of the cutplanes 8, 16, or 20 2D port

modes are considered for the field expansion in these planes.
Consequently, 8, 16, or 20 modal voltages and currents are
required per cutplane per segment. Please refer to column
five in Table 3.1 in [15] for more details.

Electromagnetic Properties of the Segments
To describe the electromagnetic properties of the R = 13

segments, each substructure is discretized by means of a
hexahedral mesh using the commercial software CST [16].
Subsequently, the discrete wave equation with excitation is
exported to MATLAB [21], so that the second-order state-
space systems

d2

dt2 xr (t) = Ar xr (t) + Br
d
dt

ir (t) (6)

are available for each segment. Here, 1 ≤ r ≤ R is the
segment index, xr (t) ∈ RNd is a time-dependent state vector,
Ar ∈ R

Nd×Nd the system matrix, Br ∈ R
Nd×Nt the input

matrix, and ir (t) ∈ RNt the time-dependent excitation term.
The excitation term comprises modal port currents of the
waveguide ports of the rth segment. In close analogy, the
vector

vr (t) = BT
r xr (t) (7)

lists the time-dependent modal voltages of the rth segment.
The total number of 2D port modes of each segment is given
by Nt.

Following the Finite-Integration Technique (FIT) [10, 11],
the state matrix can be chosen to be

Ar = −M−1/2
ε,r CT

r M−1
µ,rCrM−1/2

ε,r , (8)

where the discrete representation of the curl operator is de-
noted by Cr . The matrices Mε,r and Mµ,r are diagonal and
comprise properties of the grid and averaged material pa-
rameters. The input matrix (or output matrix transposed) is
given by

Br =M−1/2
ε,r Rr . (9)

The columns of the matrix Rr comprise the electric field
distributions of the 2D port modes in a lexicographic order.
Note that the sampled 3D electric field distribution in the
rth segment is given in a lexicographic order by

er (t) = D−1
s,rM

−1/2
ε,r xr (t), (10)

where Ds,r is a diagonal matrix holding the lengths of the
edges of the primary grid.

Model-Order Reduction
The number of degrees of freedom of each state-space

model can be significantly reduced by means of model-order
reduction approaches. The reduction is conducted by ex-
pressing a reduced state vector xrd,r (t) ∈ RNdr using a semi-
orthogonal reduction matrix Wr ∈ R

Nd×Ndr :

xr (t) =Wr xrd,r (t). (11)
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As a matter of fact, there are various ways to construct the
reduction matrix. In the framework of this study, a proper
orthogonal decomposition is used which requires a finite set
of frequency-domain field distributions of the state-space
space system Eq. (6). It is a key property that the reduction
matrix has much more rows than columns, i.e. Nd � Ndr.
Replacing Eq. (11) in Eq. (6) and multiplying the obtained
equation with WT

r from the left hand side gives

d2

dt2 xrd,r (t) =WT
r ArWr︸      ︷︷      ︸
Ard,r

xrd,r (t) +WT
r Br︸ ︷︷ ︸

Brd,r

d
dt

ir (t) (12)

on account of the semi-orthogonality of the reduction matrix
(WT

r Wr = I).
Replacing Eq. (11) in Eq. (7) delivers the reduced-order

output equation

vr (t) = BT
r Wr︸ ︷︷ ︸
BT

rd,r

xrd,r (t). (13)

For instance, the model-order reduction allows for reducing
the number of degrees of freedom from Nd ≈ 5.5 × 106 to
Ndr ≈ 9.2 × 102 for the 1.5 GHz cavities and from Nd ≈

5.5 × 104 to Ndr ≈ 2.5 × 102 for the valves. Please refer to
column three of Table 3.1 in [15] for the number of degrees
of freedom for the remaining segments.

The computation of the reduction matrices was performed
on an Intel(R) Xeon(R) CPU E5-2687W @ 3.4 GHz with
256 GB of RAM using Windows Server 2012. The total
computation time to determine all reduction matrices based
on an accuracy criterion was approximately 6 d and 2 h. Col-
umn nine of Table 3.1 in [15] presents the computing times
for the construction of the reduction matrix for each of the
R = 13 segments.

Concatenation of State-Space Models
To concatenate the reduced-order state-space models of

the individual segments to a reduced-order state-space model
of the full structure, all state-space models are collated in
terms of a block system. For instance, this reads

xb(t) =
(
xT

rd,1(t) xT
rd,2(t) . . . xT

rd,r (t) . . . xT
rd,R(t)

)T
(14)

for the state vector of the block system. In a next step, this
block system is modified to ensure that Kirchhoff’s laws are
fulfilled for modal voltages and modal currents of ports to
be coupled. Following [6, Appendix C.2], Kirchhoff’s laws
result from continuity constraints of tangential electric and
magnetic fields. The incorporation of Kirchhoff’s laws into
the block state-space system delivers a state-space system
of the full structure. This system is again reduced to obtain

d2

dt2 xcr(t) = Acr xcr(t) + Bcr
d
dt

iext(t) (15)

with the output equation

vext(t) = BT
cr xcr(t). (16)

This system is a very compact description of the electro-
magnetic properties of the BESSY VSR cavity chain. Note
that the relationship between the reduced state-vector of the
concatenated system and the state-vector of the block system
is given by

xb(t) =Wc xcr(t), (17)

with the semi-orthogonal reduction matrix Wc ∈

R6,921×3,573 of the concatenated system.

Determination of Eigenmodes
As perfect magnetic conducting boundary conditions are

assumed on the surfaces of the external waveguide ports

iext(t) = 0 (18)

is enforced for the eigenmode computations. Note that modal
currents correspond to the tangential magnetic fields of the
respective 2D port modes on the port surfaces. Using the
constraint Eq. (18) and transforming the reduced-order state-
equation Eq. (15) of the complete structure into frequency
domain leads to the eigenvalue problem

Acr xcr︸︷︷︸
vcr,n

= −ω2︸︷︷︸
λn

xcr︸︷︷︸
vcr,n

. (19)

The eigenvectors vcr,n as well as the eigenvalues are real-
valued because of the symmetry of the matrix Acr. A com-
parison of constants in Eq. (19) gives the following relation
between resonant frequencies of the eigenmodes of the entire
chain and the eigenvalues of the system matrix:

fn =
ωn

2π
=

1
2π

√
−λn ∈ R. (20)

The frequencies are real-valued, because λn is smaller than
or equal to zero on account of the negative semi-definiteness
of Acr.

The field distributions of the nth eigenmode are deter-
mined based on the eigenvectors vcr,n. In a first step, the
state-vector of the block system used for the concatenation
is computed:

vb,n =Wcvcr,n. (21)

Then, the vector vb,n is partitioned following its definition
in Eq. (14). Subsequently, the reduced-order state vectors
vrd,r ,n of each segment are employed to reconstruct the elec-
tric field distribution of the nth mode in the rth segment:

er ,n = D−1
s,rM

−1/2
ε,r Wr vrd,r ,n. (22)

The sampled electric field distributions in er ,n are stored in
a lexicographic order and are transferred to a 3D field so
that they can be exported to ParaView [22]. A processing
script is used to automatically create field plots of all modes
with resonant frequencies in the interval from 500 MHz to
3.6 GHz. The field plots show the absolute value of the elec-
tric fields in two different cutplanes. Based on the electric
fields and the resonant frequencies, the coupling impedances
(r/Q)n are also determined.
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Determination of Quality Factors
The external quality factors of lossy modes in the BESSY

VSR cavity chain are determined using a perturbation ap-
proach. In a first step, the state-space model Eqs. (15) and
(16) of the lossless closed cavity chain is transferred to a
model with first-order derivatives with twice as many states
as the model with second-order derivatives:

d
dt

x̃cr(t) = Ãcr x̃cr(t) + B̃cr iext(t) (23)

with the corresponding output equation

vext(t) = B̃T
cr x̃cr(t). (24)

The matrices with the tilde directly result from the quantities
without the tilde. To account for open boundary conditions,
the external modal excitation currents are chosen based on
the modal voltages in frequency domain:

iext( jω) = −D−1
z ( jω) vext( jω), (25)

whereas Dz( jω) is the diagonal matrix holding the
frequency-dependent wave impedances of the 2D ports
modes at the external waveguide ports. Combining Eq. (25)
with the state-space system Eq. (23) and Eq. (24) and trans-
ferring the resulting statement into frequency domain gives
the nonlinear eigenvalue problem[

Ãcr − B̃T
cr D−1

z ( jωn︸︷︷︸
λn

) B̃cr

]
x̃cr,n = jωn︸︷︷︸

λn

x̃cr,n. (26)

The reader is referred to [23, 24] for a complete description
of the nonlinear eigenvalue problem arising from external
quality factor computations. The frequencies of the lossy
modes and their external quality factors are determined by

fext,n =
={λn}

2π
, Qext,n = −

={λn}

2<{λn}
. (27)

Note that the external quality factors are not directly linked
to the lossless eigenmodes as the introduction of losses leads
to a coupling of all eigenmodes. Consequently, the resonant
frequencies and field distributions for lossy modes are differ-
ent from lossless modes. Therefore, it is in general difficult
to directly connect external quality factors to eigenmodes
obeying Eq. (1) with the boundary conditions Eqs. (2) and
(3).

NUMERICAL RESULTS
The central result of the described computations is a

modal compendium listing the resonant frequencies, the
coupling impedances, and the field distributions of 1,576
eigenmodes which were found in the interval 500 MHz to
3.6 GHz. The modal compendium is part of [15] and com-
prises a large variety of modes with complex field patterns
such as cavity modes, multi-cavity modes, bellow modes or
combinations of these. Note that the complete and rigorous

Figure 2: Semilog plots of the external quality factors (top)
and the coupling impedances (bottom) of modes in the
BESSY VSR cavity chain.

discussion of the results is not feasible on account of the
large amount of generated data.

The diagram in the upper part of Figure 2 shows the ex-
ternal quality factors of modes in the BESSY VSR cavity
chain. It is worth to mention that the modes with excessively
large external quality factors (1011 . . . 1014) in the interval
578 MHz to 1.54 GHz are modes either being localized in
the collimators or close to the dielectric absorbers. Both
parts are assumed to be lossless in the computation, so that
the quality factors of confined modes in these segments are
estimated to be large. In practice however, these segments
are not lossless so their quality factors are significantly re-
duced as factors of these modes are governed by dielectric
and surface losses and not by external losses.

The diagram in the lower part of Figure 2 depicts the
coupling impedances. The TM01-π modes of the 1.5 GHz
resonators and the 1.75 GHz resonators with their (r/Q)n in
the order of 102 Ω are readily identifiable. On purpose, these
modes have the largest coupling impedances. In addition to
these modes, various modes with comparably large coupling
impedances in the order of 1 Ω to 10 Ω exist. These modes
are of potential danger for the operation of BESSY VSR,
in particular, if their resonant frequencies are close to the
∆ f = 250 MHz harmonics of the periodic BESSY VSR
current. Please refer to Figure 3 in [20] for the spectrum of
the BESSY VSR current.

For a review of the set of modes relevant for the operation
of BESSY VSR, the reader is referred to [15]. The follow-
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Figure 3: Absolute value of the electric field distribution of mode n = 888. The colorbar is presented in Figure 5(a). The
field distribution is predominantly located in the waveguide connecting the cavity with the collimating shielded bellow and
the higher-order mode waveguide absorber. The frequency of the mode is f SSC

888 = 2.9899 GHz and its coupling impedance
is (r/Q)SSC

888 ≈ 7.73 Ω.

(a) (b)

(c) (d)

Figure 4: Electric field distribution of mode n = 888 on
orthogonal cutplanes: (a) and (c) depict the result directly
delivered by CST whereas (b) and (d) show the result de-
livered by SSC. The respective colorbars are presented in
Figure 5. Note that the waveguides for the absorption of
higher-order modes are elongated by λ/4 in the direct run to
emulate perfect magnetic conducting boundary conditions
with perfect electric boundary conditions.

ing subsection is focused on mode n = 888 to conduct a
plausibility analysis of SSC.

Comparison of SSC with Direct Computation
Figure 3 depicts the absolute value of the electric field

distribution of mode n = 888 in the BESSY VSR cav-
ity chain. The mode has a comparably large coupling
impedance (r/Q)SSC

888 ≈ 7.7298 Ω and its frequency f SSC
888 =

2.9899 GHz is close to the ∆ f = 250 MHz harmonics of the
beam current. Thus, this mode is of interest although it is
expected to have a small external quality factor because of
its strong coupling to the higher-order mode absorbers.

Figure 3 shows that the field energy of the mode is con-
fined across two segments, namely at one 1.75 GHz res-
onator and at the collimating shielded bellow. Therefore, this
eigenmode is suitable to compare the SSC result with a direct
eigenmode computation using CST [16]. The direct eigen-
mode computation is performed for a geometry comprising
three cells of the 1.75 GHz resonator with higher-order mode
couplers, the collimating shielded bellow and one cell of the
next 1.75 GHz resonator with fundamental power coupler
and input coupler. Please refer Figure 4(a) and Figure 4(c)
for cutplanes of the structure considered by the direct eigen-

mode computation. Note that the higher-order waveguide
absorbers are slightly elongated by λ/4 = c/4/

√
f 2
888 − f 2

co,
because CST does not allow to specify perfect magnetic
boundary conditions within the computational domain. Here,
λ is the wavelength in the higher-order mode waveguide cou-
pler and fco the cutoff frequency of the fundamental waveg-
uide mode. A tetrahedral mesh with 218,444 tetrahedrons is
used to generate a discrete representation of Eq. (1) for the
substructure depicted in 4(a) and Figure 4(c). The tetrahe-
dral mesh is chosen because it is more suitable to discretize
the smooth curvatures of the geometry. Moreover, in general,
the properties of the eigenmodes should neither depend on
the discretization (tetrahedral or hexahedral) nor on the nu-
merical approach (direct or SSC). The eigenmode solver of
CST [16] is requested to search for 10 modes with resonant
frequencies larger than 2.98 GHz. The computational time
required to determine these 10 eigenmodes is approximately
13 min on an Intel(R) Xeon(R) CPU E5-2687W @ 3.4 GHz
with 256 GB of RAM using Windows Server 2012.

The resonant frequency arising from the direct computa-
tion is f CST

888 = 2.9863 GHz, so that the relative difference in
the frequency between direct computation and SSC amounts
to less than 1.2 × 10−3. The coupling impedance delivered
by the direct computation amounts to (r/Q)CST

888 = 8.8095 Ω,
so that a relative difference of ≈ 1.2 × 10−1 results.

SUMMARY AND CONCLUSION
The SSC scheme allows for the determination of eigen-

modes of long chains of cavities using workstations. The
key of the method is the combination of non-overlapping
domain decomposition with model-order reduction. The
scheme allows for the creation of eigenmode compendia,
which systematically comprise field distributions, resonant
frequencies, coupling impedances, and quality factors.

In addition to the various comparisons of SSC results
with direct computations for test structures (refer for instance
to [5, 6, 8, 9]), this contribution presents a comparison using
another structure. The confinement of the studied mode in
two segments of the chain allows for a comparison with a
direct computation using CST.

As a central result, the resonant frequency agrees very
well for this mode and the coupling impedance agrees rea-
sonably well. The differences are attributed to the different
discretization techniques (tetrahedral vs. hexahedral mesh)
and the different numerical approaches (direct vs. SSC).
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APPENDIX
Figure 5(a) presents the colorbar for the absolute values

of the electric field strength delivered by SSC whereas Fig-
ure 5(b) depicts the corresponding colorbar for the direct
computation using CST.

(a)

(b)

Figure 5: (a) Colorbar for SSC field plots. (b) Colorbar for
CST field plots.
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MOEVE PIC TRACKING∗

Ursula van Rienen1†, Dawei Zheng, Johann Heller, Christian Bahls
Institute of General Electrical Engineering, University of Rostock, 18059 Rostock, Germany
1also at Department Life, Light & Matter, University of Rostock, 18051 Rostock, Germany

Abstract
A relevant task in designing high-brilliance light sources

based on high-current linear accelerators (e.g. Energy Re-
covery Linacs (ERLs)) consists in systematic investigations
of ion dynamics in the vacuum chamber of such machines.
This is of high importance since the parasitic ions generated
by the electron beam turned out to be a current-limiting fac-
tor for many synchrotron radiation sources. In particular, the
planned high current operation at ERL facilities requires a
precise analysis and an accurate development of appropriate
measures for the suppression of ion-induced beam instabili-
ties. The longitudinal transport of ions through the whole
accelerator plays a key role for the establishment of the ion
concentration in the machine. Using the Particle-in-Cell
(PIC) method, we started redesigning our code MOEVE
PIC Tracking in order to allow for the fast estimation of
the effects of ions on the beam dynamics. For that, we ex-
changed the previously used Finite Difference (FD) method
for the solution of Poisson’s equation within the PIC solver
by a solver based on the Finite Element Method (FEM).
Employing higher order FEM, we expect to gain improved
convergence rates and thus lower computational times. We
chose the Open Source Framework FEniCS for our new
implementation.

INTRODUCTION
MOEVE was developed as a Particle-in-Cell (PIC) solver

at the University Rostock. It is an abbreviation and stands
for Multigrid for non-equidistant grids to solve Poisson’s
equation. The software was originally developed in C by
G. Pöplau et al. [1] and employs the Finite-Difference Tech-
nique (FD) to numerically discretize Poisson’s equation. The
discretized system of linear equations is solved iteratively
by a geometric multigrid method.

MOEVE has been used successfully to simulate the in-
teraction of electron beams with ionized residual gas [2, 3],
several investigations for the clearing of ions with clearing
electrodes and/or clearing gaps [4] and the simulation of
transverse wake functions [5]. MOEVE has also been im-
plemented in the tracking code GPT [6] and ASTRA [7].

Ion Clearing
Any residual gas in the vacuum chamber of an accelerator

can be ionized rapidly by the electron beam. The resulting

∗ Work supported by the German Federal Ministry for Research and Edu-
cation BMBF under contract 015K16HRA.
† ursula.van-rienen@uni-rostock.de

ion distribution is denoted as ion cloud. For many syn-
chrotron radiation sources, these parasitic ions generated
by the electron beam are a current-limiting factor. They
often lead to beam instabilities, beam loss and they prevent
a continuous filling of electron bunches into the ring shape
machine.

In the existing synchrotron accelerators, mainly two strate-
gies are used to ensure a minimum stability in standard op-
erational regimes: clearing gaps and special electrodes for
removing and neutralizing the ions. In certain high-current
operating conditions ion effects are important, as they lead
to beam instabilities. In particular, the planned high-current
operation at ERL facilities requires a precise analysis and
an accurate development of appropriate measures for the
suppression of ion-induced beam instabilities [8].

The longitudinal transport of ions through the whole ac-
celerator plays a key role for the establishment of the ion
concentration in the machine. This aspect of the dynamics
has implications on both the beam dynamics and the ion
clearing efficiency but it has not been deeply studied up to
now. In particular, the extent to which the accelerating res-
onators contribute to the transport is largely unclear. Thus,
we are targeting a fast, systematic investigation of ion dy-
namics in the vacuum chamber of the machines involving
the impact on the beam and and its application to reduce
the effects related to ionized residual gas in high-current
electron machines. This study follows our previous inves-
tigations on ion trapping in high-current storage rings and
linear accelerators [2–4, 9, 10].

Prior Limitations of MOEVE Due to Finite Differ-
ences

Any PIC software consists of five different main modules.
These are

1. Charge weighting

2. Discretization of Poisson’s equation

3. Solver for Poisson’s equation

4. Field interpolation at particles position

5. Update scheme of the particle distribution

MOEVE’s current limitations, caused by the underlying
FD discretization, affect the discretization and solution of
Poisson’s equation. A comparably large number of degrees
of freedom (DOFs) are required for the accurate solution,
especially because the tensor product grid in the FD method
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does not approximate the geometry well. The current FD
implementation in MOEVE does not allow for the discretiza-
tion of arbitrary domains without strong reductions in accu-
racy [11], as it would be required for the tasks at hand.

The PIC method scales in its complexity with the number
of macro-particles and the required mesh cells of the dis-
cretization. While the number of macro-particles can not
be further reduced (since this would lead to an insufficient
accuracy) one can reduce the number of mesh cells by using
a different discretization technique (e.g. the Finite Element
Method (FEM)).

Using appropriate ansatz functions in FEM, e.g. Crouzeix-
Raviart elements as in [12], one could even improve this
convergence by at least one order1 compared to the FD dis-
cretization, thus allowing a reduction in the number of mesh
cells.

REPLACING THE FD SOLVER WITH
FEM FROM FENICS

When using a PIC method, we compute the accelerating
field of a charge density ρ(x) from the solution of Poisson’s
equation on the domain Ω:

−∆u(x) =
ρ(x)
ε

∀x ∈ Ω. (1)

Usually, in our applications εwill be the vacuum permittivity
ε0.

For a unique solution u(x) we have to impose boundary
conditions on ∂Ω:

u(x) = gD(x) ∀x ∈ ∂ΩD , (2)
∂ u(x)
∂ n(x)

= gN (x) ∀x ∈ ∂ΩN . (3)

The accelerating field ®E can then be computed as the
negative gradient ∇u(x) of the solution u(x).

For ease and speed-up of development and to attain a cer-
tain flexibility in the selection of function-spaces for ansatz
and test functions, we use FEniCS [13] as implemented in the
C++/Python library dolfin [14] for the automated solution of
the system of equations arising from the FEM formulation
of Eqs. (1), (2), and (3).

FEniCS allows to directly write down the weak formula-
tion of Poisson’s equation:∫

Ω

∇u(x) · ∇v(x) dx =
∫
Ω

ρ(x)
ε0

v(x) dx ∀v ∈ V (4)

as a pair of a bilinear form a(u, v):

a(u, v) =
∫
Ω

∇u(x) · ∇v(x) dx (5)

and a linear form L(v):

L(v) =
∫
Ω

ρ(x)
ε0

v(x) dx. (6)

1 This would lead to a quadratic (or better) convergence in the force with
FEM, compared to a linear convergence using FD.

To be able to do this one has to import the Python module
dolfin:

from dolfin import *

and to specify the discrete function spaces (depending on
the mesh used):

V = FunctionSpace(mesh,"CG",degree)
u = TrialFunction(V)
v = TestFunction(V)

One can directly write down the bilinear form a as:

a = dot(grad(u), grad(v))*dx(mesh)

We can now prepare and assemble the system matrix A
for the solver included in FEniCS:

template = PETScMatrix()
A = assemble(a,tensor=template)

The linear form L in the weak formulation of Eq. (1) as
given in Eq. (4) depends on the charge density arising from
the charges in the domain.

Starting from a constant ρ = 0 one can assemble the right
hand side linear form L and the corresponding vector rhs:

L = Constant(0.0)*v*dx(mesh)
rhs = assemble(L)

using the charge weighting implemented by the method
PointSource from dolfin to add macro-particles to the right
hand side:

macro_particles = []
for i in range(Number_of_Particles):

macro_particles.append((Particle[i],
charge[i]/eps0))

delta = PointSource(V, macro_particles)
delta.apply(rhs)

After defining and applying the boundary condition gD
on ∂ΩD

2

bc = DirichletBC(V, g_D,"on_boundary")
bc.apply(A)
bc.apply(rhs)

and setting up one of the solvers provided through dolfin
(here the conjugate gradient method):

solver = PETScKrylovSolver("cg","default")
solver.parameters["relative_tolerance"] =

residual
solver.set_operator(A)

one can solve for the unknown potential u(x):
2 For ease of exposition, we choose to only show the implementation using

a Dirichlet boundary condition gD on ∂Ω.
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u_x = Function(V)
solver.solve(u_x.vector(), rhs)

The electric field ®E can then be computed from the gradient
∇u(x) of the solution.

e_temp = -grad(u_x)

To be applicable as an interpolated field it has to be projected
onto an appropriate function space. Possibilities include

• the matching Raviart-Thomas finite element space

if V_field == "RT":
Efield = project(e_temp,

FunctionSpace(mesh,\
"RT", degree))

• the Brezzi-Douglas-Marini finite element space

elif V_field == "BDM":
Efield = project(e_temp,

FunctionSpace(mesh,\
"BDM", degree-1))

• a corresponding Discontinous-Galerkin vector function
space

elif V_field == "DG":
Efield = project(e_temp,

VectorFunctionSpace(mesh,\
"DG", degree-1))

• and the continuous Lagrange(Courant) vector function
space

else:
Efield = project(e_temp,

VectorFunctionSpace(mesh,\
"CG", degree-1))

The computed field can next be used to accelerate the
particles using the well-known Boris pusher [15].

FIRST RESULTS
In this section, we show first results for a simple model

problem as obtained from our FEniCS implementation for
MOEVE and compare with ASTRA [7]. The model problem
regards tracking of an electron bunch of Gaussian distribu-
tion in all directions for a short drift space without external
electromagnetic field and without ion cloud.

We have tracked an electron bunch with the new FEM
solver for a drift distance of 3.0 m without any external elec-
tromagnetic field or ion cloud. The initial bunch is generated
by ASTRA. The bunch profile is listed in Table 1. The rms
bunch size and the emittance growth are plotted in Figures 1

and 2, respectively. The results are compared with ASTRA
for the transverse directions. The emittance was computed
according [16].

Table 1: Bunch Profile for Tracking

Parameters of the electron bunch

Number of macro particles 5,000
Beam energy 15 MeV
Beam energy spread 1.49 keV
Beam charge -0.4 nC
Transverse emittance 1.0 π mm·mrad
Bunch length 0.88 mm
rms bunch radius 0.362 mm

Figure 1: Bunch size growth in transverse directions for
a drift distance of 3.0 m without external electromagnetic
fields as computed by MOEVE based on FEM and ASTRA,
respectively. Both curves agree very well. The relative error
between both results is shown as well in the same plot, each.

It can be seen that the results of MOEVE with the FEM-
based FEniCS implementation and ASTRA agree very well
both for the transverse bunch size growth and the emittance.
Regarding the relative error in the transverse bunch size
growth, it is observable that the relative error grows follow-
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Figure 2: Emittance growth in transverse directions for a
drift distance of 3.0 m without external electromagnetic
fields as computed by MOEVE based on FEM and ASTRA,
respectively. Both curves agree very well. The relative error
between both results is shown as well in the same plot, each.

ing a very similar functional behaviour as the transverse
bunch size growth itself. In that, the relative error after a
drift of 3.0 m without external electric field reaches about
0.0371% and 0.0353% for x and y, respectively. On the other
hand, the emittance stays constant over the drift. So does
the relative error between the results of MOEVE with the
FEM-based FEniCS implementation and ASTRA. Its value
is about 0.0295% and 0.0317% for x and y, respectively.
It should be noted that the new implementation in FEniCS
needs only 8.0×104 DoFs for a mesh of 0.3 m in z-direction
then moving along the drift distance of a 3.0 m long vacuum
chamber while ASTRA uses a grid of 643 ≈ 2.6×105 DoFs,
which covers the bunch area only. We used an Intel Xeon
workstation with 3.7 GHz CPU for both simulations. The
CPU time of our current FEniCS implementation is not yet
compatible to ASTRA since the procedures are not opti-
mized yet — e.g. adaptive time stepping and other efficiency
measures (see below) have not been implemented by now.

CONCLUSION AND FUTURE
PERSPECTIVE

In a pilot study, we developed an FEM-based model to
track electron bunches. A first study on a simple model prob-
lem, tracking through a drift space without external electric
field, showed very good agreement with results obtained by
ASTRA.

Next, we aim to improve this FEM-based numerical model
to study ion cloud dynamics using realistic geometries for the
accelerator components. To achieve a high computational
performance, we will employ MPI parallelization throughout
the code. Also, the charge weighting with PointSource as
well as the speed of interpolating the accelerating field at
the particles’ position can still be improved.

Additionally, we want to use the flexibility of the FEM
approach to implement adaptive hp-refinements, i.e. with
respect to elemnt size (h) and to the polynomial degree (p)
of the FEM approach. Elements that have macro-particles
allocated to them (e.g. that are close to the bunch or covering
it) should use a low-order approximation and be small [17],
while further away from high charge densities one can use
larger elements with a high order of approximation.

For validation, we will employ measurement results ob-
tained at the Electron Stretcher Accelerator (ELSA) in Bonn
[18]. Then, we will study the ion cloud dynamics to be
expected in the proposed ERL bERLinPro at Helmholtz-
Zentrum Berline (HZB) [10]. In general, this numerical
model can serve for ion cloud studies to estimate and reduce
the effects related to ionized residual gas in high-current
electron machines.
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STATISTICAL ANALYSIS OF THE EIGENMODE SPECTRUM IN THE SRF 
CAVITIES WITH MECHANICAL IMPERFECTIONS* 

A. Lunin†, T. Khabiboulline, N. Solyak, A. Sukhanov, V. Yakovlev, Fermilab, 60510 Batavia, USA  
 

Abstract 
The superconducting radio frequency (SRF) technology 

is progressing rapidly over the last decades toward high ac-
celerating gradients and low surface resistance making fea-
sible the particle accelerators operation with high beam 
currents and long duty factors. However, the coherent RF 
losses due to high order modes (HOMs) excitation be-
comes a limiting factor for these regimes. In spite of the 
operating mode, which is tuned separately, the parameters 
of HOMs vary from one cavity to another due to finite me-
chanical tolerances during cavities fabrication. It is vital to 
know in advance the spread of HOM parameters in order 
to predict unexpected cryogenic losses, overheating of 
beam line components and to keep stable beam dynamics. 
In this paper we present the method of generating the 
unique cavity geometry with imperfections while preserv-
ing operating mode frequency and field flatness. Based on 
the eigenmode spectrum calculation of a series of ran-
domly generated cavities, we can accumulate the data for 
the evaluation of the HOM statistics. Finally, we describe 
the procedure for the estimation of the probability of the 
resonant HOM losses in the SRF resonators. The study of 
these effects leads to specifications of SRF cavity and cry-
omodule and can significantly impact the efficiency and 
reliability of the machine operation.  

INTRODUCTION 
Over recent decades the progress in SRF technology has 

made it feasible for a number of applications of the particle 
accelerators to operate in the continuous wave (CW) re-
gime with a high beam current. There is an active demand 
on such machines based on multiple projects in the indus-
try, high energy physics and material science, such as de-
veloping subcritical fission reactors based on an accelera-
tor driven system (ADS), next generations of neutrino fa-
cilities and neutron spallation sources (PIP-II, ESS), radio-
active ion beam facilities (RIBs) and free electron lasers 
(FELs) [1-6]. Variety of experimental programs often re-
quire a complex beam pattern and an ultra-short bunch 
length. Figure 1 shows typical examples of the dense beam 
frequencies spectrum in the PIP-II proton linac and the 
broadband power spectrum of wake fields generated by a 
series of 25 µm rms bunches in the LCLS-II cryomodule. 
Evidently a combination of a large average beam current, 
a high bunch repetition rate and a broadband generated 
wake fields might result in significant cavity rf losses. The 
most danger comes out of the trapped HOMs in a case of 

their coherent excitation by the beam. The later causes ex-
cessive cryogenic loads, overheating of beam line compo-
nents and beam emittance dilution.  

Frequency [GHz]
0 100 200 300 400 500 600 700 800 900 1000

dP
/d
f [

W
/G

H
z]

0.001
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25 m r.m.s. bunch length

 
Figure 1: Beam frequency spectrum in the PIP-II linac (up) 
and power spectrum of wake fields generated by a series of 
ultra-short bunches in the LCLS-II cryomodule (down) 

Due to a nature of SRF cavities they are very good reso-
nance systems with multiple low loss eigenmodes with 
high intrinsic quality factors. For the coherent excitation 
one of the beam harmonics must coincide or be close to 
HOM frequencies. At the same time the HOM spectra in 
actual cavities will have significant frequency spreads 
comparing to the cavity with ideal geometry due to me-
chanical errors. Because of a randomness of mechanical er-
rors, the resonant HOM excitation by the beam is inher-
ently the probabilistic issue. The idea is illustrated on Fig-
ure 2, where the left sketch shows overlapping of the beam 
spectrum line and the HOM frequency spread with a high 
probability of coherent HOM excitation. The problem is 
complicated if we consider the propagating HOMs with 
frequencies above the beam pipe cut off. In this case the 
probability of mode trapping depends on the frequencies of 
neighbour cavities and, thus, taking into account the sto-
chastic behaviour of cavity HOMs spectrum is essential for 
a proper analysis of the HOMs excitation. 
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Figure 2: Stochastic HOM excitation by the pulsed beam. High excitation probability (left) corresponds to the case of the 
beam harmonic frequency within the HOM frequency spread and low probability (right) represents the beam spectrum 
line which is far off the HOM frequency deviation bandwidth. 

Recent studies of the HOMs excitation in SRF cavities 
performed by different research groups was based either on 
the pre-deterministic approach, when the given spreads of 
HOM parameters are used for an evaluation of the worst-
case scenario, or on the experimental data of frequencies 
and quality factors measured for most dangerous HOM 
passbands [7-9]. Both methods give only approximate re-
sults since they use rough or limited estimations for HOMs 
frequencies, tend to overstate quality factors and don’t con-
sider possible deviations of HOMs shunt impedances. The 
accurate evaluation of HOMs coherent effects is important 
to the design stage of SRF particle accelerators because it 
determines mechanical, thermal and electromagnetic re-
quirements for expensive accelerator components and 
might set certain limits on machine operational scenarios. 
In this paper we propose the method of modelling the 
eigenmode spectrum in the multi-cell SRF cavities with fi-
nite mechanical tolerances defined by the fabrication tech-
nology. The method is based on the generation of unique 
cavity cell geometries with random dimension errors and 
the instant tuning of individual cells frequencies to pre-
serve cavity operating mode field flatness. By doing the 
eigenmode spectrum calculation of a series of randomly 
generated cavities we can accumulate the data for the eval-
uation the HOM statistics. We used the proposed technique 
for HOMs analysis in high energy (HE) 650 MHz cavities 
of the PIP-II linac and 3.9 GHz cavities of the LCLS-II 
project [10,11]. Finally, we compared our results with 
available HOMs experimental data and present the proce-
dure for the estimations of cumulative probabilities of res-
onant HOM losses and the beam emittance dilution in the 
string of SRF cavities. 

EIGENFREQUENCY ANALYSIS OF THE 
SRF CAVITIES WITH MECHANICAL 
IMPERFECTIONS 

Conventional thin-walled niobium SRF cavities consist 
of multiple shell components welded together. Mechanical 
forming of such components and further electron-beam 
welding introduce significant uncertainty for the final cav-
ity geometry. Typical maximum deviations of cavity pro-
files in respect to the ideal shape are about ±200 µm and 
±100 µm for 1.3 GHz and 3.9 GHz cavities respectively 
[12,13]. Therefore, cavities get tuned for adjusting operat-
ing frequencies and preserving the field flatness in multi-
cell cavities. Since each cavity has a unique geometry, the 
HOM spectrums vary from cavity to cavity and, then, the 

beam to cavity interaction has a probabilistic nature. The 
ideal geometry of elliptical cavity cells can be character-
ized by eight parameters and another few parameters are 
required to describe mechanical imperfections like the cell 
to cell non-concentricity and the cell transverse defor-
mation. Figure 3 shows ideal geometries of the end and 
regular cells for a typical multicell elliptical cavity. 

 
Figure 3: Nominal geometries of the multicell elliptical 
cavity. 

For collecting accurate HOM statistics we perform the 
eigenmode analysis of HOM spectrum in the cavity with 
mechanical errors. The procedure is based on adding ran-
dom components to the geometrical parameters of each 
cavity cell: 

𝑃௡௜ ൌ 𝑃௡௡௢௠ ൅ |∆௧௢௟|ሾ2𝑅𝑛𝑑ሺ1ሻ െ 1ሿ,   

where 𝑃௡௜ is a random dimension of the individual cell, 
𝑃௡௡௢௠ is the nominal value of the nth geometrical parameter 
of the half-cell, i is the cell number, Δtol  is the mechanical 
tolerance of a cavity fabrication and Rnd(1) is the uniform 
random function in the range of 0 to 1. For a preliminary 
tuning of the cavity operating frequency we need to calcu-
late a frequency-dependent sensitivity for each of cavity 
geometrical parameters. Next frequencies of the half-cells 
are tuned by adjusting the cell lengths similarly as it hap-
pens with real cavities to preserve the field flatness. The 
half-cell tuning frequency balance is described then:  

∆𝐿௜ డ௙
డ௅೔

ൌ െ∑ ቂ∆𝑃௡௜
డ௙

డ௉೙
೔ ቃ

ே
௡ୀଵ ,    

where ΔLi is the length compensation of the ith half-cell, 
∆𝑃௡௜ ൌ 𝑃௡௜ െ 𝑃௡௡௢௠ is the random error of the ith half-cell di-
mension, ∂f/∂Li and ∂f/∂Pi

n are frequency-dependent sensi-
tivities of the half-cell length and the nth geometrical pa-
rameter. We assume here that small deviations of each pa-
rameter won’t influence the sensitivity of other parameters, 
all mechanical tolerances are the same and uncorrelated 
with each other.  
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Figure 4: Trapped modes in the infinite chain of SRF cavities with random HOM spectrum: (a) type I high-Q HOM is 
localized within the cavity volume, (b) type II medium-Q HOM occupies the cavity and adjacent beam pipes and (c) type 
III low-Q HOM distributed along the cavities chain. All plots show the complex magnitude of electric field, where a blue 
colour corresponds to the zero amplitude. 

Conventional accelerating cryomodule consists of a se-
ries of superconducting cavities connected by copper 
plated normal conducting bellows. Because of the unique 
HOM spectrum of each cavity common modes in the chain 
of identical ideal cavities will split into modes of individual 
resonators in the real cryomodule. Following this ap-
proach, we can categorize the trapped HOMs in the cry-
omodule into three types depending on their quality fac-
tors. The first kind of trapped HOMs is weakly coupled 
with the beam pipe and most of the HOM stored energy is 
localized within the superconducting cavity volume result-
ing in a high-quality factor. The second kind of trapped 
HOMs has a good coupling with the beam pipe but the sig-
nal is reflected by the neighbouring cavities and a part of 
the stored energy fills in the volume of adjacent beam pipes 
causing an additional signal dampening through far up-
stream and downstream coupler ports and by normal con-
ducting bellows. The third type of HOM represents the case 
where the HOM signal can propagate through the neigh-
bouring cavities. Then the stored energy is distributed 
along the cryomodule beam line and damped by many cou-
pler ports and by ohmic losses in interconnecting cavity 
bellows. Such modes have low quality factors and we don’t 
count them as a dangerous resonant mode. Figure 4 illus-
trates typical electric field distribution for what is de-
scribed above, three types of trapped HOMs in the chain of 
SRF cavities with random HOM spectrums. Evidently the 
single cavity model is adequate for the HOM type I analy-
sis, while the HOM types II and III require at least the chain 
of three cavities for accurate simulations. Further increas-
ing the number of cavities might improve results for the 
low-Q HOMs but at the same time results in unnecessary 
complication of the eigenmode analysis and a longer sim-
ulation time. Thus, we conclude that the chain of three cav-
ities is an optimum choice for the calculation of resonant 
HOMs spectrum cryomodule and longer chains give a little 
or no impact to the overall result. 

 
Figure 5: ANSYS HFSS model for the eigenmode analysis 
of the chain of three SRF cavities. 

Finally, we create the 3D model of three random cavities 
with auxiliary coupler ports. For example, Figure 5 shows 
the ANSYS HFSS model of the chain of three elliptical 
cavities with matched boundary conditions [14]. All coax-
ial TEM ports are terminated with the constant free space 
impedance boundary, while the free radiation to the round 
beam pipe is ensured by the perfectly matched layers 
boundary. Since the number of trapped HOMs in the cavity 
chains are quite large, it is preferable to perform the HOM 
spectra simulation in series of few tens of eigenmodes 
starting from the operating passband for achieving better 
convergence and accuracy. The upper frequency limit is de-
fined by the increasing number of propagating modes in 
the beam pipe at higher frequencies where the HOM spec-
trum becomes almost continuous. For mode sorting it is 
necessary to set up and calculate secondary values during 
the HOMs analysis: local stored energy in each cavity with 
adjacent beam pipes, longitudinal and transverse shunt im-
pedances and partial quality factors for coupler ports. By 
sorting the HOMs compendium we can exclude the end 
cavities spectra and recognize monopole, dipole and quad-
rupole HOMs passbands. As the last step we calculated the 
HOMs statistics, mean and rms values for frequencies, 
shunt impedances and quality factors. Having in hand
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Figure 6: Stochastic HOM excitation by the pulsed beam. High excitation probability (left) corresponds to the case of the 
beam harmonic frequency within the HOM frequency spread and low probability (right) represents the beam spectrum 
line which is far off the HOM frequency deviation bandwidth. 

HOMs statistics it is possible to perform a Monte Carlo 
analysis for a coherent HOMs excitation in the chain of 
SRF cavities by the beam with any given average current 
and bunch patterns thus, derive the probabilities for exces-
sive cryogenic losses and beam emittance dilution. 

APPLICATION OF THE STOCHASTIC 
ANALYSIS OF HOM SPECTRUM 

Originally, we developed a stochastic approach for the 
HOMs analysis in the high energy (HE) 650 MHz five cells 
elliptical structure of the Project-X linac [15]. During the 
stage of rf design it was found that the 5th monopole band 
in a cavity with ideal geometry has extremely narrow pass-
band of few tens of kilohertz while the expecting HOMs 
frequencies deviation due to mechanical errors is at least fe 
w megahertz. In this case, when coupling between cells is 
weak and varies from cell to cell, the usual pass-band struc-
ture of N modes of mπ/N-kind, where N is the number of 
cells and m runs from 1 to N, may change [16]. The field 
of a cavity mode may be concentrated in a single cell, or 
two adjacent cells. The calculated distribution of electric 
fields for the 5th monopole band is presented in Figure 6 for 
the chain of three random HE 650 MHz cavities. Later we 
verified field distributions of the 5th monopole band by 
bead pull measurements on the prototype niobium cavities. 
Typical measured field distributions are summarized in 
Figure 7. Evidently the experimental results are in perfect 
agreement with both theoretical and numerical predictions.
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Figure 7: Bead pull measurement of on-axis field profiles 
of the 5th monopole band in the HE 650 MHz structure 

For the second time we calculated HOM statistics for the 
third harmonic cavity of LCLS-II project [11]. Figure 8 
shows frequency standard deviations for modes in the first 
monopole band. There is a good agreement between calcu-
lations and measured 2 K data for the similar 3.9 GHz cav-
ity developed for the XFEL project [17]. The average cal-
culated field flatness of the operating mode is above 80% 
for both studies, which is close to the conventional specifi-
cation of minimal 90% field flatness for multicell cavities. 
Therefore, we conclude that proposed method of stochastic 
analysis of HOM parameters in the SRF cavities with me-
chanical imperfections provide a reliable data for the fur-
ther statistical analysis of the coherent HOM excitation. 
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Figure 8: Frequency standard deviations for the 1st mono-
pole band of the 3.9 GHz cavity. 

By using the predicted deviations of monopole and di-
pole HOMs frequencies, shunt impedances and quality fac-
tors we can generate the chains of cavities with random 
HOMs spectra and, thus, estimate probabilities of the rf 
losses or the beam emittance dilution in real superconduct-
ing linacs. As an example, the resulting cumulative proba-
bility of rf losses are presented in Figure 9 for the HE 650 
MHz PIP-II cryomodule (left) and the LCLS-II third har-
monic section (right) respectively.  
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Figure 9: Cumulative probabilities of monopole HOMs RF 
losses in the HE 650 MHz PIP-II (up) and 3.9 GHz LCLS-
II (down) cryomodules. 

The accurate quantitative estimation of the negative ef-
fects caused by the resonant HOM excitations is important 
for a comparison of different cavity designs and various 
regimes of the beam operation. Based on HOMs statistics 
we chose an optimal design for the HE 650 MHz cavity for 
PIP-II project and modified the end group in the third har-
monic cavity for the LCLS-II linac [18,19]. In summary, 
we conclude that the proposed method of statistical HOM 
spectra evaluation in the SRF cavities with mechanical im-
perfections is straightforward and reliable instrument for 
the risk analysis of the coherent HOM excitation in super-
conducting particle accelerators. 

CONCULSION 
The statistical analysis of the eigenmode spectrum in 

SRF cavities is reliable and accurate tool for quantitative 
evaluation of the coherent HOM excitation by the beam 
with arbitrary time structure. The outcome of HOM analy-
sis resulted in critical decisions for the design of supercon-
ducting accelerating cavities. Simplification of the cavity 
production and operation is a significant part of the overall 
cost reduction for both machines. The proposed technique 
can be easily adapted and used for other superconducting 
particle accelerators operating at high average beam cur-
rent and high duty factor regimes. 
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EFFICIENT COMPUTATION OF LOSSY HIGHER ORDER MODES IN
COMPLEX SRF CAVITIES USING REDUCED ORDER MODELS AND

NONLINEAR EIGENVALUE PROBLEM ALGORITHMS∗

H. W. Pommerenke†, J. D. Heller, U. van Rienen1

Institute of General Electrical Engineering, University of Rostock, Germany
1also at Department Life, Light & Matter, University of Rostock, Germany

Abstract
Superconducting radio frequency (SRF) cavities meet the

demanding performance requirements of modern acceler-
ators and high-brilliance light sources. For the operation
and design of such resonators, a very precise knowledge of
their electromagnetic resonances is required. The non-trivial
cavity shape demands a numerical solution of Maxwell’s
equations to compute the resonant eigenfrequencies, eigen-
modes, and their losses. For large and complex structures
this is hardly possible on conventional hardware due to the
high number of degrees of freedom required to obtain an
accurate solution. In previous work it has been shown that
the considered problems can be solved on workstation com-
puters without extensive simplification of the structure itself
by a combination of State-Space Concatenation (SSC) and
Newton iteration to solve the arising nonlinear eigenvalue
problem (NLEVP).

First, SSC is applied to the complex, closed and thus loss-
less RF structure. SSC employs a combination of model
order reduction and domain decomposition, greatly reducing
the computational effort by effectively limiting the consid-
ered frequency domain. Next, a perturbation approach based
on SSC is used to describe the resonances of the same ge-
ometry subject to external losses. This results in a NLEVP
which can be solved efficiently by Newton’s method. In this
paper, we expand the NLEVP solution algorithm by a con-
tour integral technique, which increases the completeness
of the solution set.

INTRODUCTION
Superconducting radio frequency (SRF) cavities are es-

sential components of modern particle accelerators, as they
provide the radio frequency (RF) electromagnetic fields used
to accelerate charged particles to high energies. The design
of RF cavities requires a precise knowledge of their reso-
nant frequencies f , field distributions, and power losses P.
This usually requires solving an eigenvalue problem, where
the eigenvalues and eigenvectors correspond to the frequen-
cies and field distributions, respectively. In this context, the
eigenvectors are also denoted as eigenmodes of the cavity.

A dimensionless measure for power losses in general is
the quality factor

Q = 2π f W/P, (1)
∗ This work has been supported by the German Federal Ministry of Educa-

tion and Research (grant no. 05K13HR1).
† Currently also at CERN, Geneva, Switzerland.

Email: hermann.pommerenke@uni-rostock.de

which is the ratio between the energy loss per oscillation and
the total energy W stored in the electromagnetic field. Gen-
erally, there are dielectric, magnetic, surface and external
losses. The latter occur when energy is propagating out of
the cavity through its openings, e.g. a coupler or the beam
pipe. For an SRF cavity, the external losses are several orders
of magnitude larger than other loss mechanisms, since the
structure is both superconducting and evacuated [1]. There-
fore, the external quality factor Qext is often equivalent to
the total Q (and in the following denoted as such). External
losses are of significant importance for eigenmodes, whose
resonant frequencies are larger than that of the operating
mode used for acceleration. They are denoted as higher
order modes (HOM). These usually unwanted modes are
excited by the current of the passing beam and may influ-
ence the beam in an unwanted manner, e.g. by deviation
from its optimum trajectory or emittance growth [2, 3]. One
usually designs cavities such that HOM energy is dissipated
quickly and the mode is practically completely damped be-
fore the next particle bunch arrives. The structures must
thus feature low Q factors regarding the HOMs. Besides
available openings like the beam pipe or the power coupler,
HOM couplers are utilized. Nevertheless, there exist addi-
tional HOMs whose interaction with the couplers is almost
non-existent and which therefore have very high Q factors.
Identification and computation of these trapped modes is
particularly important in SRF cavity design [1, 4, 5].

Even for comparatively simple structures, an analytical
solution of Maxwell’s equations [6] is not available. Numer-
ical methods such as the Finite Element Method (FEM) [7]
or Finite Integration Technique (FIT) [8, 9] are therefore
employed. If one solely considers closed lossless cavities,
this leads to a linear eigenvalue problem (LEVP), whose
solution can be acquired by a variety of methods. However,
the precise computation of external losses is accomplished
by applying suitable boundary conditions to the cavity’s
openings leading to a complex-valued, nonlinear eigenvalue
problem (NLEVP), whose solution requires significantly
more effort.

The above-mentioned numerical methods show disadvan-
tageous scaling behavior regarding size and complexity of
the structure. Especially large and complex structures, e.g.
a sequence of cavities and couplers like in Fig. 1, require
many degrees of freedom (DOF) for an accurate solution.
In a direct approach, these problems can only be solved
on powerful computational infrastructure which is costly
and rarely available. Another possibility is to only con-
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sider a part of the structure by restricting the computational
domain. While this approach is suitable if the fields are
confined in one cavity, a significant portion of HOM energy
is stored in electromagnetic fields that may fill the entire
structure [1] (Fig. 1(b)). Such fields cannot be computed if
the domain is limited to a single cavity.

(a)

(b)

Figure 1: Electric field of two HOMs of the bERLinPro
linac [10]. (a) Mode resonating at 3.68 GHz that is confined
within the cavities. (b) Mode resonating at 1.86 GHz with
a field distribution filling the entire structure. The plots are
taken from [11].

In [11] it was shown by Heller that employing the State-
Space Concatenation Scheme (SSC) [12, 13] together with
suitable boundary conditions leads to a NLEVP which can be
solved efficiently by Newton’s method [14]. In this paper, we
extend upon these results by combining them with a contour
integral algorithm proposed by Beyn [15] to increase the
completeness of the solution set. The proposed technique has
been used to investigate current examples from accelerator
physics.

STATE-SPACE CONCATENATION
SSC has been suggested by Flisgen [12, 13] and is a combi-

nation of domain decomposition and model order reduction
(MOR) techniques to solve Maxwell’s equations for large
complex SRF structures. We will introduce it briefly here;
for an exhaustive explanation we refer to [13, 16–18].

First, the investigated structure is decomposed into non-
overlapping segments. The substructures are treated sepa-
rately, with the cutting planes considered as waveguide ports.
For each segment, a State-Space model (SSM) is assembled.
An incomplete eigendecomposition is performed, comput-
ing a finite number1 of 3D eigenmodes around the frequency
interval of interest. Due to poor convergence of the incom-
plete decomposition, a very high number of modes would
be necessary, since even the structure’s behavior within a
certain frequency range is influenced by modes outside said
range. Instead, the orthogonal basis is expanded by so-called
snapshots computed from the frequency response of the seg-
ment to certain excitations. This is done for a total of N3D
modes. This technique is denoted as Corrected Modal Ex-
pansion (CME) [17]. The 3D modes represent the internal
states of the system comprised in the state vector x. For
each waveguide port, 2D port modes are computed, with
N2D denoting the total number of port modes of the segment.
1 The amount of 3D eigenmodes is by orders of magnitude smaller than

the DOFs.

Their amplitudes are comprised in the vector of modal cur-
rents i and modal voltages v. The coupling between 3D
eigenmodes and 2D port modes is obtained as the inner
product of the respective fields. In frequency domain, the
assembled first-order SSM2 reads as

sx(s) = Ax(s) + Bi(s)
v(s) = Cx(s), (2)

with A ∈ R2N3D×2N3D , B ∈ R2N3D×N2D and C = BT.
The individual SSMs of the segments are concatenated

by assembling A, B, and C from (2) into block matrices.
Redundant modal currents and voltages at connected ports
are eliminated using Kirchhoff’s laws, so that only those of
external ports remain. The MOR by CME is again applied to
the concatenated SSM, further reducing the DOFs. The re-
sulting reduced SSM of the complex structure is again of the
same form as (2). The external modal currents and voltages
can be used to assign excitations or boundary conditions to
the structure.

SSC is not the only Maxwell solution approach involv-
ing a domain decomposition and concatenation approach.
Notable methods are the mode-matching techniques e.g. [4,
5, 19–22], the Coupled S-Parameter Calculation [18, 23–
25], the Generalized Scattering Matrix approach [26–28] or
the description of RF structures by means of circuit theory,
e.g. [17, 29]. However, to the best of the authors’ knowl-
edge, only SSC allows simultaneous and direct access to
time and frequency domain calculations, MOR and 3D field
distributions [11–13].

EXTERNAL LOSSES IN SRF CAVITIES
For the computation of external losses of an SRF cavity,

the openings are modeled as having infinitely long waveg-
uides attached to them, i.e. being reflection-free. Therefore
impedance matching is required: the termination impedance
(i.e. the quotient of modal voltage and current) of each port
mode must be the wave impedance of said mode [30].

Each eigenmode of the lossy structure is described as
a weighted sum of the eigenmodes of the corresponding
lossless structure. In this perturbation ansatz usually one of
the lossless eigenmodes dominates. For the description of
certain perturbations, very high frequencies are necessary;
in that case a large number of lossless eigenmodes must be
considered in the preceding MOR. The resulting NLEVP
read as [11, 16, 30]

T (λ)x =
(
A − BG(λ)BT − λI

)
x = 0, (3)

where λ and x denote the eigenvalue and eigenvector, respec-
tively. The individual frequencies and external Q factors are
obtained by

f =
= {λ}

2π
Q = − = {λ}

2<{λ} , (4)

2 The SSM may also be assembled as a symmetric second order system
with half the degrees of freedom. Both can also be represented in time
domain.
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while the field distributions can be reconstructed from the
respective eigenvectors.

The diagonal matrix G(λ) contains the reciprocal wave
impedances (i.e. wave admittances) of the port modes which
depend nonlinearly on the eigenvalues and are given for
transversal electric (TE) and magnetic (TM) port modes
by [31]

ZTE
wave(λ) = Z0

λ√
λ2 + ω2

co

ZTM
wave(λ) = Z0

√
λ2 + ω2

co
λ

,

(5)

where Z0 ≈ 377Ω is the impedance of free space and
ωco denotes the cutoff frequency of the respective port
mode. For transversal electromagnetic (TEM) waves this is
the impedance of the connected transmission line, usually
ZTEM

wave = 50Ω.
The introduction of the wave impedances (5) causes the

operator T (λ) to be both nonlinear and meromorphic: iso-
lated poles occur at λ = 0 and at the cutoff frequencies ωTM

co
of the TM port modes.

SOLVING THE NLEVP
The solution of NLEVPs T (λ)x = 0 such as (3) is signifi-

cantly more demanding than that of well-known LEVPs, for
which a wide range of solution methods exist [32–34]. The
NLEVP is subject of active ongoing research. An overview
over NLEVP solution approaches is given by [33, 35–39],
notably the Newton iteration [14], contour integral meth-
ods [15, 40], or methods based on generalized QR decom-
positions [41] or Rayleigh functionals [42, 43].

In this work, we utilized Newton’s method as well as a
contour integral algorithm suggested by Beyn [15]. Both
are introduced in the following.

Newton’s Method
The well-known Newton’s method [14] is used to succes-

sively approximate zeros of functions or operators. Solving
the NLEVP (3) can be interpreted as finding zeros of T (λ)x
in an (N + 1)-dimensional search space, where all compo-
nents of the eigenvector x ∈ CN and the eigenvalue λ itself
must be determined. Hence, a suitable formulation of the
Newton iteration can be found [33, 36, 37].

Without loss of generality, the eigenvector is normalized
according to vHx = 1 and (3) is reformulated to

P

(
x
λ

)
=

(
T (λ)x
vHx − 1

)
= 0. (6)

Applying the iteration rule yields(
xν+1
λν+1

)
=

(
xν
λν

)
−

(
P′

(
xν
λν

))−1
P

(
xν
λν

)
, (7)

where ν denotes the iteration index and P′ is called Fréchet
derivative [44] of P. The initial pair (λ0, x0) must be known

a priori. The initial pairs are usually obtained by solving a
linearized system or (additionally) sampling the domain of
interest using a grid or Monte Carlo methods.

As (7) is difficult to implement, one introduces the search
direction u as an auxiliary quantity from which the approxi-
mated eigensolution is computed:

uν+1 = T
−1(λν)∂T

∂λ
(λν)xν

xν+1 = cν+1uν+1

λν+1 = λν − vHxν
vHuν+1

,

(8)

where cν is a normalization factor that influences the con-
vergence speed3. In general, the iteration (8) stops when an
error measure falls below a certain limit4.

When employing Newton’s method, convergence against
previously computed eigenpairs must be avoided, which is
called deflation. Most techniques of the LEVP solvers can-
not be used [33], since the eigenvectors of the NLEVP are
generally linearly dependent. A possibility is to choose v
in each new solution attempt orthogonal to all previously
computed eigenvectors. More sophisticated deflation tech-
niques can be developed based on minimal invariant pairs,
requiring an alternative formulation of the algorithm [39].

Beyn’s Algorithm
The integral algorithm introduced by Beyn [15] allows

for a complete solution of a NLEVP within a finite enclosed
sub domain of the complex plane. We explain it briefly and
refer to [15, 45, 46] for a detailed derivation.

The algorithm is based on Keldyš’s theorem [45] stating
that the inverse of T (z) may be expanded into a Laurent
series, whose principal part can be expressed in terms of the
right and left eigenvectors x, y belonging to λ:

T−1(z) =
k∑
j=1

1
z − λj x j y j + (holomorphic part). (9)

Choosing a rectangular matrix Ψ at random, the integrals

Lp =
1

2πj

∮
Γ

zpT−1(z)Ψdz , p = 0,1 (10)

are computed using numerical integration along a closed
contour Γ. The computational cost is dominated by solving
the linear system T−1(z)Ψ at every quadrature sampling
point. The convergence behavior depends on the condition
of the operator T (z), the number of sampling points, and
chosen quadrature rule [15, 47, 48].

From (9) it follows by Cauchy’s integral formula [34]
that L0 = XYΨ and L1 = XΛYΨ . The matrices X , Y and
3 In practice one choses e.g. cν = 1/ | |uν | |; however it has been observed

that |cν | � 1 leads to instability of the algorithm in rare cases. In [33]
the condition |cν | < 1 is mentioned to guarantee convergence.

4 To account for potentially occurring non-convergence, the algorithm
should additionally be stopped when a maximum number of iterations is
reached.
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Λ contain the left and right eigenvectors and eigenvalues,
respectively, that are enclosed by Γ, but are independent of
the specific contour shape. They are extracted using singular
value decomposition.

In this work, we combine Beyn’s algorithm with a subse-
quent Newton iteration to improve convergence as suggested
in [36, 38], since the algorithm on its own shows disadvan-
tageous convergence behavior when employed to the SRF
cavity NLEVP. The solutions found by Beyn’s algorithm are
used as starting pairs for Newton’s method. This has initially
been tested in [48] and is demonstrated below.

The alternative Contour Integral Slicing Method proposed
by [40] should also be acknowledged. It is available within
the SLEPc library [49] combined with a Newton iteration in
a similar fashion.

APPLICATION EXAMPLES
In the current setup implemented in [11], the SRF struc-

ture is discretized by FIT in CST Microwave Studio
(CST MWS) [50]. The assembled matrices are transferred to
and further processed in MATLAB [51] using a collection
of scripts written in Python [52] and Visual Basic for Ap-
plications. The arising linear systems and decompositions
are computed using linear algebra software packages like
LAPACK [53] and ARPACK [54], which are made avail-
able by MATLAB and the Python packages NumPy [55]
and SciPy [56]. The field plots are generated using Par-
aview [57].

All mentioned computations have been performed on
an Intel Xeon E5-2687W CPU with 3.4 GHz clock rate,
256 GB RAM and Windows Server 2012.

Academic Example
The hypothetical minimalistic resonator depicted in Fig. 2

serves as a proof of principle. The cavity has two waveguide
ports symbolizing a beam pipe and a HOM coupler. The
structure is discretized in CST MWS using FIT with 233,000
mesh cells and Perfect Boundary Approximation [58]; after
the MOR the arising NLEVP is of order N = 178.

40

8040

35

22 10

23.023

32

20

Figure 2: CAD model and sketch of the minimalistic res-
onator used as an academic example [11, 48]. Beam pipe and
HOM coupler are highlighted in blue and red respectively.
Geometric dimensions in mm.

Figure 3 shows the convergence behavior of Beyn’s al-
gorithm applied to this example with different numbers of
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Figure 3: Eigensolutions of the minimalistic resonator
with corresponding residuals r computed using Beyn’s
algorithm with different numbers of quadrature points:
(a) NQuad = 100, (b) NQuad = 6000. The residual does not
decrease for larger numbers of points, but can be further
reduced by consecutive Newton iteration (c).

quadrature points NQuad. The relative residual

rn =
| |T (λn)xn | |
| |xn | | (11)

is used as an error measure. Even for very large NQuad, the
residual cannot be reduced below a certain limit. However,
the convergence can drastically be improved by employing
Newton’s method. For comparison, reference solutions are
computed from the scattering parameters of the structure
using pole fitting [11, 59, 60].

The time consumption of different setups is depicted in
Fig. 4. The Newton iteration on its own computes solutions
individually and fast, but without guaranteeing completeness.
Employing Beyn’s algorithm with comparably low numbers
of quadrature points and using its solution as initial values
for the Newton iteration yields the optimum solution strategy
for this structure.
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Beyn Beyn (NQuad = 6000) + Newton

Figure 4: Time consumption of the different algorithms
when solving the NLEVP of the minimalistic resonator.

FLASH Third Harmonic Cavity
The SRF structure depicted in Fig. 5 is part of the Third

Harmonic Module [61, 62] of the Free Electron Laser in
Hamburg (FLASH). It consists of a nine-cell 3.9 GHz cavity,
an input coupler and two HOM couplers. For the MOR
by SSC, it is decomposed into three segments. Due to the
three couplers in addition to the beam pipe, five external
waveguide ports are defined, and the NLEVP is of order
N = 780.

Figure 5: CAD model of the FLASH cavity. The colors
indicate the chosen domain decomposition for SSC.

Figure 6(a) shows the results obtained by Beyn’s algorithm
with NQuad = 2000 quadrature points and the correspond-
ing residuals. While for most higher-Q modes an acceptable
residual is achieved, the lower-Q modes do not converge even
for by orders of magnitude larger NQuad (10−1 ≤ r ≤ 10−4).
We can again improve the eigensolutions by individual
Newton iteration. To achieve a residual below 10−5 down
to 10−10, 4 min are required by Beyn’s algorithm, whereas
the Newton iteration consumes an additional 6 min. The
corresponding solutions are shown in Fig. 6(b). Especially
in the more relevant cases of larger Q factors, i.e. potentially
dangerous parasitic eigenmodes, a very good agreement is
observed with the pole fitting solutions [11, 59, 60].

Next we compare the eigensolutions of the FLASH cavity
found by Newton’s method alone and when combined with
Beyn’s algorithm. Figure 7 depicts the computed frequen-
cies and external Q factors and the electric field of a few
selected modes is shown in Fig. 8. Newton’s method solves
the NLEVP with residuals 10−5 ≤ r ≤ 10−10 in about 7 min.
The combination of both algorithms finds a few additional
solutions mainly in the low-Q range, but is slightly slower
(10 min). The difference in computational speed by a few
minutes when solving the NLEVP is insignificant compared
to the time consumption of the preceding MOR: the gen-
eration of the reduced SSM of the concatenated structure5

5 The initial FIT mesh has roughly 3 · 106 DOF. 200 to 300 3D eigenmodes
are computed in each segment. For the external waveguide ports 25 port
modes are considered in total.

takes roughly 7 h. However, the MOR by SSC approach is
much faster than alternative methods.
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Figure 6: Computed frequencies and Q factors of the FLASH
cavity with corresponding residuals r. (a) Solutions com-
puted by Beyn’s algorithm with NQuad = 2000 quadrature
points. Even for much larger NQuad, the residuals do not
improve significantly. (b) The convergence can be improved
for individual eigenmodes by employing Newton iteration.
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Figure 7: Eigensolutions of the FLASH cavity computed
from the NLEVP by sole Newton iteration and by Beyn’s
algorithm with consecutive Newton iteration, with pole fit-
ting solutions as reference. The markings (a)-(d) refer to the
field distributions depicted in Fig. 8.

CONCLUSION
The method developed in [11–13] allows the computation

of resonant frequencies, external losses and field distribu-
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(a)

(b)

(c)

(d)

Figure 8: Electric fields of selected eigenmodes of the
FLASH cavity: (a) Accelerating π-mode at 3.90 GHz.
(b) Potentially dangerous trapped mode at 4.14 GHz with
high Q and non-zero R/Q. (c) Trapped mode at 7.27 GHz
and the highest Q within the analyzed spectrum. (d) Mode
at 7.10 GHz with strong coupling to the cavity ports.

tion of complex SRF structures without extensive geometric
simplification on workstation computers. The MOR and
domain decomposition by SSC significantly reduce the com-
putational effort. Using a perturbation approach and nonlin-
ear boundary conditions, a NLEVP describing the external
losses is obtained. The Newton iteration [14] can solve the
arising NLEVP efficiently. This paper extends the approach
by solving the NLEVP using Beyn’s contour integral algo-
rithm [15]. The convergence of this algorithm is observed to
be limited for the type for NLEVP arising from SRF cavities.
However, using it to compute initial eigenpairs for a con-
secutive Newton iteration shows promising results. More
eigenmodes can be found in a comparable amount of time
than by solely employing Newton’s method. The approach
has been demonstrated on an academic and a real-life SRF
resonator.
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NONLINEAR OPTICS AT UMER: LESSONS LEARNED IN SIMULATION

K. Ruisard∗, Oak Ridge National Laboratory, Oak Ridge, Tennessee
B. Beaudoin, I. Haber, D. Matthew, and T. Koeth,

Institute for Research in Electronics and Applied Physics, College Park, Maryland

Abstract
Design of accelerator lattices with nonlinear optics to sup-

press transverse resonances is a novel approach and may
be crucial for enabling low-loss high-intensity beam trans-
port. Large amplitude-dependent tune spreads, driven by
nonlinear field inserts, damp resonant response to driving
terms. This presentation will focus on simulations of the
UMER lattice operated as a quasi-integrable system (one
invariant of transverse motion) with a single strong octupole
insert. We will discuss the evolution of simulation models,
including the observation of losses associated with the orig-
inal operating point near a fourth-order resonance. Other
operating points farther from this resonance are considered
and shown to be more promising.

INTRODUCTION
Nonlinear integrable optics (NLIO) is a novel implemen-

tation of focusing optics for accelerator rings. Proposed by
Danilov and Nagaitsev [1], this technique is expected to mit-
igate resonant beam losses in circular machines. This is of
particular interest at the “intensity frontier,” where even low-
level losses can threaten machine components and personnel
safety.

Nonlinear terms in the transverse focusing potential have
long been known to counteract resonant interactions in rings.
In the presence of nonlinear forces, the coupling of regular
driving terms to particle orbits is reduced and collective
motions such as envelope modes decohere. The most well-
known example is octupole-induced Landau damping, in
which an octupole-induced tune shift in the particle distri-
bution can damp transverse collective instability [2]. Simu-
lation studies of NLIO systems shows fast decoherence of
envelope modes, which are a known mechanism for halo
formation [3].

In general, introducing nonlinearities reduces dynamic
aperture due to chaotic orbits near resonance overlap, which
has previously restricted the use of nonlinear correctors to
weak perturbations of the linear Hamiltonian. The break-
through of NLIO is the identification of a family of highly
nonlinear, physically-realizable magnetic potentials in which
transverse particle orbits conserve coupled, quadratic invari-
ants of motion that are distinct from the Courant-Snyder
invariants.

This paper describes progress towards an experimental
demonstration of quasi-integrable optics (QIO) at the Univer-
sity of Maryland Electron Ring (UMER). This variation on
the NLIO theory utilizes an octupole potential (rather than
the fully-integrable fields discussed in reference [1]) that
∗ ruisardkj@ornl.gov

allows one invariant of transverse motion: the Hamiltonian
in normalized coordinates1:

HN =
1
2

(
p2
x,N + p2

y,N + x2
N + y2

N

)
+
κ

4

(
x4
N + y4

N − 6y2
N x2

N

)
. (1)

Although motion is not fully integrable (only one invari-
ant for 2D motion), the invariant corresponds with particle
amplitude resulting in chaotic but bounded motion [3].

This proceedings discusses simulation results for the QIO
as designed for UMER. We probe dynamics within the oc-
tupole insert “as designed” and show clear improvement
for one insert configuration over another. We also compare
transport properties across a range of tune operating points
while seeking to maximize octupole-induced tune spread
and preserve stable particle orbits.

NONLINEAR OPTICS PROGRAM AT
UMER

UMER is a scaled, 10 keV (β = 0.195) electron ring
designed for the study of high-intensity beam dynamics
relevant to higher-energy ion rings. Different space charge
densities are selected by aperturing the beam near the source,
in the range ν/ν0 = 0.85→ 0.14 for nominal UMER tune
6.7 (incoherent shifts ∆ν = 0.3→ 5.7) [4, 5].

A proof-of-principle QIO experiment has been designed
for UMER. The experiment layout, shown in Figure 1, in-
cludse a single octupole insert element. This effort uses
existing UMER quadrupole optics to meet requirements for
linear lattice focusing, which are outlined below. The RMS
envelope solution for the linear optics as designed is shown in
Figure 2. Details of implementing this solution in the UMER
ring are discussed in references [6, 7]. A custom-designed
octupole insertion, consisting of seven independently-wired
octupole PCBs, has been fabricated and is capable of meet-
ing requirement 2 to within RMS error of 2%. Design of
the octupole element is covered in reference [8].

For initial tests of the QIO concept, we desire beams
with lower space-charge tune shift than the typical UMER
range, as the NLIO/QIO theory is based on single-particle
dynamics. An ultra-low-current, high emittance beam was
characterized for use in initial experiments. A beam with
current 10 to 100 µA is generated by operating the UMER
triode electron gun in voltage amplification mode. This beam
has low tune shift due to its large emittance; quadrupole
scan emittance measurement at 40 µA output current returns
1 xN ≡

x√
βx (s)

, px ,N ≡ px
√βx (s) + αx x√

βx (s)
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Figure 1: Diagram of UMER QIO lattice, with insets show-
ing detail for standard 20◦ section (Q-D-Q-Q-D-Q) and oc-
tupole section (0-D-OCTU-D-0). Spokes indicate diagnostic
locations and red bands indicate flange locations.

εx = 300 mm-mrad, εy = 100 mm-mrad (unnorm., 4×RMS).
For the simulations discussed here, a 100 µm, 60 µA semi-
Gaussian beam is used as the test case.

Choice of Operating Point
The building blocks of a NLIO/QIO lattice are nonlin-

ear insertion elements embedded within a linear-focusing
(quadrupole) lattice, which is required for transverse con-
finement. The conditions for integrability are:

1. Beam envelope is round through the nonlinear insertion
(βx = βy); this is done by forming a round waist β∗ in
the nonlinear insert.

2. Nonlinear potential is scaled to cancel s-dependence
of HN (for QIO, G3(s) ∝ β−3(s)); this is required for
normalized orbits to move through a constant potential.

3. Linear-focusing transport between insertions must have
phase advance nπ; this is required for particle motion
to be quasi-continuous in the nonlinear potential.

Choice of lattice operating tune is constrained mainly by
the minimum achievable waist size, β∗, given the existing
quadrupole optics. β∗ = 0.3 was identified as a “safe” waist
size, with 2× edge distance to the pipe wall at the largest
transverse beam extent.

Original plans for nonlinear UMER included a “seg-
mented” 64-cm octupole channel over a UMER 20◦ section,

Figure 2: Periodic KV envelope solution for 100 mm-mrad,
60 µA beam at νx = νy = 3.26. Injection is at s = 0 plane.

which encompasses two 10◦ bends. This lattice would have
fractional tune 0.263 to meet the quasi-integrable condition;
this fractional tune also corresponds with the maximum
theoretical tune spread. Restricting the channel length to
25 cm (the longest contiguous element that can be placed in
UMER) reduces the maximum achievable tune spread from
0.26 to 0.13.

As seen in Figure 3, the largest accessible tune operating
point that can be achieved for a large-emittance beam and 25-
cm insert with existing optics is∼ 0.35. Higher tunes require
either a smaller waist size β∗, which will lead to scraping,
or use of multiple insert regions, which is not considered at
this time but may be possible as an extension of this work.

Simulation Models
In order to isolate dynamics within the nonlinear potential,

PIC simulations with the WARP code [9] are performed on
a “simple model” of the QIO system. This simple model
consists only of the octupole element and an ideal, thin lens,
symmetric focusing kick as a proxy for the linear focus-
ing sections. Effects accruing over the length of the lattice
(such as the space charge force) are excluded in this model.
We also examine PIC simulation over full QIO experiment
configuration included linear optics modeled as hard-edged
quadrupoles. In the ring model used here, dipoles are ex-
cluded for simplicity. The UMER dipoles introduce a sig-
nificant linear focusing component due to fringe fields and
a sextupole term in the PCB dipole circuits. For the insert,
we alternately use an ideal octupole potential or a gridded
field element representative of the octupole channel as de-

Figure 3: Accessible tune operating points as a function of
β∗ waist size in a single-channel UMER QIO lattice. Circles
indicate nominal operating points at β∗ = 0.3 m.
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(a) Octupole channel assuming full population of 20◦ arc.

(b) Octupole channel with clearance for mounts, including octupole circuits
co-housed with dipoles.

(c) Octupole channel restricted to straight section between dipoles.

Figure 4: Octupole channel profile configurations. While
4(a) is ideal, only 4(b) and 4(b) are realizable in the experi-
ment.

signed, which is generated by the Biot-Savart solution for the
PCB circuit. 40,000 macro-particles are used in the space-
charge model, while the frequency map is sampled using a
zero-charge, gridded “witness distribution.”

CHOOSING OCTUPOLE INSERT
CONFIGURATION

Adding an octupole insertion to UMER can be done by
modifying a single, modular 20◦ (64 cm) arc. As mentioned,
initial designs assume a fully-occupied but segmented arc,
in which octupoles are placed at every available location
with gaps for mechanical clearance. The desired octupole
profile d3By(s)/dx3 ∝ β−3(s) (Requirement 2) is painted
in along the “octupole section” using short (4.65 cm) PCB
magnets. Three configurations are shown in Fig. 4. The
scheme shown in Fig. 4(a) is purely hypothetical, as the
presence of two bending dipoles in the arc restrict octupole
PCB placement.

The three cases shown in Fig. 4 were compared using
the dipole-free simple model with thin-lens focusing and
gridded fields from Biot-Savart solution of the octupole
circuits (the added complication of introducing bends is
ignored in this analysis). The resulting frequency map for

(a) Configuration space plot of aperture and resonant structure.

(b) X and Y trajectory of particle at edge of stable boundary. Particle initial
condition is indicated on Fig. 5(a).

Figure 5: Frequency map of simple QIO lattice at peak field
50 T/m3 (κ = 3984) and fractional tune 0.26 for 1024 passes.
Light green countour/footprint indicates the smooth, 64 cm
channel (Fig. 4(a)).

1024 passes with peak field 50 T/m3 (κ = 3984) is shown
in Fig. 5. Very poor performance is seen in the “segmented
channel” (Fig. 4(b)) as compared to the other configurations
shown, even before considering the effect of bends.

Particles appear to be lost along the νx+νy = 1/2 coupling
resonance. Figure 5(b) shows a typical orbit of a particle
near the stable boundary, where the small-amplitude plane
quickly grows after some length of time. As a result of this
poor performance seen here, plans for a 64-cm “segmented”
octupole insertion are discarded, and the design shifts to a
25-cm, 10◦ insert.

BEAM STABILITY IN QIO UMER RING
Simulation of the proposed experiment over the full ring

is done both at the original operating point based on the
assumption of a 64 cm octupole insert (fractional tune 0.263)
and at a new operating point adjusted for a shorter insert
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(fractional tune 0.126). As stated above, dipole effects are
ignored in these test cases and all elements are hard-edged.
For the proposed experiments, a peak octupole gradient of
50 T/m3 places the fixed point at 3.2σ (for a beam with of
100 mm-mrad 4×RMS emittance). This requires only 0.97 A
in the central octupole circuit, well within the safety limit of
the UMER octupoles.

PIC Simulation at Nominal 3.26 Operating Point
The first full ring simulations were run at the original

operating point with fractional tune 0.26. Figure 6 shows
results from a 60 µA beam at the initial design tune of ν0,x =
ν0,y = 3.26. Large loss of stable aperture is seen when
compared to the 64-cm simple model. This tune is also very
near the fourth order ν = 0.25 resonance, which is strongly
driven by the octupole term. Although not an feature seen
in simple model calculations, the beam distribution shown
in Fig. 6(c) depicts clear fourth-order resonant structure.
However, the boundary of stable orbits corresponds with the
νy + νx = 1/2 coupling resonance rather than ν = 0.25. The
reduced stability may be due to overlap between these two
conditions.

In the case shown here, the octupole insert length is lim-
ited to 25-cm to correspond with the channel as designed.
This places the operating point quite far from the quasi-
integrable condition ψ = nπ. This is reflected in the large
fluctuations in the quantity HN (Eq. (1)), which on average
over all stable orbits exhibits 8.02% variation.

PIC Simulation at ν = 0.13
In comparison, adjusting the linear optics to shift the tune

towards the quasi-integrable condition at νx = νy = 3.13
yields much better transport. The envelope solution is similar
to that shown in Fig. 2 so the adjusted case is not reproduced
here. As shown in Fig. 7, the dynamics agree well with sim-
ple model predictions. The enhanced stability is reflected
in better conservation of HN . A less than 1% variation is
observed for all particles in the zero-charge limit. An aver-
age 4% variation is seen when the 60 µA current is included,
but this is mainly due to contribution from low-amplitude,
highly-depressed particles (see discussion in conclusion sec-
tion). The main drawback is that operating at lower tune
puts a limit on the maximum stable tune spread, which is
reduced from ∼0.26 to ∼0.13.

A Comment on Space Charge
Simulations were run with the low-charge, high-emittance

60 µA beam, which has a predicted incoherent tune spread
of 0.005. Compared to the “zero-charge” case, the effect
of space charge on the stable aperture and induced tune
spread is small. However, variation of the quantity HN

increased in the presence of space charge. Figure 8 shows
the dependence of HN variation on initial particle radius
r (comparable to particle amplitude). While there is no
trend in the “zero-charge” case, when the 60 µA current is
considered variation increases, with the largest variations
occuring at small amplitudes (the most shielded particles).

(a) Tune footprint with up to fourth order resonance lines indicated.

(b) Configuration space plot of aperture and resonant structure.

(c) Snapshot of beam distribution at turn 128 showing clear fourth-order
resonance structure.

Figure 6: Frequency map of QIO lattice at peak field
50 T/m3 (κ = 2390) and fractional tune 0.26 at turn 384.
Best-case simple model is compared with hard-edged model
of full ring.
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(a) Tune footprint with up to fourth order resonance lines indicated.

(b) Configuration space plot of aperture and resonant structure.

(c) Snapshot of beam distribution at turn 264.

Figure 7: Frequency map of QIO lattice at peak field
50 T/m3 (κ = 3984) and fractional tune 0.13 at turn 896.

Figure 8: Dependence of HN variation on initial orbit radius
r after 264 turns in the ν = 3.13 QIO lattice.

(a) Tune footprint with up to
fourth order resonance lines in-
dicated.

(b) Configuration space plot of aper-
ture and resonant structure.

Figure 9: Frequency map of QIO lattice at peak field
50 T/m3 (κ = 3984) and fractional tune 0.35 at turn 384.
Asymmetry is due to tune error νx − νy = 0.01.

However, these orbits appear to remain bounded. For the
work shown here, linear optics were optimized for quasi-
integrable transport of an equivalent KV beam (in other
words, optimized for the maximally depressed particle orbit).

Alternative Operating Points for Increased Tune
Spread

Two strategies for increasing the octupole-induced tune
spread are considered. In the first, the fractional tune is
increased by adjusting the focusing of the linear optics. Sec-
ond, fractional tune is increased by reducing waist size β∗.
Results shown in this section are calculated in the zero-
charge limit.

Figure 9 shows transport results for a lattice at tune
ν = 3.35, which is achieved by adjusting linear optics with-
out changing envelope properties in the octupole section.
Dynamics appear very similar to the case as ν = 3.13, with
a slight asymmetry due to unequal tunes in this solution
(νx − νy = 0.01). The variation of HN is larger in this case,
1.3%, but this is expected as the QI condition is not met.
However, this design is near the tune ν = 3.39 where in-
stalling three insertions (one at each waist) satisfies the QI
condition. Multi-insert configurations may be considered to
enhance the tune spread near this operating point in future
work.

Tune for the single-channel lattice can also be increased
by decreasing waist size β∗. This can be achieved for the 25-
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Figure 10: Alternative lattice solution included additional
quads placed in same 20◦ section as octupole insert.

(a) Tune footprint with up to
fourth order resonance lines in-
dicated.

(b) Configuration space plot of aper-
ture and resonant structure.

Figure 11: Frequency map of QIO lattice at peak field
150 T/m3 (κ = 3514) and fractional tune 0.18 at turn 512.

cm insertion by placing quadrupoles nearer the insertion as
shown in Fig. 10 (In the previous cases, these locations were
unoccupied drifts). Figure 11 shows the case for β∗ = 0.2 m,
ν = 3.18 and Fig. 12 shows β∗ = 0.16 m, ν = 3.23. In both
cases the peak octupole field must be increased to 150 T/m3

to maintain a large tune spread in the beam distribution. This
requires 2.92 A in the octupole PCB, which is near the safety
limit for UMER magnets. 6.4 A is required to achieve κ
equal to the cases shown above, which is possible with water
cooling to protect the magnet circuit.

SUMMARY AND CONCLUSION
In this investigation, multiple operating points are ex-

plored for use in the UMER QIO experiment. Results for

(a) Tune footprint with up to
fourth order resonance lines indi-
cated.

(b) Configuration space plot of aper-
ture and resonant structure.

Figure 12: Frequency map of QIO lattice at peak field
150 T/m3 (κ = 1813) and fractional tune 0.22 at turn 512.

all cases are summarized in Table 1. Shifting of operating
points is motivated in part by a study of various octupole
channel configurations. The original design included a “seg-
mented” 64-cm octupole insert, in which a long, straight
insert is flanked by single octupole magnets as space allows.
This was found to be very detrimental to lattice stability, and
plans were shifted to focus on a single, 25-cm straight insert.

In full ring simulations, the original operating point of ν =
3.26 is found to have poor transport, due both to proximity
to the driven fourth-orders resonance and violation of the
QI condition. A more promising result is found at ν = 3.13
for the single-insert configuration. However, the maximum
possible tune spread is halved as a result. To remedy this, we
explore the possibility of increasing the operating tune (and
therefore the tune spread) by adjusting optics outside and
inside the insertion region. Increasing tune advance through
the octupole by decreasing waist size β∗ is limited by safety
limits on octupole circuit heat load. However, adjusting for
a higher tune with three insertions is promising, and may
warrant further investigation.

Table 1: Predicted performance of two tune operating points
for PIC simulation of QIO ring with hard-edged elements and
peak octupole gradient 50 T/m3 (κ = 3948). Conservation
of invariant 〈HN 〉 /HN is taken as average over all stable
particle orbits within the 2×RMS beam radius.

max/RMS
ν β∗ [m] σν eff. rmax

〈
〈HN 〉

HN

〉
[%]

0.26 0.30 0.017/0.006 0.48 cm 8.02
0.13 0.30 0.064/0.019 0.67 cm 0.92
0.35 0.30 0.062/0.019 0.65 cm 1.32
0.22 ∗† 0.16 0.056/0.019 0.58 cm 3.64
0.18 ∗‡ 0.20 0.063/0.021 0.54 cm 14.47
∗ Peak field 150 T/m3

† κ = 1813
‡ κ = 3514
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H. D. Thomsen, Aarhus University, Aarhus, Denmark

Abstract
The European Spallation Source is currently under con-

struction in the south of Sweden. A highly brilliant neutron
source with a 5 MW proton driver will provide state of the
art experimental facilities for neutron science. A peak proton
beam power in the accelerator of 125 MW means that ex-
cellent control over the beam losses becomes essential. The
beam physics design of the ESS accelerator is in a TraceWin
format, for which we have developed revision control setup,
automated regression analysis and deployment of synop-
tic viewer and tabulated spreadsheets. This allows for an
integrated representation of the data that are always kept
synchronized and available to other engineering disciplines.
The design of the accelerator lattice has gone through several
major and minor iterations which are all carefully analysed.
In this contribution we present the status of the latest studies,
which includes the first complete end-to-end study beginning
from the ion source.

INTRODUCTION
The construction of the European Spallation Source (ESS)

is currently ongoing at full force [1], with the first part of
the accelerator under commissioning now in the second half
of 2018. The ESS is designed to provide the neutron in-
struments with the world brightest neutron source, coming
from the spallation process of a 5 MW proton beam hitting
a rotating tungsten target [2]. ESS is built outside of Lund,
Sweden, and is a European Infrastructure Research Consor-
tium (ERIC) [3], with 12 founding member countries. A
large fraction of the contributions from the member states
to the ESS project is done in form of in-kind contracts, and
there are currently 38 in-kind partners involved in the ESS
project. The ESS user programme is planned to start in
2023.

The ESS accelerator layout is shown in Fig. 1. A mi-
crowave discharge ion source is producing approximately
3 ms of stable proton beam pulse of 75 keV at around 70 mA,
which is accelerated through an RFQ and DTL, together with
two transport sections that make up the normal-conducting
front end. After that there are three families of supercon-
ducting cavities that bring the beam energy up from around
90 MeV to the final 2 GeV beam energy that is painted onto
the rotating tungsten target.

To maintain control over the changes in the beam physics
design lattice, and to try to keep the beam physics simula-
tions as close to reality as possible, we have developed a
deployment procedure for changing the beam physics lattice
files. This procedure involves the use of modern revision

control systems, continuous integration, and scripting lan-
guages for automated deployment on an interactive web page.
Tools which will be familiar to any programmer, but might
be a less obvious use case for physicists.

In the second part of this paper, we will go through our
recent progress with the large scale integrated error studies
of the entire machine, starting from the ion source and up
to the target. These studies are essential to confirm that the
design can deliver a performance according to specifications,
while keeping the losses low enough to not cause problems
in the machine.

AUTOMATED LATTICE DEPLOYMENT
SETUP

A challenge most accelerator projects face is how to trans-
late beam physics design to accurate locations for all ma-
chine elements. Further, during the transition from a pure
design phase to an installation and commissioning phase,
the physics design might still change, which one wants to
make sure to propagate to the appropriate databases when
it involves changing physical locations and/or dimensions,
or changes such as polarity switches which involves cable
routing changes. In the end, most projects end up with some
discrepancies between the files used for beam physics stud-
ies, and the actual machine installed. This complicates the
work for beam physicists, who then need to evaluate which
differences may have a relevant impact to beam physics stud-
ies, and need to go hunting for errors whenever there is
a discrepancy betwen the machine behaviour and what is
expected from simulations.

For the ESS, we have predominantly been using TraceWin
[4, 5] to simulate the machine, so the beam physics files are
stored in TraceWin format. In the beginning these were man-
ually updated and kept in a synchronised folder, with one
person being the main responsible for collecting the files for
the different sections of the machine and combining to an
integrated lattice description. An improvement on this proce-
dure was to store all lattice files in a revision control system
(git), so that all changes were authored and could be tracked
properly. We extended this with a slightly stricter change
control process for what we define as the baseline branch,
in order to make sure that all involved parties are aware of
and agree to changes to the official machine description.

This quickly ended up being the most accurate and up to
date description of element locations, which typically means
engineers and other non-physicists started being interested
in the data. These users do not know the structure of the
TraceWin format, and further, the TraceWin files are not
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Figure 1: The overall layout of the ESS linac.

Figure 2: A screenshot demonstrating the synoptic viewer.

really suitable for storing database-like information about the
elements. Information such as absolute location of elements
are only indirectly available in these files, so a translation is
necessary to make them useful to other collaborators.

An initiative was therefore started to tabulate the relevant
data from the TraceWin files. This tabulation was automated
through a Python script. A few extra descriptors (markers)
were needed to fully automate the process, but this was kept
to a minimum so that the original files would stay “physicist
readable”.

This automated process was expanded on, as it now be-
came easy to present the machine in an interactive synoptic
viewer. This was realised with a second layer of Python
scripts that use the tabulated data as input, and translates
them to HTML files that are published on a Confluence Wiki
page [6]. A screenshot from this viewer is shown in Fig. 2.
All beamline and diagnostic elements are shown in order,
and when one clicks on any element one can find useful infor-
mation about the location with respect to target and source,
beam energy at this location, drawings of the element etc.
There are several requests to add more information, but we
try to only accomodate those in cases when the process can
remain automated.

Our current setup allows anyone editing or simulating
beam physics files to do so in a way where they can be sure
they work on the common and up to date lattice descrip-
tions, and changes they make can be propagated back to the
official branches through merge requests that are transpar-
ent to everyone involved. The full work flow is shown in
Fig. 3. We currently have two controlled versions, one “next”
branch which contains a largely stable compilation of the lat-
est changes from the physicists, and one “baseline” branch
that contains the latest officially approved lattice. Every
time the baseline is updated, a new tag is created so that they
can accurately be referred to in publications etc. All other
branches in the repository are uncontrolled, which means

Figure 3: Our work flow for new lattice changes.

anyone can add what they want to these branches. When
someone has changes that they believe should go in the of-
ficial branch, they send a merge request from their branch
to the next branch. This request is reviewed and approved
by the beam physics team. When the next branch contain
a significant amount of changes since baseline, the beam
physics section prepares a change request which is reviewed
and approved by the technical board. The technical board
meets 3-4 times per year, which sets a limit on how many
times the baseline can be updated.

ERROR STUDIES
The entire ESS lattice has been studied in larger integrated

end-to-end studies a few times already, see e.g. [7, 8]. These
studies have so far started at the end of the RFQ, adding
errors on the input beam that should mimic the real errors
from the source, LEBT and RFQ. For the ESS lattice it is
important to have excellent knowledge of the expected loss
levels in the machine. The machine will deliver 5 MW proton
beam power, while the non localised losses are required to
stay below 1 W/m at energies beyond neutron production
threshold. That means that the relative amount of losses that
can be accepted are on the order of 10−4 per metre at the
front end, and down to 10−7 for the 2 GeV beam.

In addition to losses, we also say that the emittance growth
should not be more than approximately 10% in each section,
which multiplies up to a maximum of around 100% from
the MEBT to target. Since a large a large amount of macro
particles is required to get good statistics in the beam halo
(i.e. good loss patterns), one can make use of the emittance
growth as a faster but indirect indication that the real beam
going through the same machine may cause losses.

We first apply static errors to the machine according to
our requirements. In particular, the RF phase and amplitude
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Figure 4: The schematic from the TraceWin manual explain-
ing the concept of the tune cavity procedure [4].

tolerances are expected to be limiting factors for the machine
performance. We then run our simulated correction using
the beam parameters the diagnostic devices will give us
at the location of the diagnostic devices. This matching
is an iterative process and requires many simulations of
the beam through the machine, which in some cases can
take quite some time, even when using envelope calculation.
Once the machine is corrected, we then apply the dynamic
error tolerances, and finally we do a macro-particle tracking
simulation to get accurate prediction of the beam behaviour
through a linac that includes realistic errors. It should be
noted that in the current configuration, the beam profile is
not used for the correction procedure except for in the A2T
area.

Such a simulation is performed many times over, and we
then get statistical confidence that we will be able to keep
at least N% of the machines below the required loss level,
and that the emittance stays within reason. We typically
aim for up to 99% confidence, which requires around 1000
simulated machines in total to achieve certainty.

For the front-end, there has been studies on how much
the output beam from the RFQ varies [9, 10]. We have
looked at solenoid scans together with RFQ to see how the
transmission through the front-end varies [11]. Lately we
have added simulation of the ion source as well using the
IBSimu plasma code [12], to get a better agreement between
the simulated beam and the actual beam we get from the
source that is now under commissioning [13, 14].

Setup
The RFQ errors come from machining of the individual

vanes, brazing of vanes to form a segment, and the alignment
of each section during assembly of the complete RFQ. These
inaccuracies cause errors in the quadrupolar fields of the
vanes, as well as introducing dipolar terms. An extensive
set of simulation tools have been developed in Python, to
evaluate both the defined tolerances, and when available,
include the measured vane profiles, brazing errors and alig-
ment errors in the simulation [9, 15]. One can also do a
combination, where measured data are used where available,
and simulated errors based on defined tolerances are used
for the rest.

We have added a new RF tuning procedure in the sim-
ulation, which has recently become available in TraceWin
(TUNE_CAVITY). The tune cavity procedure is explained
in the diagram in Fig. 4. This procedure tries to directly
translate the errors we define to how they affect the tuning
procedure in the cavity, that involves both the diagnostics
that measure the response, as well as errors in the LLRF that
provide the tuning feedback to the power supply. This should
more closely resemble how a real RF tuning is performed.
We should add that we are working on some improvements
in the tuning configuration of the DTL that did not make
it into the lattice in time for this publication. Hence we
might see slightly higher losses than expected in the DTL
and downstream of the DTL.

Results
In the error study presented here, we are for the first time

including the LEBT and RFQ in the error study directly. For
each machine, we take a 1 M sample out of a 10 M IBSimu
simulation of the source, which we track through the LEBT
and a RFQ vane profile that has been given random errors
according to our tolerances. This is used as input for the
usual MEBT-A2T error study, where we now no longer add
any further input beam errors. At a later stage, we will look
into adding errors in the LEBT. We expect that we should
be able to reliably correct for the static errors of the LEBT
by optimizing the mismatch factor in envelope mode, which
is described by [16]

M =

[
1 +
∆ +

√
∆(∆ + 4)
2

]1/2

− 1, (1)

where
∆ = (∆α)2 − ∆β∆γ, (2)

comparing the difference in Twiss parameters between the
matched beam and the measured/simulated beam. Optimiz-
ing for the mismatch can be compared to optimizing for
transmission through the RFQ, but the latter will be much
too time-consuming for an error study of this scale.

If we look at the beams coming out of the RFQ from the
different machines, we see about 5-7% spread in the emit-
tances (of the accelerated part of the beam), and around 1.5%
of unaccelerated beam, as shown in Fig. 5. We only show
the horizontal emittance, but both planes show a similar
distribution.

The tracking from a few hundred machines gives the loss
pattern shown in Fig. 6. The losses in the RFQ starts around
1 m, which is where the acceleration starts. Around 3-4%
of the beam is lost in the RFQ, and another 1.6% is unac-
celerated and largely contributes to that first peak we see in
the MEBT. The DTL has a tight aperture compared to the
downstream linac, so it effectively functions as some sort
of collimator for the superconducting section. The spoke
section hardly sees any beam losses in our simulations. This
is in agreement with earlier simulations, the DTL effectively
functions as a sort of collimator for the spoke section, since
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εx [π mm mrad]

(a) Horizontal Emittance
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Unaccelerated beam [%]

(b) Unaccelerated fraction

Figure 5: The spread of the beam distributions coming out
of the different RFQ’s.

the aperture in the spoke section is much larger. The losses
in the elliptical cavities (magenta) are essentially all originat-
ing from the frequency jump. While we do believe the loss
pattern looks largely reasonable, we do believe the absolute
numbers can be brought down with a further refinement of
the procedure. For this reason we have left the vertical scale
as arbitrary units for now.

The spike in the HEBT region is in the area after the neu-
tron shield wall, just before the target. In this area losses
on the order of 1 kW are expected. The losses in the sim-
ulation is a bit higher than what we would like to see, but
not alarming, as we expect further refinement of the tuning
configuration should bring the losses down. It is further not
unreasonable to expect that correcting for the beam profile
at profile measurement locations in the linac might improve
the conditions at this location, where we defocus the beam
significantly in both planes. Transversal errors generally
becomes more relevant when the β-function increases.

SUMMARY
We have developed a set of practices to maintain con-

trol over the changes done in the beam physics lattice files

100 101 102
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Figure 6: The average losses in W/m from the simulated
machines, with a different colour for the different sections
of the machine.

for ESS. Using this basis, we have then developed a set of
tools to automate retrieval of useful engineering data from
these files, and added tests that automatically checks that all
representations of the data are consistent. This has made
the lattice files useful to several others outside of the beam
physics group.

In our latest error study we have done some significant
changes, introducing RFQ errors as well as making use of a
new RF tuning procedure. The results are already showing
reasonable agreement with the old data. Further refinement
of the simulated tuning procedure should most likely reduce
the losses in the high energy part of the machine compared
to the results presented here. We believe this is a good step
towards a more realistic simulation of the machine correc-
tion, which provides a deeper understanding of the defined
error tolerances.
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S-BASED MACRO-PARTICLE SPECTRAL ALGORITHM
FOR AN ELECTRON GUN

Paul M. Jung, Thomas Planche, TRIUMF, Vancouver, Canada

Abstract
We derive a Hamiltonian description of a continuous par-

ticle distribution and its electrostatic potential from the Low
Lagrangian. The self consistent space charge potential is
discretized according to the spectral Galerkin approximation.
The particle distribution is discretized using macro-particles.
We choose a set of initial and boundary conditions to model
the TRIUMF 300keV thermionic DC electron gun. The field
modes and macro-particle coordinates are integrated self-
consistently. The current status of the implementation is
discussed.

INTRODUCTION
The section of beamline we are trying to model includes

the electron gun (Fig. 1) and one solenoid, a total length of
57 cm up to the first view screen. The electrons are emitted
from a hot cathode. An RF grid is placed a fraction of
a millimetre downstream from the cathode. It is used to
modulate the emission of electrons at 650 MHz. Electrons
are accelerated to 300 keV using a DC field. The distance
between the cathode and the ground electrode is 12 cm. The
emitting surface of the cathode has a radius of 4 mm. The
nominal bunch charge is 15 pC with a bunch length of 130 ps,
see [1]. The solenoid enables us to adjust the phase advance
between the cathode and the view screen. At a particular
phase advance, we can use the electron beam to create an
image of the RF grid on the view screen see Fig. 2. Scanning
the phase advance enables us to measure the transverse phase
space distribution using tomography [2]. Our objective is to
reproduce these measurements using an algorithm derived
from the least action principle like in [3–5]. The description
of thermionic emission and effects from the grid are outside
the scope of this model.

Following classical field theory conventions, let an over
dot ‘·’ represent an explicit derivative with respect to time,
and similarly a prime ‘′’ denotes a partial derivative with
respect to z. We write the vectors that lie in the transverse
xy plane with a lower ‘⊥’. For example: x⊥ is the vector
(x, y,0).

CONTINUOUS MODEL
We start from the Low Lagrangian [6] which is a sum of

two integrals:

L =
∫

d3x0d3 Ûx0 Lp(x(x0, Ûx0, t), Ûx(x0, Ûx0, t); x0, Ûx0, t)

+

∫
d3x̄L f (φ,A; x̄, t) ,

(1)

Figure 1: OPERA Model of the 300 keV TRIUMF electron
gun with equipotential lines of the electric potential.

Figure 2: The view screen image, after the first solenoid.

where the Lagrangian densities are:
Lp(x, Ûx; x0, Ûx0, t) =

f (x0, Ûx0)
(
−mc2

√
1 − | Ûx|2/c2 − qφ(x, t) + q Ûx · A(x, t)

)
,

(2)
L f (φ,A; x, t) =

ε0
2

(��∇φ(x, t) + ÛA(x, t)��2 − c2 |∇ × A(x, t)|2
)
.

(3)

and x̄ is a dummy variable of integration.
To describe the self field we make the assumption that in

the centre of mass frame the self field is completely described
by the scalar potential ϕ(x, t), and the vector potential is
zero. We assume that the beam is travelling in the positive
z-direction, with unit vector ẑ. Now, by applying an active
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Lorentz transformation we find that this field corresponds
to:

φ(x, t) =γ0ϕ(x, t) , (4)

A(x, t) =
β0
c
γ0ϕ(x, t)ẑ =

β0
c
φ(x, t)ẑ , (5)

in the laboratory frame. The fields before and after trans-
formation are functions of the coordinates in the laboratory
frame. cβ0 is the centre of mass velocity and γ0 is the corre-
sponding Lorentz factor. We also assume:

Ûx · ẑ ≈ cβ0 . (6)
Now, we can write the new Lagrangian densities as:
Lp(x, Ûx; x0, Ûx0, t) = − f mc2

√
1 − | Ûx|2/c2 − f qγ−2

0 φ(x, t) ,
(7)

L f (φ; x̄, t) =
ε0
2

(
γ−2

0 |∇⊥φ(x̄, t)|
2 +

��∂z̄φ(x̄, t) + c−1∂t (β0φ(x̄, t))
��2) ,

(8)
so we have described the self field using only a scalar poten-
tial.

To check the reasonableness of the field Lagrangian we
look at the equation of motion for the scalar field which is:(

∂z +
β0
c
∂t

)2
φ +

β′0
c
Ûφ + (1 − β2

0)∇
2
⊥φ = 0 . (9)

In the ultra-relativistic limit β0 = 1 we find that the trans-
verse dynamics of φ become frozen and we have the follow-
ing equation of motion:(

∂z +
1
c
∂t

)2
φ = 0 . (10)

The solutions to this equation are wave-fronts travelling in
the z direction with speed c. In the stationary limit β0 = 0
we find the Laplace equation:

φ′′ + ∇2
⊥φ = 0 . (11)

Thus far we have described a Lagrangian system with two
main assumptions, the self-field in the beam frame is elec-
trostatic and that ∆β/β0 � 1.

Change of Independent Variable
Changing the independent variable in the Lagrangian is

done using coordinate transformation [7, 8]. We find that
the new Lagrangian density is:
Lp(x⊥, t,x′⊥, t ′; z) =

− f mc
√
(ct ′)2 − |x′⊥ |2 − 1 − f qγ−2

0 t ′φ(x⊥, t, z) ,
(12)

and the field Lagrangian density is unchanged.

Hamiltonian
Since we have taken z as the independent variable, we can

take γ0 and β0 to be solely functions of z. The momentum
density canonically conjugated to particle position is:

Px⊥ (x0, y0, t0, x ′0, y
′
0, t
′
0, z) =

∂Lp

∂x′⊥
=

f mcx′⊥√
(ct ′)2 − |x′⊥ |2 − 1

,
(13)

−E(x0, y0, t0, x ′0, y
′
0, t
′
0, z) =

∂Lp

∂t ′

=
− f mc3t ′√

(ct ′)2 − |x′⊥ |2 − 1
− f qγ−2

0 φ .
(14)

As for the scalar potential, we have that:

πφ(x⊥, t, z) =
∂L f

∂φ′
= ε0

(
∂z +

β0
c
∂t

)
φ . (15)

So, we find the Hamiltonian to be:

H=
∫

dx0dy0dt0dx ′0dy′0dt ′0Hp(x⊥, t,P⊥,E; x0, y0, t0, x ′0, y
′
0, t
′
0)

+

∫
d2x̄⊥dt̄Hf (φ, πφ; x̄⊥, t̄, z) ,

(16)
where the Hamiltonian densities are given by the Legendre
transform:
Hp =Px⊥ · x

′
⊥ − Et ′ − Lp

= −

√
1
c2

(
E − q f γ−2

0 φ(x⊥, t, z)
)2
− |P⊥ |2 − (m f c)2 ,

(17)

Hf =πφφ
′ − L f =

π2
φ

2ε0
−
β0
c
πφ Ûφ −

ε0

2γ2
0
(∇⊥φ)

2 . (18)

Lastly, we can examine the equations of motion:

x′⊥ =
P⊥
Pz
, P′⊥ =q f γ−2

0 t ′ ∇⊥φ(x⊥, t, z),

t ′ =
E − q f γ−2

0 φ(x⊥, t, z)
c2Pz

, E ′ =q f γ−2
0 t ′ ∂tφ(x⊥, t, z),

(19)
where

Pz =

√
1
c2

(
E − q f γ−2

0 φ(x⊥, t, z)
)2
− |P⊥ |2 − (m f c)2 ,

(20)
as well as the equations of motion for the scalar potential
canonical pair:

φ′ =
πφ

ε0
−
β0
c
Ûφ , π′φ =

ε0

γ2
0
∇2
⊥φ +

β0
c
Ûφ . (21)

These equations of motion are useful to get an intuitive
picture of the model. To obtain the discrete Hamiltonian we
can now discretize our Lagrangian system and follow the
same steps.

DISCRETEIZATION
Our choice of discretization scheme is:

f (x0, Ûx0) =
∑
j

w jδ(3)(xj
0 − x0)δ

(3)(Ûxj
0 − Ûx0) , (22)

φ(x, y, t, z) =∑
nm`

Φnm`(z) cos
(

nπx
Lx

)
cos

(
mπy
Ly

)
cos

(
`π∆t

Lt

)
,

(23)

where the particle distribution is a sum of Dirac delta func-
tions which gives us point-like model particles. The basis
functions of the scalar potential are chosen such that each of
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them satisfies the boundary conditions, the Galerkin approxi-
mation. The field is contained in the box of size Lx ×Ly ×Lt

and is zero at the boundaries. The self field is periodic in
time with the period being the RF period, and zero at the
boundaries. The field mode labels n,m, ` are positive odd
integers. This selects the modes that satisfy the boundary
conditions and are even functions about each axis.

Substituting these into the Lagrangian, simplifying and
solving for the Hamiltonian gives:

H =
∑
j

H j(xj
⊥,P

j
⊥, t

j,E j ; z) +
∑
nm`

Hnm`(Φnm`,Πnm` ; z) ,

(24)
where the model particle Hamiltonian for particle j is:

H j = −

√
1
c2

(
P j
t − qw jγ−2

0 φ(xj
⊥, t j, z)

)2
− |Pj

⊥ |
2 − (mw jc)2

− (∆E j + E0)t ′0 + ∆t jE ′0 ,
(25)

and for field mode n,m, ` it is:
Hnm` =

1
2V
Π

2
nm` −

V
2γ2

0

((
nπ
Lx

)2
+

(
mπ
Ly

)2
+

(
β0γ0`π

cLt

)2
)
Φ

2
nm` ,

(26)
where V is a volume factor given by V = 1

8 ε0LxLyLt . Note
that the πφ Ûφ term became decoupled in this Hamiltonian
because of the orthogonality of the basis functions and its
derivatives. The discretized Hamiltonian yields an equation
of motion for each of the discrete degrees of freedom.

The equations of motion for the macro-particles are:

xj ′
⊥ =

Pj
⊥

P j
z

, ∆t j ′ =
P j
t − qw jγ−2

0 φ(xj
⊥, t

j, z)

c2P j
z

+ t ′0 , (27)

Pj ′
⊥ =w

jqγ−2
0 (t

′
0 − ∆t j ′)∇⊥φ(xj

⊥, t
j, z) ,

∆E j ′ =w jqγ−2
0 (t

′
0 − ∆t j ′) Ûφ(xj

⊥, t
j, z) − E ′0 ,

(28)

where the longitudinal particle momentum is calculated by:

P j
z = −

√
1
c2

(
P j
t − qw jγ−2

0 φ(xj
⊥, t j, z)

)2
− |Pj

⊥ |
2 − (mw jc)2 .

(29)
Also, the equations of motion for the field modes are given
by:

Φ
′
nm` =

1
V
Πnm` ,

Π
′
nm` =

V
γ2

0

((
nπ
Lx

)2
+

(
mπ
Ly

)2
+

(
β0γ0`π

cLt

)2
)
Φnm`

+
∑
j

qw j

c2γ2
0
(∆t j ′− t ′0) cos

(
nπx j

Lx

)
cos

(
mπy j

Ly

)
cos

(
`π∆t j

Lt

)
,

(30)

IMPLEMENTATION AND FUTURE
WORK

The current implementation is written in Python as vec-
torized Numpy code. The system of differential equations
These equations of motion are a consistent set of coupled
first order ordinary differential equations.
is solved using the scipy.integrate module. One inte-
gration method is chosen and the equations are integrated
simultaneously with appropriate tolerances for adaptive step
size methods. All of the integration methods provided by
the module were tested and integrating the fields was uncon-
ditionally unstable.

Future work is to understand and address the problems
with integration.
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CONSTRAINED MULTI-OBJECTIVE SHAPE OPTIMIZATION OF
SUPERCONDUCTING RF CAVITIES TO COUNTERACT

DANGEROUS HIGHER ORDER MODES
M. Kranjčević∗, P. Arbenz, Computer Science Department, ETH Zurich, 8092 Zürich, Switzerland

A. Adelmann, Paul Scherrer Institut (PSI), 5232 Villigen, Switzerland
S. Gorgi Zadeh, U. van Rienen, University of Rostock, 18059 Rostock, Germany

Abstract
High current storage rings, such as the Z operating mode

of the FCC-ee (FCC-ee-Z), require superconducting radio
frequency (RF) cavities that are optimized with respect to
both the fundamental mode and the dangerous higher or-
der modes (HOMs). In this paper, in order to optimize
the shape of the RF cavity, a constrained multi-objective
optimization problem is solved using a massively parallel
implementation of an evolutionary algorithm. Additionally,
a frequency-fixing scheme is employed to deal with the con-
straint on the frequency of the fundamental mode. Finally,
the computed Pareto front approximation and an RF cavity
shape with desired properties are shown.

INTRODUCTION
Superconducting RF cavities are mainly optimized with

respect to the properties of the fundamental mode [1]. How-
ever, in high current machines, such as the FCC-ee-Z [2],
monopole and dipole modes are major sources of beam in-
stability. The first monopole HOM band can be untrapped
by enlarging the beam pipe radius, but the first dipole band
remains trapped in the cavity and requires a special damping
mechanism. In order to ease the HOM damping of the first
dipole band, in this paper, a multi-objective shape optimiza-
tion of a single-cell cavity that takes into account both the
fundamental mode and the first dipole band is performed.
The optimization algorithm is described on the concrete
problem of optimizing the shape of the axisymmetric cavity
for the FCC-ee-Z, but the same method can be used with
other objectives and parameterizations.

MULTI-OBJECTIVE OPTIMIZATION
In this paper four objective functions have to be optimized

simultaneously. First, the distance between the frequency
of the first dipole mode, f1, which is typically the TE111
mode, and the frequency of the fundamental mode, f0, has
to be maximized. Second, the distance between f1 and the
frequency of the second dipole mode, f2, which is typically
the TM110 mode, has be minimized. These two objectives
simplify the design of the HOM couplers for damping the
first dipole band. Third, the sum of the transverse shunt
impedances of the dipole modes has to be minimized. The
following definition of the transverse shunt impedance for

∗ marija.kranjcevic@inf.ethz.ch

the dipole modes is used [3]

R
Q⊥
=

(
V| |(r=r0) − V| |(r=0)

)2

k2r2
0ωU

,

where k is the wave number, r0 the offset from the axis,
ω the angular frequency, and U the stored energy. Fourth,
G0 · R/Q0 (G0 is the geometry factor) of the fundamental
mode has to be maximized, since it is inversely related to the
dissipated power on the surface of the cavity [4]. In addition
to these four objectives, f0 has to be fixed to the operating
frequency of 400.79 MHz.

Seven variables (Req,Ri, L, A,B,a and b) uniquely de-
scribe the shape of an elliptical cavity as shown in Fig. 1.
The wall slope angle α can be computed from these design
variables and, in order to avoid re-entrant shape cavities, it
must be at least 90◦.

A
B

Ri L

Req

a
b

α

Figure 1: Parameterization of a single-cell elliptical cavity.

This can be formulated as the constrained multi-objective
optimization problem

min
Ri ,L,A,B,a,b

(

F1︷ ︸︸ ︷
f0 − f1,

F2︷   ︸︸   ︷
| f1 − f2 |,

F3︷         ︸︸         ︷
R
Q⊥1

+
R
Q⊥2

,

F4︷     ︸︸     ︷
−G0 ·

R
Q 0
),

subject to f0 = 400.79 MHz and α ≥ 90◦. (1)

Since in a single-cell cavity there is no restriction on the
length 2L of the cell (because the particle only passes
through one cell), and since this length highly affects f1,
L is also taken to be a design variable. On the other hand,
the variable Req has the highest influence on the value of
f0, so it is not considered to be a design variable in the
optimization, but rather used to tune f0 to the desired value.

As part of the field leaks into the beam pipe, the cell
and the beam pipe are simulated together and f0 is tuned
to 400.79 MHz taking the beam pipe effect into account. In
this paper, the beam pipe length is set to the value of the
wave length λ = 748 mm.
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FORWARD SOLVER

When solving time-harmonic Maxwell’s equations in a
vacuated axisymmetric RF cavity with perfectly electrically
conducting (PEC) boundary conditions (BC) using the finite
element method, one gets a generalized eigenvalue problem
(GEVP) for each m ∈ N0 [5, 6]. The parameter m is the
azimuthal mode number, and it is 0 for monopole modes, 1
for dipole modes, etc. Since the cross section of the single-
cell elliptical cavity, as shown in Fig. 1, is symmetric, it
is sufficient to solve time-harmonic Maxwell’s equations
in only half of it, once with PEC and once with perfectly
magnetically conducting (PMC) BC on the symmetry plane.

For a specific value of Req,Ri, L, A,B,a and b, half of
the cross section of the corresponding cavity is created and
meshed. In order to compute the properties of the fundamen-
tal mode, the smallest eigenpair of the GEVP corresponding
to m = 0 and PEC BC is found (TM010). Similarly, to
compute the properties of the dipole modes, the smallest
eigenpair of the GEVPs corresponding to m = 1 and PEC
(TM110) and PMC (TE111) BC on the cross section symmetry
plane is found.

OPTIMIZATION ALGORITHM

Evolutionary Algorithm (EA)
A design point d1 = (Ri,1, L1, A1,B1,a1, b1) dominates d2

if it is not worse in any of the objectives, and it is strictly
better in at least one objective. A massively parallel imple-
mentation of an EA [7], combined with the axisymmetric
Maxwell eigensolver [8], is used to find points that are not
dominated by any other point, called Pareto optimal points.
The basic steps of an EA are given in Algorithm 1. The indi-
viduals (i.e., the RF cavities) comprising the first generation
are chosen randomly, i.e., their design variable values are
chosen randomly from a given interval (line 1). The values
used in this paper are given in Table 1. These individuals are
then evaluated, i.e., their objective function values are com-
puted (line 2). After that, a predetermined number of cycles
is performed, each resulting in a new generation (lines 3-7).
In every cycle, crossover and mutation operators are used to
create new individuals (lines 4-5) which are subsequently
evaluated (line 6). The new generation is chosen to comprise
approximately N fittest individuals (line 7).

Algorithm 1 Evolutionary algorithm
1: random population of individuals, Ii , i = 1, . . . ,N
2: evaluate the population
3: for a predetermined number of generations do
4: for pairs of individuals Ii , Ii+1 do
5: crossover(Ii , Ii+1), mutate(Ii), mutate(Ii+1)
6: evaluate new individuals
7: choose N fittest individuals for the next generation

Table 1: Design Variable Bounds, in mm

Variable Ri L A B a b

Lower bound 145 120 40 40 10 10
Upper bound 160 190 140 140 70 70

Constraint Handling
For each design point d = (Ri, L, A,B,a, b) it is first nec-

essary to determine the value of Req for which the frequency
of the fundamental mode is f0 = 400.79 MHz. This can be
done with a zero-finding method. In this paper, TOMS 748
[9] is used, with the initial guess (in mm) Req ∈ [325,375].
Furthermore, each time f0 is computed for this fixed d and
a specific Req , it is enough to solve the eigenproblem cor-
responding to m = 0 and PEC BC, and, as long as f0 is far
away from the desired value, a coarse mesh can be used to
speed up this process. If such a value of Req is not found, the
individual is declared invalid and discarded from the popu-
lation. Similarly, the individual is discarded if the value of
the wall slope angle α is below 90◦.

RESULTS
The optimizations were run on the Euler cluster1 (Eu-

ler I and II) of ETH Zurich. The coarse eigensolves use a
mesh with around 10’000 triangles, and the fine ones around
300’000 triangles. Solving just one coarse eigenproblem
(meshing, computing 3 smallest eigenpairs and the objective
function values) takes around 2 s. Solving a fine one takes
around 90 s (24 s for meshing, 64 s for computing the eigen-
pairs, and 2 s for computing the objective function values).
On average, 4 fine eigensolves are necessary to find the value
of Req and the properties of the fundamental mode. After
that, two more fine eigensolves (using an existing mesh)
are needed to compute the properties of the dipole modes.
Computing 50 generations of the EA with N = 100 (where
almost 30% of the evaluated individuals get discarded from
the optimization) using 96 processes takes around 13h.

The 50-th generation of an optimization with N = 100
is illustrated in Figs. 2 and 3. Each square represents an
individual in the generation, i.e., an RF cavity shape. For
all of these individuals f0 = 400.79 MHz and α ≥ 90, i.e.,
both constraints from (1) are satisfied. In Fig. 2, the x and y

coordinates represent the values of F1 and F3, respectively,
and the color shows the value of F2. The functions F1 and
F3 are inversely correlated, and F1 and F2 do not seem to
be conflicting, i.e., for lower values of F1, the values of F2
are usually also lower. In Fig. 3, the x and y coordinates
represent the values of F2 and F3, respectively, and the value
of F4 is indicated by the color. The functions F2 and F3 are
also inversely correlated.

The aperture radius Ri and the cell length 2L have a high
impact on the objective functions. The value of f1 is more
sensitive to the changes in Ri and L than f2. If f1 increases

1 https://scicomp.ethz.ch/wiki/Euler
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and gets closer to f2, both F1 and F2 improve (note that f0
is fixed). A decrease in Ri typically increases f1, f2 and
G0 · R/Q0, which improves F1, F2 and F4, but also increases
R/Q⊥1 and R/Q⊥2, so F3 deteriorates. A decrease in L,
on the other hand, decreases G0 · R/Q0 and R/Q⊥1, and
increases f1 and R/Q⊥2 (which is typically much larger than
R/Q⊥1). Therefore, there is an inverse correlation between
the sum of the impedances of the first dipole band (F3) and
their frequency difference (F2 and F1). The x axis in Fig. 3
is a reshuffled version of the x axis in Fig. 2, based on f2.
Since both L and Ri have a high influence on f1 and only L
highly impacts f2, these two variables do not always move
in the same direction and a wiggly behavior is observed in
the Pareto front approximation (orange line) in Fig. 3.

The values of design variables and objective functions
for a chosen individual are given in Table 2. Note that the
design variables are allowed to go outside of the specified
bounds if it helps to improve the objective functions. Some
additional information is given in Table 3, and the shape of
the RF cavity is shown in Fig. 4.

F1
[
MHz

]

F
2
[ M

H
z]

F
3
[ Ω

]

Figure 2: The relationship between F1, F2 and F3 for the
individuals in the 50-th generation of the EA.

F2
[
MHz

]

F
4
[ Ω

2]

F
3
[ Ω

]

Figure 3: The relationship between F2, F3 and F4 for the
individuals in the 50-th generation of the EA.

CONCLUSIONS
In this paper an optimization algorithm for solving con-

strained multi-objective shape optimization problems for
RF cavities was proposed and applied to the problem of
optimizing the shape of the superconducting RF cavity for
the FCC-ee-Z with respect to both the fundamental mode

E/Eacc

Figure 4: The electric field of the fundamental mode in half
of the chosen RF cavity.

Table 2: Description of the Chosen RF Cavity

Variable Ri [mm] L [mm] A [mm] B [mm]

Value 141.614 146.270 103.54 127.521

Variable a [mm] b [mm] Req [mm] α [°]

Value 41.921 45.812 339.166 91.697

Objective F1 [MHz] F2 [MHz] F3 [Ω] F4 [Ω2]

Value −147.03 0.40 36.3 −2.13e3

Table 3: Additional Information on the Chosen RF Cavity

TM010
f0 = 400.79 MHz R

Q 0
= 94.9 Ω

Epk

Eacc
= 1.92 Bpk

Eacc
= 4.16 mT

MV/m

TE111 f1 = 547.82 MHz R
Q⊥1
= 5.10 Ω

TM110 f2 = 548.22 MHz R
Q⊥2
= 31.2 Ω

and the first dipole band. The proposed algorithm and its
implementation could be used to optimize the shape of other
axisymmetric RF structures, taking into account also the
HOMs corresponding to arbitrary azimuthal mode numbers.
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BEAMLINE MAP COMPUTATION FOR PARAXIAL OPTICS
B. Nash∗, N. Goldring, J. P. Edelen, S. Webb

RadiaSoft LLC, Boulder, CO, USA

Abstract
Modeling of radiation transport is an important topic

tightly coupled to many charged particle dynamics simu-
lations for synchrotron light sources and FEL facilities. The
radiation results from the electron dynamics and then passes
through beamlines, either directly to an experiment or may
be recirculated back to interact with the electron beam in the
case of an FEL oscillator. The Wigner function representa-
tion of these wavefronts have been described in the literature,
and is the closest relation to the phase space description of
charged particle dynamics. We describe this formalism and
the computation of phase space maps using the code SRW,
applying this to the case of a 4 crystal FELO 1:1 imaging
beamline, resulting in a substantial speed-up in computation
time.

INTRODUCTION
Optical beamlines for radiation transport are crucial com-

ponents of many scientific facilities. They may be used
to transport radiation from the electron beam source in a
synchrotron light source, or in recirculation optics in a free
electron laser oscillator (FELO) to improve longitudinal co-
herence of the radiation. Numerous codes exist to model the
radiation transport through the beamline elements typically
either using a ray tracing, geometrical optics approach (e.g.
SHADOW [1]), or a physical optics wavefront propagation
approach (e.g. SRW [2]). The wavefront propagation cap-
tures more of the optical physics, but can be highly intensive
computationally.

For FELO and synchrotron light source modeling, one
requires many passes of radiation through a beamline, while
varying either the initial conditions, or some beamline pa-
rameters. A more compact representation of a beamline is
desired for such calculations.

In this paper, we consider a map based approach to beam-
line modeling that, once computed, allows a large range of
initial conditions to be rapidly transported through the beam-
line. The formalism we use for representing the wavefront is
based on the Wigner function, pioneered in x-ray optics by
K. J. Kim [3]. Although the general non-linear map applied
to the Wigner function may be quite complex, in the case
of linear transport (so-called ABCD matrix, in the optics
literature), the transformation is quite straight forward.

We provide a proof of principle for this method, applied
to an FELO recirculation optics beamline, with radiation
transport of increasing complexity. The beamline is shown
in Fig. 1. The radiation transport starts at the end of the
undulator and diffracts off the crystals in Bragg geometry.
A single ideal lens is used for focussing the radiation back
∗ bnash@radiasoft.net

to the beginning of the undulator for the next pass. We first
consider Gaussian wavefronts, in which case, only transport
of second moments is necessary. We set up the beamline
in SRW and propagate the initial wavefront. We also com-
pute the transfer matrix for the beamline to transport the
Wigner function. For the Gaussian case, only the moments
need be transported, but we also apply the method to the
numerical Gaussian to check our calculation of the Wigner
function. Finally, we consider a non-Gaussian case of an
mx = 2 Hermite Gaussian mode, to show the generality of
the method. In each case, we compare the SRW simulation
to the linear transport of the Wigner function, to confirm
that the method is sound. One important difference between
our Wigner function transport and the wavefront propaga-
tion, is the absorption effect in the crystals. However, since
ideal crystals don’t affect the wavefront distribution, only
the intensity, the two effects can be treated separately.

Figure 1: Four crystal FELO beamline schematic as de-
scribed in reference [4].

LINEAR PARAXIAL OPTICS
PROPAGATION

We start by briefly reviewing the evolution equations for
a wavefront with wavelength λ propagating through empty
space. By this means we will set our notation, and clarify
the issue of separability, which we will be assuming. We
consider one component of an electric field travelling in the
z direction, which we write as

E(x, y, z; t) = Ē(x, y, z)ei(kz−ωt), (1)

where k = 2π
λ andω = ck. The paraxial Helmholtz equation

for the evolution of the electric field in free space is given by

∇2
⊥E + 2ik

∂E
∂z
= 0, (2)

where
∇2
⊥ =

∂2

∂x2 +
∂2

∂y2 (3)
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and we have assumed

∂2Ē
∂z2 � 2ik

∂Ē
∂z

(4)

(i.e. a slow change in transverse envelope relative to the
wavelength). Equation (2) may be solved to yield Fresnel
propagation of the electric field. In this paper, we will as-
sume electric fields which satisfy the separability condition

E(x, y; z) = E0Ex(x; z)Ey(y; z), (5)

where E0 is a constant with units of electric field.
For the case of separable electric fields, Fresnel propaga-

tion may be written in the following form.

E(x, y; z + l) = E0ei(kl−
π
2 )Ex(x; z + l)Ey(y; z + l), (6)

where

Ex(x; z + l) =
1
√
λl

∫ ∞

−∞

Ex(x ′; z)e
ik
2l (x−x

′)2 dx ′ (7)

and likewise for Ey .
The angular representation E(θ) for either component is

given by

E(θ) =
1
√
λ

∫ ∞

−∞

E(x)e−
2π i
λ θxdx. (8)

In this representation, the propagation is simply given by

E(θ; z + l) = E(θ; z)e
2π il
λ

(
1− θ2

2

)
. (9)

We normalize the separate field components such that1∫ ∞

−∞

E∗(x)E(x)dx = 1, (10)∫ ∞

−∞

E∗(θ)E(θ)dθ = 1. (11)

The second moments of the field distribution in coordinate
and angular representations may now be calculated as

< x2 > =

∫ ∞

−∞

x2E∗(x)E(x)dx, (12)

< θ2 > =

∫ ∞

−∞

θ2E∗(θ)E(θ)dθ. (13)

We now introduce the Wigner function defined from the
electric field, E(x), as follows

W(x, θ) =
1
λ

∫ ∞

−∞

E∗(x −
φ

2
)E(x +

φ

2
)e
−2π i
λ φθdφ, (14)

1 Note that we have normalized the electric field in the same way as wave
functions are normalized in quantum mechanics. In fact, much of the
formalism of quantum mechanics may now be directly applied with the
proviso that Planck’s constant, ~, be replaced by the reduced wavelength
o = λ/2π.

where W(x, θ) will be normalized as∫ ∞

−∞

∫ ∞

−∞

W(x, θ)dxdθ = 1. (15)

The Wigner function can be thought of as a probability distri-
bution in phase space except for the fact that it may become
negative. The second moments are given simply as

< x2 > =

∫ ∞

−∞

∫ ∞

−∞

x2W(x, θ)dxdθ, (16)

< θ2 > =

∫ ∞

−∞

∫ ∞

−∞

θ2W(x, θ)dxdθ, (17)

< xθ > =

∫ ∞

−∞

∫ ∞

−∞

xθW(x, θ)dxdθ. (18)

For propagation of the Wigner function, we briefly give
a general formulation before reducing to the simplified lin-
ear case. To do so, we assume the existence of a Hamilto-
nian, H(x, θ; z). We assume that we stay within the paraxial
approximation, and ignore the effect of absorption. The
evolution equation for the Wigner function is then given as
follows [5]

∂W(x, θ; z)
∂z

= [W,H]∗, (19)

where the Moyal bracket is defined for arbitrary phase space
functions f and g as

[ f , g]∗ =
1
io
( f ∗ g − g ∗ f ) (20)

and the Moyal star is given by

∗ = e
io
2

(←−
∂ x
−→
∂ θ−
←−
∂ θ
−→
∂ x

)
(21)

with the arrows representing action of the derivative, either
to the left or right, depending on arrow orientation.

Fortunately, in the case of a quadratic Hamiltonian, evo-
lution of the Wigner function is much more simple and
intuitive. Only first order in o is needed, and the Moyal
bracket reduces to the Poisson bracket giving classical evolu-
tion (again using the quantum/classical mechanics analogy).
One finds that the motion in phase space is a linear trans-
formation. These considerations allow us to formulate our
approach. In particular, consider a paraxial beamline where
the geometric optics will be defined by a transfer matrix M
acting on the phase space vector ®z:

®z f = M®zi, ®z =
(
x
θ

)
. (22)

The Wigner function will evolve along this beamline accord-
ing to

W f (®z) = Wi(M®z). (23)

The electric field may be reconstructed from the Wigner
function as follows [6]

E∗(x)E(0) =
1
λ

∫ ∞

−∞

W
( x
2
, θ

)
e

2π i
λ xθdθ. (24)
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Hermite Gaussian Modes
The Hermite Gaussian modes will satisfy the separability

condition (5). These modes are defined by

Em(x) = E0,mHm

(√
2x

w(z)

)
e−i

kx2
2q(z) , (25)

where E0,m is the normalization factor resulting in the nor-
malization condition (10) [7]. q(z) is the complex beam
parameter defined in terms of the beam radius of curvature,
R(z), and beam spot size, w(z):

1
q(z)
≡

1
R(z)

− i
λ

πw2(z)
. (26)

In empty space the beam spot size evolves as

w(z) = w0

√
1 −

(
z

zR

)2
(27)

with zR the Raleigh length, given by

zR =
πw2

0
λ
, (28)

and w0 is the beam spot size at waist. The radius of curvature
R(z) evolves as

R(z) = z

[
1 +

(
zR
z

)2
]
. (29)

For the case m = 0, we have a Gaussian field given explicitly
by

E(x) =
1

(2πσ2
x )

1/4
e
− x2

4σ2
x , (30)

where σx is the RMS size of the distribution. One can relate
σx to the beam spot size at waist via the equation w0 = 2σx .
This Gaussian distribution will satisfy the diffraction limit
which implies the following relation between the RMS size
and divergence

σxσθ =
λ

4π
. (31)

For the Gaussian case, the Wigner function propagation
may be reduced to a transformation of the second moments.
In particular, under a transfer matrix M , the second moments
will evolve as follows:

Σ f = MΣiMT , (32)

where the second moment matrix is given by

Σ =

(
〈x2〉 〈xθ〉
〈xθ〉 〈θ2〉

)
. (33)

MOMENT CALCULATIONS FOR FELO
BEAMLINE AND COMPARISON WITH

SRW
We have set up the four crystal beamline as described in

reference [4]. Note however that we’ve used even simpler
optics, with just a single ideal lens, located at the midpoint
of the beamline. See Fig. 1 for the schematic. The param-
eters used for this example calculation are as follows. The
undulator length, Lu is 10 meters. The total length, L, is
100 meters. The crystal diffraction angle, θ, is π/8. The
length of the lower leg of the beamline, S, is 3 meters. The
other parameters are then determined by geometric relations
and are as follows. L1 and L6 are 45.0 meters. L2 and L5
are 72.8 meters. L3 and L4 are 1.5 meters. The distance
between the two legs of the beamline, G, is 51.5 meters.

The reflecting crystals were chosen to be diamond with a d-
spacing of 0.892 Å. The crystal thickness was 10 millimeters.
The real and imaginary parts of the 0-th Fourier component
of crystal polarizability were−0.217×10−4 and 0.280×10−7

respectively. The real and imaginary parts of the next Fourier
component of crystal polarizability was −0.544 × 10−5 and
0.259 × 10−7 respectively.

In order to compare to the analytical approach, we need to
compute the transfer matrix M for the beamline. The effect
of the crystal is only to decrease the electric field amplitude,
and not change the wavefront distribution. Thus, disregard-
ing this absorption effect, we may ignore the crystals in our
analytical calculation. The transfer matrix may be calculated
using the matrices for a drift, Md , and for an ideal lens, Mf .
These are given by

Md =

(
1 l
0 1

)
, (34)

Mf =

(
1 0
− 1

f 1

)
, (35)

where l is the drift length and f is the focal length for the
ideal lens. The total transfer matrix MT is then given by
multiplying the component matrices for the beamline. The
transfer matrix for the simple single lens beamline is given
by

MT = MdMf Md (36)

=

(
1 − l

f 2l − l2

f

− 1
f 1 − l

f

)
. (37)

In the case that f = l/2 the transfer matrix simplifies to

MT =

(
−1 0
− 2

l −1

)
. (38)

To look at the effect of focusing errors, we have allowed
the focal length to vary from the nominal value by defining
f = l

2 (1 +
d f
f ). For varying values of d f

f , we have set up a
computation in SRW and also compared it to this moment
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calculation. The results are shown in Fig. 2. The SRW cal-
culation is a wavefront calculation. In order to compute the
divergence, we convert the wavefront to angular coordinates,
and then compute the RMS of the distribution. The initial
RMS beamsize for the Gaussian chosen was 10 micrometers.
Applying Eq. (31), we find an initial divergence at the waist
of 0.987 microradians.

We now give more details for the SRW simulation. The
initial Gaussian wavefront was represented on a grid of size
42 × 42. Each beamline element requires specification of
propagation parameters. These were chosen for drift, crystal,
and lens elements to ensure accuracy and avoid excessive
computational overhead. The final grid size needed to cap-
ture the full Gaussian ended up ranging from 42 × 42 to
52 × 52 as d f

f was varied.
SRW was run on the Radiasoft Jupyter server [8]. The

time required for the full SRW calculation was 12.8 seconds
and the time required for the matrix computation was 0.21
seconds. Note that the time for the SRW calculation in-
cludes the transformation of the wavefront from coordinate
to angular representation (see Eq. (8)) in order to compute
RMS divergences. The matrix transformation amounts to a
speedup of a factor of 608 over the SRW calculation.

Figure 2: Comparison between RMS size and divergence as
a function of focal length for the four crystal FELO beamline.

NUMERICAL WIGNER FUNCTION
EVOLUTION AND SRW COMPARISON
In order to consider non-Gaussian wavefronts, we need

to move beyond calculation of second moments. This re-
quires numerical calculation of the Wigner function and
inversion to reconstruct the electric field after propagation
using Eq. (24). To demonstrate this procedure and explore
the efficiency of the algorithms, we have implemented the
Wigner function calculation and inversion formulae numer-
ically. We first consider Gaussian distributions and then
give results for an mx = 2 Hermite Gaussian mode. The
beams are assumed to start at a waist and are then propa-
gated through the four crystal FELO recirculation beamline.
Because of the separability condition for Hermite Gaussian
modes, we can propagate the 2D wavefronts in SRW and
compare the results between the map method and SRW for
each individual component.

Gaussian Wigner Function
We now consider the results for Gaussian wavefronts. We

start with a Gaussian wavefront at a waist with an RMS
beam size of 10 µm. We consider x-rays of energy 10 keV
which corresponds to a wavelength of 1.23 Å. For the diffrac-
tion limited Gaussians satisfying Eq. (31), the divergence is
found to be 0.987 µrad. We construct such an initial Gaus-
sian wavefront for input to SRW for propagation. We prop-
agate the Gaussian through the FELO beamline we have
described. The initial grid size was 2100 × 2100 and the
grid size for the propagated wavefront was 3150×3150. The
initial and final wavefront intensity distributions are shown
in Fig. 3. Because of the one to one focusing optics, the
initial and final intensity distributions are equal although
the wavefronts themselves will differ. Due to the absorption
from the crystals in the beamline, the final intensity com-
puted with SRW is reduced from the initial intensity. We
find a reflection coefficient of R = 0.96 where we define R
as

R =
Φ f

Φi
=

∬
I f (x, y)dxdy∬
Ii(x, y)dxdy

, (39)

i.e. Φi and Φ f are the initial and final total fluxes of the
distribution.

Figure 3: Gaussian intensity distribution at a) waist and b)
after SRW propagation through FELO beamline.

In order to apply the map method, we have taken a hori-
zontal slice of the initial electric field generated by SRW. We
normalize this according to Eq. (10). We now compute the
numerical Wigner distribution which will also be Gaussian.
Next we apply the transfer matrix for the FELO recirculation
optics, Eq. (38). The transformed Wigner function is then
redeposited onto the initial grid. Initial transformed and
redeposited Wigner functions are shown in Fig. 4. Note that
for our angular variable, we have used q = θ/λ.

Given the propagated Wigner function, we reconstruct the
electric field using Eq. (24) and compare this to the results
found from SRW. We see good agreement which is presented
in Fig. 5.
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Figure 4: Numerically computed Wigner distributions a) at
waist, b) after application of FELO beamline transfer matrix,
and c) after redeposition of b) on initial grid.

Figure 5: Comparison of SRW and map method propagation
results for a) intensity, b) Re[E], and c) Im[E].

mx = 2 Hermite Mode Wigner Function
We now present the results for an mx = 2 Hermite Gaus-

sian mode. As in the Gaussian case, we start at a waist and
subsequently propagate the mode, using SRW, through the
four crystal FELO beamline, using the same grid sizes as
in the Gaussian case. We again consider x-rays of energy
10 keV, corresponding to a wavelength of 1.23 Å. Next, the
exact same method as used in the Gaussian case was applied
for the mx = 2 mode. The Wigner function was computed
and transformed with the transfer matrix and the distribu-
tion was redeposited onto the initial grid. This is shown
in Fig. 7. Note in particular the large region in which the
Wigner function takes on negative values outside the central
peak. Finally, the electric field was again reconstructed us-
ing Eq. (24). Again, due to the one to one focusing beamline,
the intensity distributions shown in Fig. 6 are equal whereas
the electric field distributions shown in Fig. 8 are not and
one can see the inversion from the transfer matrix in the
field components. The final comparison between intensity
and real and imaginary parts of the electric field for the two
different methods are shown in Fig. 9. We see that the map
method has agreed well with the SRW calculation.

Figure 6: mx = 2 Hermite mode intensity distribution at a)
waist and b) after SRW propagation through FELO beamline.

Figure 7: Numerically computed Wigner distributions a) at
waist, b) after application of FELO beamline transfer matrix,
and c) after redeposition of b) on initial grid.

Figure 8: Horizontal electric field at waist and after SRW
propagation through FELO beamline. a) Re[E] b) Im[E].

Figure 9: Comparison of SRW and map method propagation
results for a) intensity, b) Re[E], and c) Im[E].

Timing Comparison Between SRW and Map
Method Calculations

As with the moment calculations, the aforementioned
calculations were all performed on the Radiasoft Jupyter
server. The initial wavefront is computated in the same
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way for both methods and took several seconds for the grid
size used. The propagation through the FELO beamline in
SRW took 43 seconds and was approximately the same for
both Gaussian and non-Gaussian wavefronts. As with the
moment calculations, SRW propagation parameters were
tuned to achieve adequate results. We tried to ensure good
resolution on the resulting electric fields while minimizing
the overall grid sizes.

The calculation of the Wigner function and propagation
for the method took 38 seconds and was approximately the
same for both Gaussian and non-Gaussian wavefronts. As
can be seen, the algorithms as implemented are comparable
in speed. A large amount of the time for the map method
came from the deposition of the transformed Wigner func-
tion. A more efficient algorithm for that process is con-
ceivable. In addition we note that for a longer and more
complex beamline, the SRW calculation would increase in
time whereas the map method would not, once the transfer
matrix has been computed.

CONCLUSION
We have demonstrated the use of a map based method

for radiation transport through a beamline. We applied this
method to a simple 4 crystal recirculation beamline which
may be used for a free electron laser oscillator. For Gaussian
wavefronts, only moment transport is required. We showed
that such moment transport using a transport matrix for the
beamline agrees very well with a more complete wavefront
computation using the SRW code. The moment transport
is substantially faster, by a factor of 608 for this particular
case. In order to apply the method to non-Gaussian wave-
fronts, we computed the numerical Wigner function from
the wavefront and demonstrated the linear transformation
in phase space of this Wigner function. We did this both
for a Gaussian and for an mx = 2 Hermite Gaussian mode.
We then reconstructed the electric field and showed good
agreement with SRW simulation. We considered cases in
which the field profile is separable so that we could work
with 2-D phase space instead of 4-D phase space. In this
case, the map method was found to be comparable in speed
with the SRW calculation. However, as discussed, we expect
that we may be able to speed up the map calculation, and
in addition it would be substantially faster in the case of a
beamline containing a larger number of optical elements.
Regardless of the complexity, transport of the wavefront
through the beamline is all contained within a single transfer
matrix. Finally, we point out that partial coherence may be
included in the Wigner function and the transport of this
Wigner function is no more complicated than the case of a
fully coherent beam.

Next steps include development of the corresponding rou-
tines for 4-D phase space, computation of the transfer ma-
trix for arbitrary beamlines using a ray tracing code such as
SHADOW, inclusion of partial coherence in the Wigner func-
tion, treatment of polarization, and inclusion of elements
such as apertures or elements where the linear transport is
not applicable and require special direct transformation of
the Wigner function. In this latter case, we envisage us-
ing matrices for partial maps between such elements, and
still expect a substantial speed up over the full wavefront
propagation.

For the FELO simulations, we expect to be able to com-
bine these simulations with a rapid FEL model to allow us
to model the build-up of coherence within a manageable
computation.
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Abstract 
The Facility for Rare Isotope Beams (FRIB) being built 

at Michigan State University moved to the commissioned 
stage in the summer of 2017. There were extensive beam 
dynamics simulations in the FRIB driver linac during the 
design stage. Recently, we have used TRACK and IM-
PACT simulation codes to study dynamics of ion beam 
contaminants extracted from the ECR together with main 
ion beam. The contaminant ion species can produce signif-
icant uncontrolled losses after the stripping. These studies 
resulted in development of beam collimation system at rel-
atively low energy of 17 MeV/u and room temperature 
bunchers instead of originally planned SC cavities. Com-
missioning of the Front End and the first 3 cryomodules 
enabled detailed beam dynamics studies experimentally 
which were accompanied with the simulations using 
above-mentioned beam dynamics codes and envelope code 
FLAME with optimizers. There are significant challenges 
in understanding of beam dynamics in the FRIB linac. The 
most computational challenges are in the following areas: 
(1) Simulation of the ion beam formation and extraction 
from the ECR; (2) Development of the virtual accelerator 
model available on-line both for optimization and multi-
particle simulations. The virtual model should include re-
alistic accelerator parameters including device misalign-
ments; (3) Large scale simulations to support high-power 
ramp up of the linac with minimized beam losses; (4) Ex-
tension of the existing codes for large scale simulations to 
support tuning of fragment separators for selected isotopes. 

INTRODUCTION 
The Facility for Rare Isotope Beams (FRIB) currently 

being built at Michigan State University (MSU) is the next 
generation facility for rare isotope science. The FRIB in-
cludes a high-power driver accelerator, a target, and frag-
ment separators. The FRIB driver linac will provide stable 
nuclei accelerated to 200 MeV/u for the heaviest uranium 
ions and higher energies for lighter ions with 400 kW 
power on the target [1]. FRIB features a continuous wave 
(CW) linac with a room-temperature 0.5 MeV/u front-end 
followed by a superconducting radiofrequency (SRF) linac 
consisting of 4 types of niobium cavities. The first SRF 
section includes quarter-wave resonators (QWR) with 
βOPT=0.041 and βOPT=0.085 which accelerate ion beams 
from 0.5 MeV/u to ~20 MeV/u at the charge stripper. The 
optimal beta is defined as relative velocity, βOPT, where the 
maximum transit time factor T is achieved. The ion beams 
are further accelerated with the half-wave resonators 

(HWR) of βOPT =0.29 and βOPT =0.53. Total 316 SRF cavi-
ties are used for acceleration to the design energy of 200 
MeV/u for heaviest uranium ions. 400 kW accelerated ion 
beams will be delivered to the target which is followed by 
a large acceptance high resolution fragment separator. 
While many isotopes will be studied in the in-flight exper-
iments, FRIB will use upgraded National Superconducting 
Cyclotron Laboratory (NSCL) facilities to prepare and re-
accelerate stopped isotopes up to 12 MeV/u. Currently, the 
re-accelerator (ReA3), consisting of a radiofrequency 
quadrupole (RFQ) and a superconducting radio-frequency 
(SRF) linac provides 3 MeV/u rare isotope beams for ex-
periments.  

The layout of the FRIB is shown in Fig. 1. 

 
Figure 1: Layout of the FRIB driver accelerator, target, 
fragment separator, re-accelerator and existing infrastruc-
ture. The driver linac consist of three straight segments, 
LS1, LS2, LS3 and two folding segments FS1 and FS2. 

 DRIVER LINAC 
Due to CW mode of the FRIB driver linac, the final beam 

power of 400 kW can be achieved with a low beam current 
which is below 1 emA for all ion species. The space charge 
effects are mostly negligible over the entire linac except in 
the ion source and low energy beam transport (LEBT). 
FRIB linac will be equipped with the state-of-the art high 
intensity superconducting ECR ion source capable to pro-
duce required intensity of heaviest ions in a single charge 
state. However, to operate the SC ECR with a large margin 
the linac was designed to accelerate two charge states of 
heaviest ions (e.g. U33+ and U34+) up to the stripper [2]. To 
meet power requirement, a multiple charge state accelera-
tion for the most ions heavier than argon is foreseen after 
the stripping at ~17 MeV/u [3]. 

In the FRIB design stage we have evaluated beam dy-
namics of the most critical beam of uranium with high sta-
tistics simulations in realistic conditions with all types of 

 ___________________________________________  
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errors and misalignments using the IMPACT [4] and 
TRACK [5] codes on high performance computers. 

End-to-end Particle Tracking 
The end-to-end simulation started with “realistic” distri-

bution restored from emittance measurements of uranium 
beam extracted from the VENUS ion source [6]. The “re-
alistic" distribution of two-charge-state uranium is then 
tracked through the Front End, LS1 and then five charge 
states (from U76+ through U80+) were selected after the lith-
ium stripper followed by another two acceleration seg-
ments [3]. The final beam phase space distributions at the 
fragmentation target are shown in Fig. 2. Beam-on-target 
requirements are met even for the most challenging multi-
charge state uranium beam (e.g. >96 % of particles are 
within 1 mm diameter of beam spot size, all particles are 
within angular spread of ±5 mrad).  

 
Figure 2: Transverse phase space plots (top), physical 
beam size (bottom-left), and longitudinal phase space (bot-
tom-right) distributions on the target for 5-charge-state ura-
nium without machine errors. Different colours represent 
5 charge states of uranium. 
 

Beam simulation studies with machine errors were per-
formed to evaluate the linac performance under more real-
istic conditions [3]. When the element displacements are 
introduced, especially the misalignment of superconduct-
ing solenoids within ±1 mm, correctors must be set 
properly for the beam steering using BPMs’ readings oth-
erwise beam cannot be threaded through the linac. A total 
of 200 random seeds combining the errors were used in the 
multi-charge-state uranium beam simulations. In each seed 
run, one million particles were tracked from the exit of 
RFQ through the three linac segments to the fragmentation 
target. Figure 3 illustrates the maximum beam envelope 
(blue) at each longitudinal location of the 200 seeds to-
gether with the beam envelope without errors (green) and 
linac radial apertures (red). Beam evaluation results with 
machine errors show that the beam envelopes are well 
within apertures. Beam envelope growth is mainly due to 
misalignment (correctors were on) of the accelerator com-
ponents. RF errors cause significant longitudinal emittance 
growth but it is not coupled into the transverse motion. No 
uncontrolled beam losses are observed with the nominal 

errors. Although errors impact the beam distribution on tar-
get, beam-on-target requirements can be easily satisfied by 
final focusing quadrupoles and corrector magnets. 
 

 
Figure 3: Beam envelopes along linac: beam element radial 
aperture in red, beam envelope without errors in green and 
with machine errors in blue. 

Recent Beam Dynamics Studies 
The average charge state of the ion beam after stripper 

strongly depends on the ions’ atomic numbers. Therefore, 
after the stripper, contaminant ions will have different 
charge-to-mass ratios than the main beam. For example, 
for uranium, q/A=78/238=0.328 while for fully-stripped 
nitrogen q/A =0.5. The intensity of the contaminants can 
be as high as ~1% of the main beam power at the stripper 
which is ~40 kW for the FRIB 400 kW design power. The 
contaminant beam power impinging onto the charge strip-
per can be up to several hundred Watts and the loss of these 
contaminants must be controlled. 

To avoid uncontrolled losses, we have designed a set of 
collimators installed along the FS1 that can intercept con-
taminant ions at relatively low energy of ~17 to 20 MeV/u 
depending on the ion species and localize losses in the des-
ignated areas with appropriate shielding as described in our 
recent publication [7]. The set of 10 collimators and charge 
selection slits slightly reduce the acceptance of the FS1 to 
avoid any beam losses in the LS2 and LS3. Figure 4 shows 
horizontal and vertical phase planes at the entrance of the 
LS2. As can be seen, the design beam emittance without 
any errors and other imperfections is well inside the FS1 
acceptance (dark grey area). The latter is smaller than LS2 
acceptance (pale grey area). Figure 4 shows the emittance 
and acceptance calculated for 238U78+. Each uranium charge 
state has slightly different orientation of the beam phase 
space portraits and acceptances. 

 
Figure 4: Transverse acceptance of the LS2 (pale grey), ac-
ceptance of the FS1 formed with all collimators (dark grey) 
and the design beam emittance at the entrance of the LS2. 
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HIGH-LEVEL PHYSICS 
CONTROLS SOFTWARE 

The high-level physics controls software is under active 
development for FRIB accelerator system and it is mainly 
Python-based software ecosystem known as Physics High-
level Applications and Toolkit for Accelerator System, 
PHANTASY. It features the systematic solution to perform 
high-level physics controls in an efficient way and includes 
the following main components: 
 The whole accelerator is represented as a hierarchical 

data structure. All the optics devices are modelled with 
unified software application programming interfaces 
(APIs), such that the user can talk to the devices in an 
object-oriented programming (OOP) way, rather than 
to the distributed power supply controls variables. 
PHANTASY provides Python classes to make this pro-
cedure standard and easy to do, the user can abstract 
FRIB accelerator (which is defined by the parameter 
named 'machine') with different segments ('segment'), 
e.g. LEBT, MEBT, etc. All the description of the ac-
celerator is maintained by another package, which is 
updated once the machine configuration is changed. 

 Interactive scripting environment for high-level phys-
ics controls. Once the accelerator is abstracted to OOP 
level, the users can implement the tuning algorithms to 
achieve various goals. 

 Virtual accelerators solution. This is truly the same ac-
celerator as the real FRIB accelerator from the view of 
EPICS controls; all the devices are named the same as 
FRIB accelerator. Powered by the so-called model en-
gine, i.e. code to simulate the accelerator behaviour, 
the virtual accelerator supports testing of tuning algo-
rithms. 

 Interface to the different model engines. For instance, 
FLAME [8], IMPACT, TRACK etc, are developed or 
under development. 

 Interface to different web services. For instance, 'chan-
nelfinder', which is a controls variables directory ser-
vice, 'unicorn', which is home developed REST web 
service for unit conversion between physics and engi-
neering fields. 

 GUI applications. Finally, tuning algorithms are devel-
oped into a GUI application with PyQt5 [9], then all 
the users, including operators, can reach these auto-
matically deployed apps from any workstation in the 
control room. 

Example of Two-Charge State Beam Tuning 
 Due to the different synchronous phases for each charge 

state, the bunch centers in the phase space oscillate with 
respect to each other and result to effective emittance 
growth, as shown in Fig. 5. The two-charge-state ion beam 
should be tuned to overlap phase space images at the strip-
per location both in the transverse and longitudinal phase 
planes to minimize the emittance growth due to scattering 
and energy straggling as shown in Fig. 5. 

 
Figure 5: Longitudinal emittance of two-charge-state ura-
nium beam along Segment 1 together with sampled parti-
cles (33+ red, 34+ blue) in longitudinal phase space. 

Beam Central Trajectory Correction 
Central trajectory correction could be achieved either by 

global parameter optimization or applying Orbit-Re-
sponse-Matrix (ORM). The latter is being widely used on 
light sources like synchrotron and free-electron laser facil-
ities. At FRIB, the ORM based central trajectory correction 
application is originally developed against virtual acceler-
ator. The response matrix could be measured by altering 
the selected correctors one by one, and meanwhile, keep 
the BPM or wire-scanner readings for the beam central po-
sitions. The polynomial fitting can give the correspondent 
term of each corrector, in both horizontal and vertical di-
rection. Then, with the trajectory to correct, the corrector 
settings could be calculated based on the inverse matrix of 
the measured ORM, usually, a singular-value decomposi-
tion (SVD) algorithm is applied to robustly figure out the 
inverse matrix. All these operations are being done in a 
user-friendly way, from the seamlessly integrated high-
level physics applications. 

Commissioning of Front End and First Three 
Cryomodules 

A set of on-line physics applications have been devel-
oped for the setting of LEBT; optimal tuning of the Multi-
Harmonic Buncher (MHB); beam central trajectory correc-
tion in LEBT, MEBT and cryomodules; quadrupole or so-
lenoid scan for profile measurements and evaluation of rms 
emittance; longitudinal emittance rms evaluation by rotat-
ing beam image in the longitudinal phase space and meas-
uring bunch length. Using these applications we were able 
to accelerate and characterize 33 A argon beam up to 
2.3 MeV/u through the first 3 cryomodules without notable 
beam losses as shown in Fig. 6. The signals from 15 BPMs 
along the MEBT, 3 cryomodules and diagnostics station 
are shown in Fig. 7. The results of quadrupole scan and 
beam rms size from the downstream profile monitor are 
shown in Fig. 8. Similar data measured with a silicon de-
tector for the evaluation of the longitudinal emittance are 
shown in Fig. 9. 
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Figure 6: Beam peak current upstream (red) and down-
stream (blue) of the first three crymodules. Pulse length is 
3 ms at 100 Hz repetition rate. 

 
Figure 7: BPM readings. Beam center deviation is within 
1.5 mm. 

 
Figure 8: Beam rms sizes and XY coupling term as a func-
tion of the quadrupole current in MEBT. 

 

 
Figure 9: Beam longitudinal rms size as a function of the 
cavity accelerating gradient for two cases of the MHB tun-
ing: (1) maximum transmission (blue) and (2) minimum 
longitudinal emittance (red). 

ECR ION SOURCE SIMULATIONS 
Due to complexity of physical processes, there is no 

fully self-consistent model of ECR ion sources (ECRIS). 
The existing computer models of ECRIS are based on var-
ious simplifications and use some empirical parameters to 
reproduce experimental data. The most comprehensive re-
view of the current status of ECRIS simulations is given 
in [10]. 

We have decided to build a CST Particle Studio [11] 
model for the room temperature ECRIS in order to include 
two major factors strongly effecting the beam dynamics 
such as magnetization and space charge effects in the 
multi-component ion beam extracted from the ECRIS. The 
model includes 3D fields of the ion source but does not in-
clude plasma processes and stripping of ions. The simula-
tion starts by generating a distribution of various ion charge 
states inside the resonance region of the ECR plasma. 
Then, the ions are tracked to the location of the extraction 
aperture. The analysis of ions distribution in the extraction 
aperture shows that rms beam parameters in the LEBT are 
mostly defined by the geometry of the extraction system 
and does not strongly depend upon the method how the 
ions are generated inside the plasma. Multiple ion charge 
states and ion species are extracted from the ECR assuming 
a flat plasma meniscus. The further tracking is performed 
in the presence of beam space charge and an external sole-
noidal field. These simulations show that a hollow beam 
structure in the real space (see Fig. 10) is formed due to the 
different focal length of the solenoid focusing for different 
ions and the presence of space charge. In addition, due to 
the large beam size in the solenoid, there is an effect of 
spherical aberrations. 

The ion beam in the ECRIS is magnetized as a conse-
quence there is a strong correlation term in the x-y and y-
x phase planes after the beam extraction as shown in 
Fig.  11. We have also applied TRACK code for the 4D 
beam dynamics simulations of multi-component, multi-
charge ion beam in the LEBT. Figure 12 shows the meas-
ured beam images along the LEBT together with simulated 
beam images in the same locations. Overall, the TRACK 
code reproduces the particle distribution in the real space. 

So far, beam intensity in the LEBT was low, ~50 eA. 
We expect to face more complicated beam dynamics issues 
when the beam current of a single ion specie will be higher 
by an order of magnitude. More advanced ECRIS models 
would be necessary to optimize ECRIS operational mode 
and beam transport with low emittance growth. 

 
Figure 10: Envelopes of several charge states of argon after 
the extraction from ECRIS (left) and Ar9+ beam cross sec-
tion in the focal plane of the solenoid (right). 
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Figure 11: Simulated phase space plots in the Cartesian co-
ordinates at the solenoid focal plane for 40Ar9+. 

 
Figure 12: Measured (top) and simulated (bottom) beam 
images along the LEBT for 40Ar9+. 

BAYESIAN STATISTICS FOR MACHINE 
TUNING 

We also aim on using statistical methods to gain infor-
mation from the measured data. Below is an example of the 
application of Bayesian inference of the profile measure-
ment to infer the unknown linearized beam distribution at 
the exit of the ECR source. The measurement data used in 
the inference is recorded using a beam viewer, located 
downstream of the first three electrostatic quadrupoles in 
the LEBT. The transverse beam size and the correlations 
vector 𝜎௜ ൌ ൫𝜎௫, 𝜎௬, 𝜎௫௬൯ in ith measurement with the volt-
age setting 𝑉௜ ൌ ሺ𝑉௜ଵ, 𝑉௜ଶ, 𝑉௜ଷሻ is available. The linearized 
4D distribution is to be inferred as 10 parameters: 𝜃 ൌ൫𝜖௫ , 𝛽௫, 𝛼௫, 𝜖௬, 𝛽௬, 𝛼௬, 𝑐௫௬, 𝑐௫௬ᇱ, 𝑐௫ᇱ௬, 𝑐௫ᇱ௬ᇱ൯. We can use 
FLAME model to predict the measurement as 𝜎௠௢ௗ௘௟,௜ ൌ𝑓ሺ𝑉௜, 𝜃ሻ and assume that the measurement only differs 
from the prediction by a Gaussian random number 𝜉௜ with 
an amplitude 𝛿 ൌ ൫𝛿௫, 𝛿௬, 𝛿௫௬൯, which reads: 

, mod , .measure i el i i     
Using the Bayesian formula as: 

    
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Since we assume the difference of the measurement and the 
model is Gaussian, the likelihood is written as  

    
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1 1
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


 
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We can use Markov Chain Monte Carlo (MCMC) 
method to conduct the Bayesian inference [12] and reach 
saturation as shown in Fig. 13 for one of the parameters, 
the horizontal emittance. When the iteration reaches satu-
ration, the result fit well with the experimental data. A sim-
ilar behaviour is observed for all other 9 parameters of the 
beam distribution. In addition, we observed that the result 
of Bayesian inference fits better than the optimizer results, 
when comparing the fitting of the transverse correlation 
with standard beam optics methods. 

We plan to continue using Bayesian method for machine 
tuning and expect that it will provide statistics information 
on reliability of beam parameters deduced from the meas-
urements, better scaling to high dimensional problem, less 
local minimum problem and suggest the future experi-
ments. 
 

 
Figure 13: The saturation of the inference after 500K iter-
ation of MCMC. 

RARE ISOTOPE BEAMS 
The layout of the FRIB target and fragment separators is 

shown in Fig. 14. Two software packages, COSY INFIN-
ITY [13] and LISE++ [14] have been heavily used for the 
design and optimization of the primary beam interaction 
with the target and transport of rare isotope beams. Due to 
the large beam emittance after the target, large aperture 
magnets and large momentum acceptance of the fragment 
separators, the 5th order optics in COSY INFINITY pack-
age has been applied for the design of fragment separators. 
The design has been verified with extensive Monte Carlo 
simulations using LISE++ code with embedded COSY 
IFINITY transport maps [15]. The simulations show that 
separation of isotopes on the selection slits is very small, a 
few mm. During the initial set-up of the fragment separa-
tors very large-scale simulations would be necessary to 
identify a specific isotope of interest among many un-
wanted products. The isotope of interest can be at very low 
intensity therefore parallel version of COSY and signifi-
cant improvement of the LISE++ [14,16] are necessary for 
quick tuning of the transport and selection of isotopes for 
the experiments. This is especially important due to FRIB 
being a single user facility. 
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Figure 14: Layout of the beam FRIB experimental systems. 

Preparation of Rare Isotopes for Post Accelera-
tion 

There are many nuclear physics experiments that require 
selection of particular isotopes and re-acceleration to ~3-
12 MeV/u. Figure 15 shows current layout of the selection 
of isotopes in the fragment separator, stoppage in the he-
lium gas cell, bunching in the RFQ cooler-buncher (RFQ 
CB) and charge breeding in the Electron Beam Ion Trap 
(EBIT), extraction from EBIT and injection to the post ac-
celerator at 12 keV/u. The intensities of rare isotope beams 
produced by FRIB will be 4-5 orders of magnitude higher 
than currently available from the NSCL cyclotron. While 
there are several codes available for study and optimized 
design of the helium gas cell, RFQ CB and EBIT, there is 
no computer model that fully represents all processes in 
these devices such as 3D electromagnetic fields, interac-
tion with gas atoms, charge-exchange reactions and most 
importantly space charge of ions. The space charge effects 
become crucial for the optimal design and operation of 
these devices with high intensity of isotope beams from 
FRIB. Therefore, development of such codes is critical for 
the FRIB science program. 

 
Figure 15: Preparation of secondary beams for injection 
into the post-accelerator. 

CONCLUSION 
Several well-established optimization and simulation 

codes were available for the design of FRIB accelerator 
and experimental systems. All these codes are being used 
for refining FRIB systems and transition to operation. Cur-
rently we are focused on the development of on-line phys-
ics applications for tuning of the driver linac and update of 

the virtual accelerator model. The latter is being performed 
primarily to include the 3D maps of various electromag-
netic devices and misalignment data of the accelerator 
components. 

New parallel codes for large scale Monte Carlo simula-
tion would be necessary for the quick setup of fragment 
separators and experiments with rare isotope beams. The 
intensities of rare isotope beams will be 4-5 orders of mag-
nitude higher than in it is available now. Therefore, com-
puter models of the devices for preparation of stopped rare 
isotope beams for post-acceleration should be updated to 
include 3D electromagnetic fields, interaction with gas at-
oms, charge-exchange reactions and, most importantly, 
space charge forces. 
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NOVEL, FAST, OPEN-SOURCE CODE FOR SYNCHROTRON
RADIATION COMPUTATION ON ARBITRARY 3D GEOMETRIES

Dean Andrew Hidas∗, Brookhaven National Laboratory, Upton, NY, USA

Abstract
Open Source Code for Advanced Radiation Simulation

(OSCARS) is an open-source project (https://oscars.
bnl.gov) developed at Brookhaven National Laboratory
for the computation of synchrotron radiation from arbitrary
charged particle beams in arbitrary and time-dependent mag-
netic and electric fields on arbitrary geometries in 3D. Com-
putational speed is significantly increased with the use of
built-in multi-GPU and multi-threaded techniques which
are suitable for both small scale and large scale computing
infrastructures. OSCARS is capable of computing spectra,
flux, and power densities on simple surfaces as well as on
objects imported from common CAD software. It is addi-
tionally applicable in the regime of high-field acceleration.
The methodology behind OSCARS calculations will be dis-
cussed along with practical examples and applications to
modern accelerators and light sources.

INTRODUCTION
OSCARS [1] is an open source software developed at

Brookhaven National Laboratory (BNL). OSCARS is a
general purpose code for the calculation of radiation from
charged particles in motion. Primary uses are for syn-
chrotron and accelerator facilities where photon density
distributions and heat loads on accelerator and beam-line
equipment is of interest. This software allows for the cal-
culation of these properties on arbitrary shaped surfaces in
3 dimensions. Recently added features include the ability
to import surface models directly in the common Computer
Aided Design (CAD) STL format and the implementation
of of time dependent magnetic and electric source fields.

The core code is written in modern C++ for speed and
has a python extension which serves as the main applica-
tion programming interface (API). The API was written in
python for ease of use and integrability by the larger scientific
community. Currently OSCARS is available for Python 2.7
and Python 3+, for Linux, OS X, and Windows operating
systems.

Throughout this paper the 2 example undulators referred
to (U49 and EPU49) have a period of 49 mm, 55 periods plus
terminating fields, and a peak magnetic field of 1 Tesla. U49
is a planar undulator with the only non-zero component of
the magnetic field ®B being a sinusoidally varying Bv (vertical
component). EPU49 is an elliptically polarizing undulator
where Bh (horizontal component) and Bv are sinusoidally
varying with the same peak magnitude, but phase shifted by
π/2 relative to each other while Bl (longitudinal component)
remains zero. The beam parameters used in these simula-
tions are that of the NSLS-II 6.6 m straight sections with
∗ dhidas@bnl.gov

a beam energy E = 3 GeV, energy spread ∆E/E = 0.001,
emittance εh,v = [0.9,0.008] nm rad, and beta function in
the center βh,v = [1.5,0.8]m.

PARTICLE BEAMS
Particle beams in OSCARS are defined by particle mass,

energy, current, and their position and direction. Optionally
one can include the emittance (εh,v), beta function (βh,v),
and energy spread (∆E/E). In multi-particle simulations
the energy, initial position, and initial momentum are sam-
pled accordingly assuming a Gaussian distribution of the
position (σ) and momentum (σ′). OSCARS also allows
for the definition of multiple beams which are sampled ran-
domly according to their relative weights given. Any beam
direction is valid in OSCARS. For convenience several pre-
defined beams exist in OSCARS, for example in this case
“NSLSII-ShortStraight”.

MAGNETIC AND ELECTRIC FIELDS
Several field types (applicable to both magnetic and elec-

tric fields) are available in OSCARS. These source fields
may be time dependent, static, or any combination therein.
Simple parameters exist for configuring any static field as a
time-dependent sinusoidal resonant field with a phase offset.
Some common built-in fields include uniform fields in a
given range, Gaussian fields, sinusoidal undulator (wiggler)
fields with terminating fields, user input python functions,
and 1D, 2D, and 3D discrete field data. In the case of the
1D discrete field data, the field points do not need to be uni-
formly distributed in space as OSCARS will regularize it by
interpolation for internal use and fast internal field lookup.
OSCARS also has an interpolating tool (using a cubic spline
method) in the case that you have field data measured at
several parameter points (such as undulator gap, but not
restricted to this) but wish to use the field at an intermedi-
ate point. Several input data formats are implemented for
convenience.

CALCULATION OF ELECTRIC FIELD
Particle trajectories are calculated in 3D according to

the relativistic Lorentz equation given in Eq. (1) using a
fourth-order Runge-Kutta (RK4) algorithm or an optional
adaptive step RK4 method. Care is taken in the RK4 method
implementation to avoid β ≥ 1 by an iterative step-halving
method until the criteria β < 1 is satisfied in for the trajectory
propagation of Eq. (1):

d ®p
dt
= q( ®E + c ®β × ®B). (1)
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The source electric and magnetic fields in Eq. (1) need
not be static fields, e.g. ®E = ®E(t) and ®B = ®B(t). The
electric field in the frequency domain is given in Eq. (2)
which is derived by taking a Fourier transform of the Liéard-
Wiechert potentials and given in many texts, for example [2–
4]. Equation (2) is valid for relativistic and non-relativistic
particles as well as in the near-field:

®E(®x,ω)/C =
1
γ2

∫ +∞

−∞

n̂ − ®β

D2(1 − n̂ · ®β)2
eiω(τ+D/c)dτ (2)

+

∫ +∞

−∞

n̂ × (n̂ − ®β) × Û®β

R(1 − n̂ · ®β)2
eiω(τ+D/c)dτ.

Here, C = 2I
~qµ0c

, ®p is the particle momentum, τ the
laboratory time, q particle charge, ®E electric field, c speed
of light in vacuum, ®β the particle velocity divided by c, ®B
the magnetic field, and ®x the observation point. ω is the
photon angular frequency of interest, ε0 the permittivity of
free space, n̂ a unit vector in the direction from the particle
to the observation point, and D the distance between the
particle and the observation point.

For the calculation of spectra and flux OSCARS performs
a numerical integration of Eq. (2) once the trajectory has
been calculated using Eq. (1). This is done either on the
Central Processing Unit (CPU) or GPU depending on which
mode is selected. The spectrum in Fig. 1 and flux densities
in Fig. 2 use this method. An interpolating method is used
to calculate trajectory points on a regularized grid from the
results of the RK4 propagation. Each successive integration
step (for a flux, spectrum, or power density calculation) uses
2N + 1 trajectory integration points until the desired relative
precision is reached (typically 1%, but the user is free to
specify any alternative).

POWER DENSITY
Once the trajectory is calculated, the power density can

be calculated from Eq. (3):

P(®x) =
qI

16π2ε0c

∫ ∞

−∞

®n × ((®n − ®β) × ®ac )

(1 − ®β · ®n)5
1

D2 (n̂ · Ŝ) dτ (3)

where I is the beam current, ®a the particle acceleration and
Ŝ a unit normal vector for the surface point at position ®x.
Here again, the numerical integration is performed either on
the CPU or the GPU if desired.

The power density distribution in the x-y plane 30 m down-
stream from the example U49 is shown in Fig. 3. OSCARS
allows for the calculation of power density distributions on
arbitrary objects in 3D. Several examples of this are shown
in Fig. 4. These were calculated using the GPU option avail-
able in OSCARS, but can as well easily be computed on
a single-core, in multi-threaded mode, or using grid/cloud
computing.

Power density distributions can also be calculated on 3D
surfaces designed in common CAD software. OSCARS ac-
cepts the STL (stereo lithography) file format. Ray-tracing

445 455 465
Energy [eV]

0

1

2

3

4

[
/m

m
2 /0

.1
%

bw
/s

]

1e14 U49 Spectrum
single-electron
multi-electron

Figure 1: On-axis spectrum for the simulated U49 undu-
lator 30 m downstream showing the 3rd harmonic for a
filament beam (single-electron), and realistic beam using
the NSLS-II design parameters for a 6.6 m straight section
(multi-electron).
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X [m] 1e 3
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]
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2e+14
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Figure 2: Flux for the simulated U49 undulator 30 m down-
stream showing the 3rd harmonic for a filament beam (left)
and realistic beam (right) using the NSLS-II design parame-
ters for a 6.6 m straight section.

is performed in the far-field approximation in such a way
that the radiation will be blocked at the first surface it en-
counters (i.e. shadow effect). This will lend itself well to
the investigation of very complex objects within reach of
high intensity beams from synchrotron radiation. A simple
example of this effect is shown in Fig. 5 where two spheres
of different sizes are shown with the U49 source 30 meters
upstream.

As an example of OSCARS time dependent source field
calculations Fig. 6 shows the βz response of a point-charge
bunch in a strong longitudinal electric field. The power den-
sity 1 m downstream of this is shown in Fig. 7. Although of
limited interest at most accelerators these quantities (spec-
tra, flux, power) can be calculated for extremely high field
gradients with time dependence.
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Figure 3: Power density from U49 as seen 30 m downstream
from the source.

Figure 4: Power density on various 3D shapes for the simu-
lated EPU49 undulator 30 m downstream.

Figure 5: Power density on 2 spheres produced with CAD
software and imported into OSCARS in the STL file format.
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1e7Electron motion in RF E-field

Figure 6: High gradient acceleration of a point-charge bunch.

Figure 7: Power density distribution from the motion de-
scribed in Fig. 6.

GPU, MULTI-THREADING, AND
GRID COMPUTING

OSCARS was designed as a multi-threaded application
which is also capable of using multiple GPUs simultane-
ously making use of direct GPU-GPU cascading memory
transfers. Native multi-threading is available by default for
all calculations on all platforms. The GPU routines are cur-
rently written using CUDA [5] for compatible NVidia GPUs
and are also available for all calculations. For both multi-
threaded and GPU calculations one typically has a set of
points in 1D (like a spectrum), 2D (for instance flux maps
or power density distributions), or 3D (arbitrary shapes and
surfaces in 3D). Given a trajectory, these points are then
distributed to the specified number of threads in the case of
multi-threading, or sent to the GPU in large thread-blocks
until complete. When trajectory interpolations are done to
reach the desired level of calculation accuracy they are done
using mutex locking when CPU calculations are enabled to
avoid thread memory collisions, but are done on-the-fly by
each GPU thread as needed.

On a modern GPU the time for a calculation similar to the
single-particle flux in Fig. 2 for a 300 × 300 grid is signifi-
cantly reduced going from 1 core of an Intel® Xeon® CPU
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E5-2630 v3 @ 2.40GHz to using the GPU option in OS-
CARS on a modest 1344 core Quadro® K4200 GPU (greater
than a factor of 15). On a modern high performance GPU
one should easily achieve over a factor of 100 in performance
improvement.

For extremely large-scale simulations OSCARS was de-
signed to be run on modern grid/cloud computing infras-
tructures such as the Open Science Grid (OSG) [6]. The
multi-particle spectra and flux shown in Fig. 1 and Fig. 2
respectively were performed on OSG and contain 100,000
particles sampled from the beam distributions. Tools are
also available for the commonly used Message-Passing In-
terface (MPI) [7] which may be beneficial when one has a
cluster which utilizes MPI, however on a typical workstation
the multi-threaded utility will outperform MPI since there
is very little overhead in the straightforward implementation
used as compared to MPI.

CONCLUSION
A new and modern simulation code for advanced radia-

tion simulation has been developed which is fast, powerful,
flexible, and open source. Notably, this new simulation is ca-
pable of calculating power densities on arbitrary geometries
in 3D and utilizes native multi-threading and GPU comput-
ing infrastructure for significantly increased performance
for large-scale simulations.
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MAIN AND FRINGE FIELD COMPUTATIONS FOR THE
ELECTROSTATIC QUADRUPOLES OF THE MUON g-2 EXPERIMENT

STORAGE RING∗

Eremey Valetov1† and Martin Berz‡, Michigan State University, East Lansing, MI 48824, USA
1also at Lancaster University and the Cockcroft Institute, UK

Abstract
We consider semi-infinite electrostatic deflectors with

plates of different thickness, including plates with rounded
edges, and we calculate their electrostatic potential and field
using conformal mappings. To validate the calculations, we
compare the fringe fields of these electrostatic deflectors with
fringe fields of finite electrostatic capacitors, and we extend
the study to fringe fields of adjacent electrostatic deflectors
with consideration of electrostatic induction, where field
falloffs of semi-infinite electrostatic deflectors are slower
than exponential and thus behave differently from most mag-
netic fringe fields. Building on the success with electro-
static deflectors, we develop a highly accurate and fully
Maxwellian conformal mappings method for calculation of
main fields of electrostatic particle optical elements. A re-
markable advantage of this method is the possibility of rapid
recalculations with geometric asymmetries and mispowered
plates. We use this conformal mappings method to calculate
the multipole terms of the high voltage quadrupole used
in the storage ring of the Muon g-2 Experiment (FNAL-
E-0989). Completing the methodological framework, we
present a method for extracting multipole strength falloffs of
a particle optical element from a set of Fourier mode falloffs.
We calculate the quadrupole strength falloff and its effective
field boundary (EFB) for the Muon g-2 quadrupole, which
has explained the experimentally measured tunes, while sim-
ple estimates based on a linear model exhibited discrepancies
up to 2%.

INTRODUCTION
Methods for measurement of anomalous magnetic dipole

moment (MDM) and electric dipole moment (EDM) using
a storage ring rely on electrostatic particle optical elements,
including the Muon g-2 Experiment’s storage ring at FNAL,
which uses electrostatic quadrupoles with a curved reference
orbit. Accordingly, it is necessary to accurately model main
and fringe fields of electrostatic elements. In particular,
inaccurate treatment of fringe fields of electrostatic elements
provides a mechanism for energy conservation violation.

In this research, we address the problem of accurate repre-
sentation for fringe fields of electrostatic deflectors, as well
as for main and fringe fields of electrostatic quadrupoles
with the specific case of the Muon g-2 quadrupole [1] con-
sidered. Our model of the main field of the Muon g-2

∗ Fermilab report FERMILAB-CONF-18-571-PPD.
† Email: evaletov@fnal.gov. ORCID: 0000-0003-4341-0379.
‡ ORCID: 0000-0001-6141-8230.

quadrupole allows rapid recalculations with geometric asym-
metries and mispowered plates, the latter being useful, inter
alia, for simulations of RF scraping and the effects of dam-
aged quadrupole resistors. For the fringe field of the Muon
g-2 quadrupole, we calculated the field map and extracted
the falloff of the quadrupole strength, which was a basis
for achieving a good agreement of calculated tunes with
experimentally measured tunes.

CONFORMAL MAPPING METHODS
We used conformal mappings for calculation of fringe

fields of electrostatic deflectors and the main field on the
Muon g-2 quadrupole [2, App. A]. A conformal mapping
(or conformal map) is a transformation f : C → C that
is locally angle preserving. A conformal mapping satis-
fies Cauchy–Riemann equations and, therefore, its real and
imaginary parts satisfy Laplace’s equation: ∆<( f ) = 0 and
∆= ( f ) = 0. Conformal mappings automatically provide
the electrostatic potential in cases where the electrostatic
element’s geometry can be represented by a polygon, pos-
sibly with some vertices at the infinity. The domain of a
conformal mapping is called the canonical domain, and the
image of a conformal mapping is called the physical domain.
A Schwarz–Christoffel mapping is a conformal mapping
from the upper half-plane as the canonical domain to the
interior of a polygon as the physical domain.

The electrostatic potential for a cross section or a lon-
gitudinal section modeled by a generalized polygon may
be found by obtaining a conformal mapping f from a suit-
able canonical domain to the polygon. A bi-infinite strip is
a suitable canonical domain if the polygon comprises two
groups of consecutive sides characterized by the same con-
stant Dirichlet boundary condition, with two constant values
in total. A rectangular part of a bi-infinite strip is a suitable
canonical domain when the physical domain is a logical (or
generalized) quadrilateral.

If the solution of the Laplace equation in the canonical
domain is φ, the solution of the Laplace equation in the
physical domain is ϕ = φ ◦ f −1. In practice, the electrostatic
potential is usually the appropriately selected, shifted, and
scaled real or imaginary part of f −1.

The solution for the electrostatic potential obtained this
way is fully Maxwellian in the sense that the analytic formula
for f or f ′ results in the solution for the potential satisfying
the Laplace equation.

As described in [3,4], inverse conformal mapping g = f −1

may be obtained by
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SC Toolbox, inf. thin plate COULOMB, small rect. plate of D/4 thickness

SC Toolbox, rounded plate of D/20 thickness SC Toolbox, rounded plate of D/4 thickness

COULOMB, large rect. plate of D/4 thickness SC Toolbox, inf. thick plate
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z/D

0.2

0.4
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0.8

1.0

Ex(z)

0

Figure 1: The electrostatic field falloffs Ex (z) in cases 2
(solid cyan), 3 (solid brown), 5 (solid orange), 6 (dashed
blue), 7 (dashed green), and 8 (dot-dashed red).

1. solving the equation
f (g (w)) − w = 0 (1)

using the Newton–Raphson or another numerical
method; or

2. solving the ODE [2, App. A]
dg (w)

dw
=

1
f ′ (g (w))

, g (w0) = z0. (2)

DIFFERENTIAL ALGEBRA

The tracking code COSY INFINITY [5] has a rigorous and
efficient implementation of differential algebra (DA) [6, pp.
86–102]. Mathematica also has a DA implementation, where
DA values are encoded in SeriesData objects. One of the
advantages of DA computations is that Taylor series expan-
sions can be produced automatically for a highly complex
analytic function by substituting its comprising functions
with their DA values. Another advantage is the DA fixed-
point algorithms, e.g., for the inversion of a Taylor series
expansion, that complete in finitely many steps.

FRINGE FIELDS OF ELECTROSTATIC
DEFLECTORS

Using conformal mappings, we obtained electrostatic field
falloffs for semi-infinite capacitors with infinitely thin, in-
finitely thick, and finitely thick plates [2, Ch. 2]. For finitely
thick plates, we considered plate thicknesses D/4 and D/20
in terms of the aperture D, as well as cases with rectangular
and realistically rounded plate edges. The rounded edges
were approximated by piecewise linear curves with 42 line
segments, which is a good approximation.

In each case, we obtained a conformal mapping from the
bi-infinite strip 0 ≤ = (w) ≤ 1 to the physical domain of the

form [3, p. 46]
f (w) = f (w0)+

+ c

ŵ

w0

exp
[ π
2
(α− − α+) ζ

] n∏
j=1

[
sinh

π

2
(
ζ − wj

) ]αj−1
dζ,

where the number of vertices n and angles πα are parameters
of the polygonal model and the parameters w were found
using the MATLAB package Schwarz–Christoffel Toolbox
(SC Toolbox) [7].

To validate the fringe fields of semi-infinite electrostatic
capacitors obtained using conformal mappings, we com-
pared the results with the electrostatic field of finite rectan-
gular electrostatic capacitors with finitely thick plates and
different plate sizes, which were computed by Helmut Solt-
ner (FZ Jülich) using COULOMB’s [8] boundary element
method (BEM) field solver. This comparison shows good
agreement.

Overall, the fringe fields for the following cases of one
electrostatic capacitor were calculated:

1. Semi-infinite capacitor with infinitely thin plates, man-
ually obtained conformal mapping;

2. Semi-infinite capacitor with infinitely thin plates, SC
Toolbox calculations;

3. Semi-infinite capacitor with infinitely thick plates, SC
Toolbox calculations;

4. Semi-infinite capacitor with plates of D/20 thickness,
SC Toolbox calculations;

5. Semi-infinite capacitor with plates of D/20 thickness
and rounded edges, SC Toolbox calculations;

6. Semi-infinite capacitor with plates of D/4 thickness
and rounded edges, SC Toolbox calculations;

7. Large rectangular capacitor with plates of D/4 thick-
ness, COULOMB calculations; and

8. Small rectangular capacitor with plates of D/4 thick-
ness, COULOMB calculations.

A comparison of the fringe fields of electrostatic capacitors
in cases 2–8 is shown in Fig. 1.

Because of electrostatic induction, the field of two adja-
cent electrostatic deflectors differs from the superposition of
the fields of these deflectors as they would be in empty space.
To study this effect, we modeled fringe fields of two adjacent
semi-infinite capacitors with finitely thick plates and sym-
metric, antisymmetric, and different voltages (see Figs. 2
and 3). For adjacent electrostatic capacitors with symmetric
and antisymmetric voltages, making use of the symmetries,
we obtained the field using a conformal mapping from the
bi-infinite strip the same way as for one electrostatic ca-
pacitor. In the case of adjacent electrostatic capacitors of
different voltages, we used a composite conformal mapping
that is suitable for solving the Laplace equation with multiple
Dirichlet boundary conditions as detailed in [3, pp. 77–83].

We found that, unlike fringe fields of most magnetic
elements, fringe fields of electrostatic deflectors fall off

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-TUPAG22

TUPAG22

314

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.

C-2 Electromagnetic Field Computations



-5 -4 -3 -2 -1 0 1 2 3 4 5

0

1

2

3

4

5

Figure 2: The electrostatic field and equipotential lines of
two adjacent semi-infinite capacitors with plates of 3D/4
thickness, symmetric voltages, and rounded edges.
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Figure 3: The electrostatic field EA&B (z) (blue) of two ad-
jacent semi-infinite capacitors with plates of D/2 thickness
and different voltages VA = 1 and VB = 3, individual fields
EA (z) (orange) and EB (z) (green) of each capacitor as in
empty space, and the difference EA&B (z) − EB (z) (dashed
red) that would be equal to EA (z) without electrostatic in-
duction.

slower than exponentially. Thus, Enge functions of the form

FN (z) =
[
1 + exp

(∑N
j=1 aj

(
z
D

) j−1
)]−1

, where z is the lon-
gitudinal coordinate and D is the aperture, are not suitable
for accurate modeling of the asymptotic behavior of field
falloffs of electrostatic deflectors, as Fig. 4 illustrates. How-
ever, a piecewise function consisting of an Enge function

at z/D < c and G (z) =
[∑N2

j=1 bj

(
z
D

) j−1
]−1

at z/D ≥ c for
some c > 0, smoothly glued as

H (z) =
1

1 + exp
[∑N1

j=1 aj
( z
D

) j−1
] 1

1 + exp
[ ( z

D − c
)2] +

+
1∑N2

j=1 bj
( z
D

) j−1
1

1 + exp
[
−

( z
D − c

)2] ,
models field falloffs of electrostatic deflectors accurately [2,
Ch. 2], as shown in Fig. 5.
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0

Figure 4: The plot on the left shows a 5-parameter Enge
function F5 (z) (dashed red), fitted to the x component of the
electrostatic field falloff Ex (z) (solid blue) of a semi-infinite
capacitor with infinitely thin plates.

-5 5 10 15
z/D

0.2

0.4

0.6

0.8

1.0

Ex(z)

0

Figure 5: The plot on the right shows a function (dashed
red) of the alternative form H (z), fitted to Ex (z) (solid blue)
and enhanced in the interval −3.5 ≤ z/D ≤ 6.5 by adding
a Fourier exponential series expansion of the difference
Ex (z) − H (z).

MAIN FIELD OF THE MUON g-2
COLLABORATION QUADRUPOLE

The main field of an electrostatic element such as the
Muon g-2 collaboration quadrupole can be obtained using
the following general method [2, 9–13]:

1. Calculate the electrostatic potential using conformal
mapping methods with one plate at 1 V and the other
Dirichlet boundary conditions (the remaining plates,
the rectangular enclosure, and the trolley rails) of 0 V.

2. Apply plate distance errors as perturbations to four
copies of the potential, each copy corresponding to one
plate at 1 V and the other Dirichlet boundary conditions
of 0 V.

3. Apply appropriate rotations to these four copies of the
potential, scale the copies (e.g., by ±2.4 × 104 or with
mispowered values), and use their superposition.

We considered two polygonal models of the cross section:
(1) the nominal case with symmetric voltages and no ge-
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Figure 6: The polygonal model of the Muon g-2 quadrupole
in the SM case.

ometric asymmetries (“SM”), and (2) the general case of
mispowered plates and geometric asymmetries (“NSM”). In
the former case, we simplified the polygonal model using
the four-fold rotational symmetry and the four mirror sym-
metries, as Fig. 6 shows. The conformal mapping theory
for physical domains as n-connected regions for n ≥ 2 is
quite challenging or restricted (see, e.g., [14] and [3, pp.
64–70]) compared to simply-connected regions. We approx-
imated the cross-sectional geometry in the NSM case by a
simply-connected region shown in Fig. 7 using connecting
rods between the rectangular enclosure and the four plates,
which were placed in the middle of the back side of each
plate to minimize their impact on the multipole terms.

In both cases, considering two constant Dirichlet bound-
ary conditions are interposed by two von Neumann boundary
conditions, forming a logical quadrilateral, we used a con-
formal mapping from a rectangular part of a bi-infinite strip.
The derivative of the conformal map f from the canonical
domain to the physical domain was [3, p. 49]

f ′ (z) = c cn (z |m) dn (z |m)
n∏
j=1

(
sn (z |m) − sn

(
xj + iyj |m

) )αj−1
,

where sn, cn, and dn are the Jacobi elliptic functions1, K is
the complete elliptic integral of the first kind2, the number
of vertices n and angles πα are parameters of the polygonal
model, and the parameters x, y, m, and c were found using
the SC Toolbox.

Knowing the analytic expression for a derivative f ′ of
a conformal mapping f and the constant part (the scalar

1 Definitions of the Jacobi elliptic functions can be found at http:
//mathworld.wolfram.com/JacobiEllipticFunctions.html.

2 The complete elliptic integral of the first kind is defined at
http://mathworld.wolfram.com/
CompleteEllipticIntegraloftheFirstKind.html.

Figure 7: The polygonal model of the Muon g-2 quadrupole
in the NSM case.

value)
g0 = cons (g (0)) ∈ C

of the DA value of g = f −1 at the origin w = 0, we can
obtain the DA inverse g (0) at the origin as

g (0) = g0 +
(
∂−1 f ′ (g0)

)−1
.

In the SM case, the derivative f ′ of the conformal map-
ping has a branch point at the preimage of the origin, which
corresponds to the reference orbit. This presents certain
difficulties in the analysis. For example, it is not possible to
obtain the electrostatic potential multipole terms by obtain-
ing f via a Taylor series expansion of f ′ and then calculating
the inverse series. The same applies to the calculation of DA
values of f at point z = g0.

In view of this, for the SM case, we obtained the multipole
expansion for the Muon g-2 quadrupole up to order 24 in
the form

ϕ (r, θ) =
A0
2
+

N∑
j=1

r j
(
Aj cos ( jθ) + Bj sin ( jθ)

)
+O

(
rN+1

)
of the electrostatic potential by solving the restriction of
the ODE from Eq. (2) to the vertical edge of the polygonal
model, using the solution as a boundary condition in solving
the Cauchy–Riemann PDE in Mathematica, and performing
Fourier analysis.

We also calculated the multipole expansion in MATLAB
in the SM case up to order 24 by computing the inverse
values of the conformal mapping object f at an equidistant
discretization of a circle of radius R into N = 1001 arc
intervals of length 4t = 2πR/N as

u =
(
f−1

(
R cos ( j4t) ,f−1 (R sin ( j4t))

)N−1

j=0

)
,
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Figure 8: A heatmap plot of the multipole expansion of the
electrostatic potential in the NSM case, up to order 24.
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Figure 9: A contour plot of the multipole expansion of the
electrostatic potential in the NSM case, orders 3 to 24.

taking the discrete Fourier transform (DFT) of the electro-
static potential ϕ around the circle, and obtaining the Fourier
modes using the Hermitian symmetry.

For the NSM case, we obtained the multipole expansion
up to order 24 using the DA inverse of the conformal map-
ping using COSY INFINITY (see Figs. 8 and 9) and Mathe-
matica, as well as using Fourier analysis applied to its con-
ventional inverse in MATLAB. In particular, we produced
a COSY INFINITY program called mterms, as well as its
variant written in Python, that calculates the multipole terms
of the Muon g-2 quadrupole for a given set of mispowered
plates and plate misalignments.

Our a posteriori error analysis indicates that the DA
method is accurate. This application of the conformal map-
pings method was near its limit in terms of the complexity
of geometry due to the crowding phenomenon [15], where
crowding refers to a close colocation of preimages of the

polygon vertices. However, the method can be expanded to
significantly more complex geometries using the cross ratios
of the Delaunay triangulation (CRDT) algorithm [3, 16, 17].
The conformal mappings method has the advantage of an
analytic, fully Maxwellian formula and allows rapid recalcu-
lations with adjustments to the geometry and mispowered
plates [2, Ch. 3].

The multipole terms we calculated for the Muon g-2
quadrupole were used to study the effects of an unpowered
plate [18] and for RF scraping studies [19]. We used these
multipole terms to explain the so-called oomph effect [20],
which refers to the power of Muon g-2 quadrupoles being
apparently 4% higher than the voltage to which they are set.
More recently, the multipole terms were used to study the
effect of damaged resistors with affected RC time constants
on beam dynamics variables such as the beta function, tunes,
and coherent betatron oscillation (CBO) frequencies in the
Muon g-2 storage ring [21].

FRINGE FIELD OF THE MUON g-2
COLLABORATION QUADRUPOLE

In the fringe field of an electrostatic particle optical ele-
ment, due to the dependence of the field on the longitudinal
component s, the expansion of the electrostatic field takes
the general Taylor–Fourier form [2, 22, 23]

ϕ (r, θ, s) =
+∞∑
k=0

+∞∑
l=0

Mk ,l (s) cos
(
lθ + θk ,l

)
rk .

Multipole terms Mk ,l (s) vanish for k < l and k = l + 1, l +
3, . . . in the general case.

We compare it with the Fourier expansion of the electro-
static potential

ϕ (r, θ, s) =
a0 (r, s)

2
+

+∞∑
l=0

al (r, s) cos (lθ + θl) ,

where we assume the constant part a0 (r, s) /2 to be zero,
considering the gauge invariance of the electrostatic poten-
tial.

Thus, for a set of radii rj for j = 1,2, . . . ,N ,

al
(
rj

)
=

+∞∑
m=0

Ml+2m,lr
l+2m
j , (3)

and we can extract an approximation of the 2l-pole strength
Ml,l from Fourier modes al by solving a matrix equation
[23].

We developed a Python program called STEP File Gener-
ator (or stepfg). This program produces 3D STEP (ISO
10303-242 [24]) files from polygonal models specified by
vertices. Compared to performing this process manually in
CAD software, our software has workflow efficiency advan-
tages. The resulting STEP file can be used in many general
3D, including BEM or finite element method (FEM) solver,
programs.

Using the STEP File Generator, we effectively extruded
a polygonal model of a 90◦ section of the full cross section
of the Muon g-2 quadrupole. Due to the curvature radius
R = 711.2 cm being relatively large compared to the half-
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Figure 10: Falloffs of 2nd order Fourier modes a2
(
rj

)
cal-

culated at radii r =1.8, 2.1, 2.4, 2.7, 3.0 cm from Wu’s field
data. Curves with larger magnitudes correspond to larger
radii.

aperture d = 5 cm, the approximation of a straight reference
orbit is quite accurate for the purpose of calculating the
fringe field.

The electrostatic potential was calculated by Helmut Solt-
ner using COULOMB’s BEM field solver at a grid-point set
of coordinates at a set of radii

r = 1.8, 2.1, 2.4, 2.7, 3.0 cm (4)
and longitudinal coordinates with the discretization size
ranging from 4z = 0.625 cm generally to 4z = 0.078 cm
near the edge of the quadrupole, where the field falloff is the
steepest.

From this field data, we calculated the Fourier mode
falloffs using the DFT and the Hermitian symmetry at the
set of radii listed in Eq. (4). These Fourier mode falloffs
are shown in Figs. 10 and 11. We extracted the quadrupole
strength falloff and its effective field boundary (EFB) zEFB =
1.2195 cm for the Muon g-2 quadrupole by applying the
method outlined above. We also fitted Enge function co-
efficients using the Levenberg–Marquardt Gauss–Newton
method to the falloff of the quadrupole strength [2, Ch. 3].

For a comparison, we applied [25] the same method of
calculating multipole strengths to the electrostatic field data
that was obtained for the Muon g-2 quadrupole using Opera-
3d’s [26] FEM field solver by Wanwei Wu (University of
Mississippi), which accounts for the curvature of the refer-
ence orbit. In particular, we interpolated Wu’s field data and
applied the multipole terms extraction method. Additionally,
we fitted a nonlinear model defined as the multipole expan-
sion to the raw field data in each cross section and obtained
similar results. The field falloffs and the EFBs obtained from
Soltner–Valetov and Wu field data are in good agreement,
as Fig. 12 shows.

The discrepancies of simple estimates of the tunes based
on linear models (Methods 1–3 in [27, 28]) were 1% to 2%
in the case of vertical tunes, while for horizontal tunes they
were 0.1% to 0.2%. In both cases, the differences between
the calculated and the measured tunes exceeded the data

Figure 11: The Fourier modes a2
(
rj

)
(dashed plot style,

scaled to 1 well inside the quadrupole) alone fall off more
quickly than the true quadrupole strength M2,2 (solid red).
This is because the second derivative of M2,2 (s) is negative
in the beginning of the fringe field and positive on the out-
side, impacting the additional terms based on the second
derivative of M2,2 in Eq. (3).

Some computational noise
is noticable here in Opera-3d.

Figure 12: The falloff of the multipole term M2,2 agrees
well between calculations based on Soltner–Valetov field
data (zEFB = 1.2195 cm; solid blue) and field data by Wu
(zEFB = 1.1233 cm; dashed red).

errors of the measured tunes. The consideration of fringe
fields or EFBs (Methods 5 and 4 in [27, 28], respectively)
significantly improved the agreement between the calculated
and the experimentally measured tunes for each quadrupole
voltage. A consistency between horizontal tunes that were
calculated with consideration of the fringe fields and experi-
mentally measured tunes was reported in [29].
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A COMPACT PERMANENT MAGNET SPECTROMETER FOR CILEX 
M. Khojoyan†, A. Cauchois, J. Prudent, A. Specka                                                                            

LLR (Laboratoire Leprince-Ringuet), CNRS and Ecole Polytechnique, Palaiseau UMR7638, France 

Abstract 
Laser Wakefield acceleration experiments make exten-

sive use of small permanent magnets or magnet assemblies 
for analyzing and focusing electron beams produced in 
plasma accelerators. Besides being compact, these magnets 
have to have a large angular acceptance for the divergent 
laser and electron beams which imposes constraint of the 
gap size. We will present the optimized design and charac-
terization of a 100 mm long, 2.1 Tesla permanent magnet 
dipole. Furthermore, we will present the performance of 
such a magnet as a spectrometer in the CILEX/APOLLON 
10 PW laser facility in France.  

INTRODUCTION 
CILEX (Centre Interdisciplinaire de la Lumiere Extrême 

/ Interdisciplinary Center for Extreme Light) is a research 
center which aims at using the Apollon-10P laser for ex-
ploring laser-matter interaction at extremely high laser in-
tensities (~1022 W/cm2). The long focal length area of 
CILEX will be used to investigate plasma acceleration and 
radiation generation. It will be equipped with two interac-
tion chambers able to accommodate laser focal lengths 
ranging from 3 m to 30 m. The spectrometer magnet pre-
sented here is designed to be compatible with the men-
tioned laser parameters. Sketch of the laser-plasma interac-
tion chamber is shown in Fig. 1. The total volume of inter-
action chamber is about 3 m3 and it is practical to use per-
manent magnets for characterization of electron beam. Per-
manent magnets, as compared to electromagnets, do not 
need power supplies (and consequently cooling system) 
and can be more compact due to smaller apertures. In our 
case, the apertures of the magnets will be limited by the 
envelope of the laser, which according to our requirements, 
should pass through the magnets unobstructed. The paper   
 

 
 

Figure 1: Schematic of interaction chamber at CILEX with 
laser envelope shown in purple and dipole magnet in blue 
colors. Measurement screens and reference electron trajec-
tories (green) are shown as well. 
 
is organized as follows. First, the design considerations of 
a permanent magnetic dipole are introduced together with 

analytical and computational field estimations. Next, con-
struction of a magnet and field measurements are pre-
sented. Finally, the result of beam dynamics simulations 
implementing 3D magnetic field data are presented by ap-
plying the magnet as a spectrometer inside the interaction 
chamber of the CILEX facility. 

MOTIVATION 
Let us consider a simple C shaped dipole (Fig. 2). The 

field in the gap of height hg is driven by a permanent mag-
net of the same height hpm = hg and of width wpm. Assuming 
constant field in the gap (no horizontal field component) it 
is straightforward to calculate the magnetic flux density us-
ing Ampere’s and flux conservation laws: 
  

 

 

Figure 2: 2D view of a C shaped dipole with a permanent 
magnet shown in blue and steel/iron in yellow colors.  

 (1) 
 

with Br and µr being the remnant field and relative perme-
ability of the permanent magnet. From Eq. (1) it follows 
that the maximum achievable field in the gap cannot ex-
ceed the remnant induction field of the magnet independent 
of how small the gap height (hg) is for reasonably large 
magnet width (wg). It becomes clear that for a permanent 
magnet (PM) dipole, to reach fields higher than remnant 
field of an individual magnet, a special arrangement of 
magnetic sub-materials is necessary. Common structures 
for generating very strong fields are Halbach [1] and Stelter 
[2] configurations. Nowadays, permanent magnet dipoles 
are widely used in magnetic resonance imaging applica-
tions [3], in facilities such as third [4] and next [5] genera-
tion light sources. Neodymium iron Boron (Nd-Fe-B) mag-
nets are the desired candidates for generating strong fields 
due to their high remnant induction and the highest up to 
date BH energy product [6]. Moreover, almost linear be-
haviour of the demagnetization curve [7] and relative per-
meability close to unity makes the analytical design of such 
systems relatively straight forward. 

r pm
g

r g pm
g

pm

B w
B h w

w
h

µ= -
+

† martin.khojoyan@llr.in2p3.fr 

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-WEPAF01

WEPAF01

320

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.

C-1 Magnet Design and Measurements



DESIGN OF A PM DIPOLE 
Analytic Estimation of Magnetic Field 

For design considerations of a magnetic dipole we as-
sume that the magnet is H shaped with a 2D schematic 
view (upper half) shown in Fig. 3. The parts shown in yel-
low color represent iron material: pole tip as well as the 
yokes for the flux circulation. The pole tip is surrounded 
by neodymium iron boron magnets with arrows indicating 
magnetization direction of each magnet. In the same 
scheme hg is half the gap height and w / h signify the width 
/ height of each surrounding magnet. The main idea of us-
ing such geometry is the collection of the flux from the sur-
rounding permanent magnets and concentration into the 
magnet gap. The strength of the magnet built in this way 
can therefore exceed the residual field (Br) of the perma-
nent magnet materials and, in principle, reach the satura-
tion field of pole material which can be more than 2 Tesla. 
Next, applying flux conservation and Ampere’s laws [8] 
for the above magnetic circuit (neglecting fringe field ef-
fects), one can obtain the following expression for mag-
netic flux density in the gap: 
 
               (2) 

 
It is possible to further optimize the latter expression as-
suming a square shape magnet poles and similar sizes for 
surrounding magnets. Since the gain in magnetic field over 
magnet weight is an important measure in designing the 
magnet, Fig. 4 illustrates such a dependence for 10 mm gap 
height. The choice of the gap value is dictated from the 
magnet exit position compatible with the laser envelope at 
that position. The indicated field / weight value (red aster-
isk) on the plot corresponds to a pole size of 51 mm which 
was chosen according to the commercially available sizes 
of Nd-Fe-B 40 grade magnets and not from the beam dy-
namics requirements. 
 

 

 

Figure 3: Schematic (2D) view of top half of H shaped 
magnet with a red flux line following Ampere’s law. Iron 
is shown in yellow with the pole tip surrounded by Neo-
dymium N40 grade magnets expressed in light blue. 

 
 

 
Figure 4: Peak magnetic field vs. total weight of the sur-
rounding magnets shown in Fig. 2. Red asterisk represents 
the values assuming 51 mm size of each square magnet 
pole. 10 mm gap size/height is assumed in the plot. 

Computation of Magnetic Field 
Magnet geometry of Fig. 3 has been studied using three-
dimensional TOSCA software [9]. Following dimensions 
have been used in the calculations: h1 = h3 = 5.08 cm, 
w1 = w3 = 7.08 cm, h2 = w2 = 5.08 cm. For the case of ne-
odymium magnet, by taking advantage of linear BH behav-
iour in the second quadrant of BH curve, the slope µr can 
be calculated depending on the grade of the magnet (1.0691 
in the case of the Nd-Fe-B 40 grade magnets).  Non-linear 
iron properties have been used in TOSCA for induction 
versus field data. Due to the symmetry, only one eighth of 
the magnet geometry was created in 3D TOSCA modeller. 
A block having a scale factor 3 in all dimensions has been 
applied as a region of background. The magnetization di-
rection of each magnet was defined by means of Euler an-
gles. 2.5 mm step for meshing yielded over 1.5 million 
node points for calculation. The aim was to reach magnetic 
field at the gap as close as possible to the saturation field 
(2.26 Tesla in this case) of the pole material. A fixed ratio 
of 20 for magnet gap height over length was imposed. Fig-
ure 5 illustrates the expected peak magnetic flux density at 
the magnet gap for different gap heights obtained from 
TOSCA simulations (red circles). In the same plot analyti-
cal estimation of the field is shown applying an empirical 
scale factor 2.26 / 2.96, where 2.96 Tesla corresponds to 
the analytical peak field value for 10 mm gap allowing in-
finitely high saturation field for the iron. It can be seen 
from the plot that for the case of 10 mm gap, the value of 
peak magnetic field in the gap is close to the saturation 
field of the iron pole and, in the same time, for larger gap 
sizes the considered geometry is not optimum anymore. 

 
Figure 5: Magnetic induction in the gap for various gap 
sizes. Red dots: TOSCA calculations. Black curve: analyt-
ical estimation applying a factor 0.7635. 
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Construction and Measurements 
The PM dipole has been constructed at LLR (Laboratoire 

Leprince-Ringuet) using Nd-Fe-B 40 grade magnets as sur-
rounding magnet material and allied pure iron (2.18 T sat-
uration field) as pole and yoke material. A dedicated me-
chanical tooling and careful adjustment were the key points 
during the magnet assembly due to strong force existent 
between the magnets and corrosion risks that are not neg-
ligible for neodymium magnets. Furthermore, special ar-
rangement of 56 magnets was needed during the assembly 
to balance the field imperfections of individual magnets 
(Fig. 6). In Fig. 6, the dimensions (w × h × l) of the mag-
nets are shown in legends. However, it is believed, that ge-
ometry using iron poles will smoothen the effects of field 
imperfections and defects in magnet once the pole material 

 
Figure 6: Measured magnetic induction at the surface of 
two types of neodymium magnets. For each case, black 
lines represent analytically estimated field values assuming 
0.5 mm offset of Hall probe sensor from the magnet sur-
face. 

is saturated. The assembled dipole and corresponding 
TOSCA model of the magnet are presented in Fig. 7. Mag-
nets shown in blue have been added to strengthen the flux 
on both sides of the poles. The length of the dipole was 
100 mm. The assembled magnet was measured at the 
measurement bench of LLR laboratory. The position of 
Hall probe was aligned to the magnet using an optical sys-
tem with high magnification camera (50 µm pixel resolu-
tion) in the field of view of 5 cm diameter centered on the 
pole gap at the magnet exit face (Fig. 8). The Hall probe 
was mounted on linear translation stages which, according 
to manufacturer, have 0.07 microradians angular slope and 
2 micrometers bidirectional repeatability [10]. Measured 
and simulated field profiles are plotted in Fig. 9. 

 
Figure 7: Left: overview of different block magnets used to 
assembly the dipole. Arrows on the blocks illustrate the 
magnetization directions. Right: TOSCA model of 100 mm 
long magnet yielding 2.092 T peak field value in the gap. 
The main component of induction field is shown in color 
map from blue (lowest value) to red (highest value). 

 
Figure 8: Left: LLR measurement bench with a Hall probe 
mounted on linear transition stages. Right: defined area of 
interest for hall probe alignment using optical system. 

 
Figure 9: On and off-axis main component field profiles 
along horizontal (upper plot) and longitudinal (lower plot) 
directions. For each case dots correspond to the measured 
and curves to the simulated field values. A scaling factor 
(~1%) is applied to match the measured and simulated field 
values. 

Table 1: Summary of Magnet Characteristics 
Parameter Value 

Gap height, mm 10 
Peak field at gap center, T 2.092 
Horizontal good field region 
(~ 10% inhomogeneity), mm ~50 

Horizontal full gap region, mm ~150 
Length, mm 100 
Height, mm 260 
Width, mm 240 
Weight, kg ~50 

 
The result is remarkable yielding to less than 1% disagree-
ment between predicted and measured field values. The 
characteristics of the dipole are given in Table 1. No field 
weakening has been observed as a result of demagnetiza-
tion effects [11] due to a very strong field at the specific 
corners of individual magnets (see TOSCA simulation of 
the magnet on the right side of the Fig. 7). 

 
PM DIPOLE AS A SPECTROMETER 

Implementing Magnetic Field Data into ASTRA 
ASTRA [12] simulation software has been applied to 

study the dynamics of different energy electrons through 
the designed magnet. The magnetic field data has been im-
plemented into ASTRA by means of a Cartesian grid of 
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2 mm × 2 mm × 5 mm (H × W × L) step size wth corre-
sponding values of field components at each grid point. An 
idealized electron bunch having Gaussian distribution in all 
sub spaces was assumed in simulations. Electron beam pa-
rameters are summarized in Table 2. The considered energy 
range of [56–2350] MeV was defined as the lowest energy 
exiting the magnet from the side of the mechanical gap and 
the highest energy which is measurable out of 50 milliradi-
ans divergent laser cone within the interaction chamber. 
A 3D space charge routine [13] was applied in ASTRA by 
using 0.5 million macro particles in a bunch. Electron ref-
erence trajectories and various screens (marked as S#) are 
illustrated in Fig. 10.  

 
Table 2: Electron Beam Parameters used in ASTRA 

LPA beam parameter Value 

Charge, pC 10 
Peak current, kA 1.2 
Energy, MeV 56–2350 
Transverse rms size, µm 2.5 
Transverse rms divergence, mrad 2  

 
 

Figure 10: Range of electron trajectories and correspond-
ing screen positions/orientations for energy measurement 
inside the interaction chamber of CILEX. The laser open-
ing is exemplified by dashed black lines. 

Energy Resolution 

For each the above-mentioned energy (assuming negli-
gible energy spread) the rms resolution at each screen po-
sition was estimated as the ratio of rms beam size in the 
horizontal plane and the mean beam position. The orienta-
tions of the screens have been taken into account in the 
simulations. Figure 11 plots the beam envelopes at the po-
sitions of S1 and S2. In the plot the black line indicates the 
separation of the screens. Electrons of energies below 
200 MeV are strongly affected by the fringe field focusing 
/ defocusing effects. In addition, the fringe field effects 
may be further enhanced / diminished by adjusting the 
magnet laterally. The energy resolution at various screens 
and at different energies is summarized in Fig. 12 yielding 
less than 8% rms value within the whole energy range for 
2 milliradians divergence of electron beam.  

 
Figure 11: Beam rms transverse sizes at screen positions of 
S1 and S2. Blue line: horizontal, red rectangles: vertical. 

 
Figure 12: RMS energy resolution estimated at different 
screens for 2 milliradians beam divergence. Different col-
ors symbolize the outcome at different screen positions. 

SUMMARY 
A 2.1 Tesla permanent magnet dipole has been designed, 

constructed, measured and characterized as a spectrometer 
for CILEX. Very good agreement (~1%) between pre-
dicted and measured magnetic field values has been ob-
tained. A precise electron beam tracking has been done af-
terwards by applying the 3D field map of the magnet into 
ASTRA simulation program. According to tracking results 
the magnet will enable to measure electrons from 56 MeV 
to 2.35 GeV with rms resolution of below 8 percent at full 
energy range. Besides, for smaller laser divergence the 
magnet can be shifted downstream and the energy resolu-
tion may be improved by adding a focusing element into 
the configuration. 
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SIMULATIONS OF BEAM CHOPPING FOR POTENTIAL UPGRADES OF 
THE SNS LEBT CHOPPER* 

B. X. Han†, V. V. Peplov, R.F. Welton, R. B. Saethre, S.N. Murray Jr., T. R. Pennisi, C.M. Stinson, 
M. P. Stockli, SNS, Oak Ridge National Laboratory, Oak Ridge, TN 37831, USA  

Abstract 
The LEBT chopper is a critical element of the SNS ac-

celerator system. In this work, the benefit of increasing the 
chopping voltage amplitude for the present chopping pat-
tern is shown with beam simulations, and an ongoing hard-
ware upgrade of the chopper pulser units is discussed. In 
addition, with the prospect of higher voltage capability of 
the new pulser design, two alternative chopping patterns 
which reduce the switching frequency of the chopper puls-
ers down to ½ or ¼ of the present chopping pattern, are also 
explored with beam simulations.   

INTRODUCTION 
The Spallation Neutron Source (SNS) accelerator sys-

tem consists of a 65 keV H- injector, a 2.5 MeV RFQ, a 
1 GeV linac chain (DTL-CCL-SCL), and a proton accumu-
lator ring. The H- injector is made of a RF-driven, Cs en-
hanced H- ion source and a two-lens electrostatic low en-
ergy beam transport (LEBT). The injector feeds the RFQ 
accelerator with 1 ms long H- beam pulses at 60 Hz. Fig-
ure 1 shows a cross-section view of the SNS H- injector. 

 
Figure 1: A cross-section view of the SNS H- injector. 
 
To facilitate the multi-turn beam stacking in the accumu-

lator ring and to create gaps for clean beam extraction from 
the ring, the 1 ms H- pulses are chopped ~300 ns at the ring 
revolution frequency (~1 MHz) in the LEBT in front of the 
RFQ. The second lens electrode of the LEBT is 

azimuthally split into four segments to allow applications 
of various transverse electric fields on top of the lens volt-
age for beam steering (misalignment correction), chopping 
or blanking. A donut-shape TZM plate surrounding the 
RFQ entrance aperture serves as chopper target as shown 
in Figure 1 [1, 2]. 

THE PRESENT CHOPPING PATTERN 
AND BEAM SIMULATION 

The Present Chopping Pattern 
The four segments of the lens-2 are driven independently 

by four bipolar high voltage pulsers for beam chopping. 
With the present chopping pattern, a pair of neighbouring 
two segments are driven to negative potential and the other 
two are driven to positive potential, i.e. the lens-2 segments 
are driven as two opposing pairs with opposite potentials, 
to generate the transverse field needed for beam chopping. 
The waveforms of the four pulsers are configured in a man-
ner as shown in Figure 2 so that the beam deflection is se-
quentially rotated to four different directions to avoid sput-
tering and heat loading at a single spot on the chopper tar-
get. The lens-2 is oriented in a way that the beam deflection 
directions coincide with the gaps between the neighbour-
ing vanes of the RFQ to minimize ions impacting the vanes 
if the beam is not completely intercepted at the chopper 
target during beam chopping [3]. 

 

 
 

Figure 2: Bipolar chopping voltages applied sequentially 
on opposing pairs of the lens-2 segments. 

Beam Simulations 
The SIMION 8.1 code [4] was used to track the ions 

starting from the ion source outlet aperture to the RFQ 
vanes. A total of 10000 H- ion macro-particles were 
launched with a total charge of 1.5x10-8 coulomb over 
0.25 µs to simulate the space charge effect of a 60 mA 

 ___________________________________________  
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00OR22725 for the United States Department of Energy. 
† hanb@ornl.gov 
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beam. Typical operational voltage settings on the ion 
source and LEBT electrodes were used for beam transport, 
and different chopping voltages were superimposed on the 
lens-2 segments to examine the beam chopping perfor-
mance. The tips of the RFQ vanes were included in the ge-
ometry, but the RFQ fields were not modeled. Shown in 
Figure 3 is a simulation of beam transport through the 
LEBT and injection into the RFQ. In Figure 4, the X-X´ 
phase space distribution output from the SIMION simula-
tion is plotted at the RFQ injection reference plane along 
with an output from PBGUNS (a 2-D code capable of 
plasma emission model) [5] simulation and a real emit-
tance measured on an injector test stand. The RFQ ac-
ceptance ellipse with 4x normalized rms emittance, 4n,rms 

= 1.4  mmmrad, and α= 1.6, and  = 0.06 mm/mrad is 
overlaid on the phase-space plots. The SIMION output 
agrees reasonably well with PBGUNS output and (more 
importantly) with the real measurement data in terms of 
overall beam size and angle.  

 

 
Figure 3: SIMION simulation of beam transport through 
the LEBT and injection into the RFQ. 
 

 
Figure 4: X-X´plots of the injected beam at the RFQ injec-
tion reference plane for a measured emittance and outputs 
from simulations with PBGUNS and SIMION. 
 

Figure 5 shows a case of simulation of beam chopping. 
Bipolar voltages 2.5 kV, the maximum voltage amplitude 
available for routine operation, were applied on opposing 
two pairs of the lens-2 segments representing one of the 
four chopping cycles illustrated in Figure 2. This figure 
shows a cross-section view on the plane of beam deflection 
and its isometric view is shown at the bottom.  

To evaluate beam chopper performance in simulations, 
first of all, we examine the primary goal of beam chopping, 
i.e. deflecting the beam out of the RFQ acceptance either 
in real space or in position-angle phase space; meanwhile 
we also check the beam spot profile on the chopper target 
and the behavior of the fraction of the beam that enters the 
RFQ cavity if the beam was not fully intercepted at the 
chopper target. Figure 6 shows the deflected beam (in red 
dots) at three longitudinal locations, 1) at the front face of 

the chopper target, plotted vs. the RFQ entrance aperture 
and the injected beam (green dots) in real space, 2) at the 
RFQ reference plane, plotted vs. the RFQ acceptance el-
lipse and injected beam in X-X phase space (X axis is 
aligned with the beam deflection direction), and 3) at the 
tips of the RFQ vanes. Simulations were conducted for 
higher voltage amplitudes with 3.0 kV and 3.5 kV in ad-
dition to the case of 2.5 kV, and the results are shown in 
Figure 6.  

 

 
Figure 5: SIMION simulation of beam chopping with 
2.5 kV on the opposing two pairs of the lens-2 segments. 
 

 
Figure 6: Simulation outputs for chopping with 2.5, 3.0, 
and 3.5 kV on opposing pairs of lens-2 segments. 
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It can be seen from Figure 6 that chopping with 2.5 kV 
deflects the beam adequately out of the RFQ acceptance 
ellipse. In practice, post-RFQ beam current waveforms 
show clean gaps created with 2.5 kV chopping, as shown 
in Figure 7.  

 

 
 

Figure 7: Chopped post-RFQ beam waveform. 
 
However, the simulation indicates that a fraction of the 

beam is able to reach and impact on the RFQ vane tips. 
Erosion damage has been observed on the vane tips of the 
old RFQ which was replaced with a new one after ~16 
years operation. While this is not the only scenario of ions 
impacting on the vane tips (others include blanking a short 
beam at the start and end of the 1ms pulses, and inadequate 
deflection of ions during the unavoidable rise and fall time 
of chopper pulsers [6]), it is important to mitigate the effect 
as much as possible. Increasing the chopping voltage am-
plitude is desired to reduce the amount of beam entering 
the cavity and reaching the vane tips during chopping. The 
simulation suggests, chopping with 3.0 kV further sepa-
rates the deflected beam from the RFQ acceptance ellipse 
and seems to also clear the beam from RFQ vanes. Increas-
ing the voltage to 3.5 kV appears to completely deflect 
the beam out of the RFQ entrance aperture and eliminate 
beam entering into the RFQ cavity during chopping. 

THE CHOPPER PULSER HARDWARE 
UPGRADE EFFORT 

The existing high voltage pulsers of the SNS LEBT 
chopper have become obsolete in terms of spare parts. Fur-
thermore, they are functionally limited to maximum volt-
ages of about 2.5 kV due to arcing and power dissipation 
issues. A new bipolar pulser has been designed, and a pro-
totype has been built and tested on a test-bench. The pulser 
uses fast push-pull transistor BEHLKE switch modules. A 
schematic of the new pulser unit is shown in Figure 8. Ac-
cording to test-bench results, the new pulser is capable of 
driving 3.5 kV and up to 5.0 kV is expected with further 
development. The new pulser unit also features reduced 
rise/fall time, improved timing stability, minimized power 
losses and better cooling [7]. 

 
 

Figure 8: A schematic of the new design pulser unit. 

EXPLORING POSSIBLE ALTERNATIVE 
CHOPPING PATTERNS 

Proposed New Chopping Patterns 
With the prospect of increased high voltage capability of 

the chopper pulser hardware, there are possibilities of al-
ternative new chopping patterns. These involve activation 
of only two or even just one segment of the lens-2 at a time 
during beam chopping, and thus reducing the switching 
frequency of each of the four pulsers down to ½ or ¼ of the 
present chopping pattern. With reduced switching frequen-
cies, the switches have more time to recover from charging 
and discharging cycles. The average currents flowing 
through the switches are also reduced. Less stress and less 
heat dissipation are desirable for operational reliability of 
fast HV switches. 

Figures 9 and 10 are voltage waveforms of the four indi-
vidual segments of lens-2 for the two alternative chopping 
patterns being considered. To deflect the beam in the direc-
tions of gaps between the RFQ vanes in the same way as 
the present chopping pattern, the lens-2 needs to be rotated 
azimuthally by 45. The chopping pattern of Figure 9 was 
proposed in [6] with preliminary beam simulation results. 

 

 
Figure 9: Bipolar chopping voltages applied sequentially 
on opposing segments of lens-2. 
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Figure 10: A negative chopping voltage applied sequen-
tially on segments of lens-2. 

Simulations of Beam Chopping 
Simulations were conducted for the proposed new chop-

ping patterns with different voltage amplitudes for the op-
posing two segments starting from 2.5 kV up to 5.0 kV 
and -8.0 kV for the single segment case. Figure 11 shows 
visualization of beam deflection for the 2.5 kV case, as in 
Figure 5. Figure 12 summarizes the outputs of all simula-
tion runs for the new chopping patterns in the same way as 
in Figure 6. 
 

 
Figure 11: SIMION simulation of beam chopping with 
2.5 kV on the opposing two segments of lens-2. 

 
The simulation output suggests that the proposed new 

chopping patterns require higher voltage, such as 4.0 kV 
(-8.0 kV for single segment case) or more to achieve sepa-
ration of the beam from the RFQ acceptance ellipse with 
reasonable margin. Clearing the RFQ vane tips from im-
pacting ions would require even higher voltage - beyond 

the capability of the chopper pulsers under development. 
For the single segment chopping case, it is a serious chal-
lenge at this point to achieve the required voltage ampli-
tude even with the new chopper pulsers. 

 

 

Figure 12: Simulation outputs for chopping with 2.5, 
3.0, 3.5, 4.0, 4.5, 5.0 kV on opposing segments or 
-8.0 kV on a segment of lens-2. 
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Concern with Beam Scraping on lens-2 
As shown in Figure 13, for the same voltage difference, 

the Ex field inside the lens-2 aperture is substantially lower 
for the case of 2-segment chopping pattern compared to the 
two-pair pattern, especially in the outer region along the Y 
axis. So, much higher voltage difference is needed to 
achieve the deflection for the outer ions, but the ions in the 
center of the beam will start to scrape the lens-2 electrode 
if the voltage amplitude is too high, e.g. 4.5 kV as shown 
in Figure 14.  

 

 
Figure 13: Comparison of Ex field distributions of the two-
pair and two-segment chopping. 

 

 
Figure 14: Beam scraping on the lens-2 electrode. 

 

SUMMARY 
A description of the SNS H- injector with LEBT beam 

chopper was given. Beam simulations were conducted for 
the present beam chopping pattern, which involves activa-
tion of all four HV pulsers at the same time. Simulations 

indicate voltage amplitude higher than the presently lim-
ited 2.5 kV is desired to minimize ions impacting on the 
RFQ vane tips. An ongoing effort to upgrade the chopper 
pulser hardware to enable higher voltage capability was 
discussed, 3.5 kV has been achieved on a test-bench and 
5.0 kV is expected with further development. With the 
prospect of higher voltage capability by new design puls-
ers, possible alternative beam chopping patterns which in-
volve activation of only two or even just one pulser at a 
time were explored. The proposed new chopping patterns 
will significantly reduce the stress on the HV switches due 
to reduced switching frequencies. But, beam simulations 
suggest higher voltage amplitude, 4.0 kV or above, is re-
quired to deflect the beam out of the RFQ acceptance el-
lipse with reasonable separation. Clearing the RFQ vane 
from impacting ions requires even higher voltage ampli-
tude, but beam scraping on lens-2 will become a concern. 
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LONGITUDINAL BEAM DYNAMICS IN FRIB AND REA LINACS 
A. S. Plastun†, P. N. Ostroumov, A. C. C. Villari, Q. Zhao 

Facility for Rare Isotope Beams, Michigan State University, 48824, East Lansing, Michigan, USA 

Abstract 
The Front-End and first three cryomodules of the  

Facility for Rare Isotope Beam (FRIB) at Michigan State 
University (MSU) commissioned in July, 2018. The paper 
describes the online tuning procedures of the longitudinal 
beam dynamics through the FRIB linac. These procedures 
include tuning of the accelerating field phases and ampli-
tudes in the cavities. We developed an automated simula-
tion-based tuning procedure for the multi-harmonic 
buncher. In order to tune the radio-frequency quadrupole 
(RFQ) we measured and calculated its threshold voltage 
and scanned its longitudinal acceptance. Tuning of the re-
bunchers and superconducting accelerating cavities is per-
formed by means of the phase scans and Time-Of-Flight 
(TOF) beam energy measurements with beam position and 
phase monitors. 

While FRIB is being commissioned, the re-accelerator 
(ReA3) for rare isotope beams (RIBs) is being upgraded. 
We redesigned the ReA3 RFQ to improve its cooling sys-
tem and provide reliable operation with 16.1 MHz pre-
bunched ion beams with A/Q = 5. In order to provide 
matching of any ReA3 beam both to the following upgrade 
cryomodules and physics experiments’ requirements, room 
temperature rebuncher/debuncher is being designed. The 
design procedure includes the beam dynamics, electromag-
netic, thermal and mechanical simulations and optimiza-
tions. 

INTRODUCTION 
The Facility for Rare Isotope Beams (FRIB) [1] is being 

built to provide 400 kW ion beams up to uranium for the 
rare isotope production. The beam will be accelerated by 
the RFQ and 316 superconducting RF (SRF) cavities to the 
energy of 200 MeV/u. 

Figure 1: FRIB Layout. 

The FRIB linac consists of the Front-end and three linac 
segments (see Fig. 1). The DC beam, created in the ECR 
ion sources is accelerated to 500 keV/u and injected into 
the cryomodules of the linac segment 1 (LS1) as shown in 
Fig. 2 [2]. The 12 keV/u DC beam is pre-bunched by a 
multi-harmonic buncher to form a small longitudinal emit-
tance. The RFQ is followed by medium energy beam 
transport (MEBT) to the cryomodules. The MEBT has two 
room-temperature quarter-wave (QWR) rebunchers to 
match the beam to the following SRF cavities in the longi-
tudinal phase space. 

Figure 2: FRIB Front-end and first three cryomodules. 

The detailed description of the FRIB linac components 
is given elsewhere [3-6]. 

FRIB is designed to accelerate two uranium charge states 
(33+ and 34+) in LS1 simultaneously, strip them in the liq-
uid lithium stripper and continue acceleration of all five 
charge states (76+ through 80+) in one RF bucket [4, 5]. 
Proper tune of field amplitudes and phases of all FRIB cav-
ities, including the bunching ones, is an essential procedure 
required to provide low losses and low emittance growth 
of the multi-charge-state beam [6]. 

MULTI-HARMONIC BUNCHER 
The main purpose of the multi-harmonic buncher 

(MHB) is to form bunches with a small longitudinal emit-
tance, which is required to maintain low particle losses in 
the SRF part of FRIB in multi-charge acceleration mode 
[6]. Also, MHB provides the longitudinal matching of the 
beam with the RFQ acceptance to maintain small emittance 
along the RFQ. 

The FRIB MHB consists of two resonant quarter-wave 
lines attached to a pair of conical drift tubes [7]. The long 
line resonates at frequencies of 40.25 MHz and 
120.75 MHz. The short line resonates at 80.5 MHz. Tuning 
of the MHB is an optimal choice of harmonics amplitudes 
and phases to provide small longitudinal beam emittance, 
proper matching with the RFQ and ~80% transmission of 
the accelerated beam. 

 ___________________________________________  
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At the time of the Front-end commissioning we didn’t 
have any diagnostic tools to characterize the longitudinal 
beam emittance. For this reason, we developed a simula-
tion-based tuning approach. 

Simulation-based Tuning of the MHB 
The idea of this approach is to find the MHB tune, which 

could be closely simulated. And then just rescale the am-
plitudes to provide minimum longitudinal emittance ac-
cording to the simulation results. Since we could reliably 
measure the beam transmission through the RFQ, the se-
lected tune was the “maximum transmission tune”. 

First, we created the electrostatic model of the FRIB 
RFQ vane tips in CST [8] which is based on the point-to-
point tip geometry provided by PARMTEQ [9]. The latter 
was used to generate the vane tip modulation. Figure 3 
shows the 3D model of the vanes. Since the RFQ has volt-
age increase along the resonator from 60 kV to 112 kV, the 
3D-field distribution has been multiplied by the linear V(z)-
law and exported cell-by-cell to use in the beam dynamics 
simulations. All beam dynamics simulations presented in 
this paper have been performed with TRACK code [10]. 

 

 
Figure 3: Vane tips of the FRIB RFQ 3D model. 

Second, we created the RF and electrostatic models for 
the MHB in CST. Beam dynamics simulations in the MHB 
showed that combined 3D electromagnetic field distribu-
tion of three harmonics can be replaced by a sequence of 
three gaps with electrostatic field of charged drift tubes res-
onating at MHB frequencies, as presented in Fig. 4. The 
focusing solenoid in front of the RFQ was also added into 
the TRACK model. 

 
Figure 4: MHB model for beam dynamics simulation. 

Finally, we developed the python-based interface to 
TRACK to enhance optimizing capabilities. Python script 
using the Nelder-Mead simplex method automatically 
finds amplitudes of MHB harmonics corresponding to the 
maximum beam transmission. The MHB settings for “min-
imum ratio of longitudinal emittance to transmission” and 
“minimum longitudinal emittance” were found as well. 
Phase-space plots at the entrance of the RFQ are presented 

in Fig. 5. Parameters of the beam exiting the RFQ are sum-
marized in Table 1. 

 
Figure 5: Phase-space plots for MHB tunes and their har-
monic amplitudes. White area represents the RFQ longitu-
dinal acceptance. 

Table 1: Beam Parameters After the RFQ 

MHB 
Tune 

Long. emittance, 
rms (π·keV/u·ns) 

RFQ+MEBT 
Transmission (%) 

Max T 0.103 83.8 
Min ε/T 0.079 81.6 
Min ε 0.074 76.3 
 
FRIB control system is built on Experimental Physics 

and Industrial Control System (EPICS) [11]. We widely 
use python epics package to get data and control the accel-
erator. In order to tune the real MHB for maximum trans-
mission we developed the python script scanning the am-
plitudes and phases of harmonics. The highest transmission 
can be achieved in two-three iterations of phase-amplitude 
sweep. Other MHB tunes are set by scaling the amplitudes 
as shown in Fig. 5. 

During the commissioning of the first three cryomodules 
we performed the SRF cavity amplitude scan and measure 
the bunch length at each field level. Scan result were used 
to reconstruct the longitudinal beam emittance after the ac-
celeration by seven SRF cavities. The measured (recon-
structed) and simulated emittances are presented in Ta-
ble 2. 

Table 2: Longitudinal rms Beam Emittance 

MHB 
Tune 

Simulated 
emittance 

(π·keV/u·ns) 

Measured 
emittance 

(π·keV/u·ns) 
Max T 0.14 0.19 
Min ε 0.12 0.14 

 

RADIO-FREQUENCY QUADRUPOLE 
The first faraday cup (FC) downstream the FRIB RFQ is 

located behind the third quadrupole triplet of the MEBT. 
The non-accelerated particles are lost upstream of the FC. 
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This fact allows us to measure the RFQ threshold voltage 
[12, 13]. Comparing the calculated and measured values 
for the threshold voltage we can set the design field level 
in the RFQ. The relationship of the design 𝑉଴ and threshold 𝑉௧௛ voltages is: 𝑉௧௛𝑉଴ ൌ 𝑐𝑜𝑠𝜑௦, (1) 

here 𝜑௦ is the synchronous phase in the regular part of the 
RFQ, which is equal to -25° for the FRIB RFQ. It results 
in 𝑉௧௛ = 63 kV at 𝑉଴ = 69.5 kV for 40Ar9+ used for the 
measurements of the threshold curve (see Fig. 6). 
 

 
Figure 6: Threshold curve of the FRIB RFQ. Horizontal 
axis represents the maximum RFQ voltage along the reso-
nator. 

This procedure for the accelerating field calibration is 
widely applied to drift tube linacs (DTLs) with magnetic 
focusing, such as an Alvarez-DTL. But it cannot be used 
with an RFQ if one measures the output beam current right 
at the RFQ exit, because fraction of non-accelerated beam 
is usually high. 

Another way to check the field setting of the RFQ is the 
energy scan of the longitudinal acceptance. We created a 
script, which sweeps the DC beam energy, scales the LEBT 
optics according to equations below and measures the 
RFQ+MEBT beam transmission: 𝑉𝑉ௗ௘௦ ൌ 𝑊𝑊ௗ௘௦ , 𝐼𝐼ௗ௘௦ ൌ 𝑣𝑣ௗ௘௦, (2) 

here V are voltages of electrostatic quadrupoles and e-
bends and I are currents of magnets, W is the beam energy, 
v is the beam velocity. Index des means design value cor-
responding to the energy of 12 keV/u. The result of the en-
ergy scan is presented in Fig. 7. In the simulation we used 
4D-Gaussian distribution with rms emittance of 
0.12 π·mm·mrad. Since the simulated and measured en-
ergy profiles agree very well, we believe that the RFQ volt-
age is set correctly at 𝑉଴ = 69.5 kV. 

RF Phase of the RFQ relative to the FRIB global timing 
system is always equal to 0°. All other cavities, including 
the MHB, have to be properly phased relative to the beam. 
 

 
Figure 7: Energy scan of the RFQ longitudinal acceptance. 

CAVITY PHASE SCAN 
Phase scan of the cavities includes measurement of the 

phase and amplitude of the signal from the beam position 
monitors (BPMs) next to the cavity. Phase of the signal is 
a function of the time of flight from the cavity to the BPM. 
The lowest phase corresponds to the highest beam velocity, 
i.e. to the cavity phase for maximum acceleration. The de-
sign accelerating phase is calculated from the phase of 
maximum acceleration. Figure 8 shows the result of a cav-
ity phase scan. Measured points are interpolated with cubic 
splines and maximum acceleration phase is calculated 
(124° in the Fig. 8). The accelerating phase is equal to 94° 
in this plot and corresponds to -30° synchronous phase.  

The cavity accelerating fields are adjusted to match the 
design energy gain. Beam energy is automatically calcu-
lated online from the measured phases of BPMs’ signals. 

 

 
Figure 8: Example of the cavity phase scan result. Vertical 
axis is a phase of the signal from the BPM next to the cav-
ity. 

During the first three cryomodule commissioning phase 
scans were performed at 20% of the design cavity field 
level to avoid strong RF defocusing and steering of the 
misaligned beam. A phase scan procedure takes about 1 mi-
nute, beam trajectory correction takes 1 – 10 minutes 
(longer for the first several cavities) and about 3 minutes 
are required to ramp up the cavity field to the design am-
plitude. The LS1 commissioning scheduled for the spring 
2019 will include phase scans of 88 SRF cavities. We are 
developing the python application to scan the cavities one-
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by-one automatically including turn-on procedures and 
field ramp-up. Our current goal is 60 seconds per cavity. 

Rebuncher Phase Scan 
If the cavity is a rebuncher the operating phase is then 

defined as a cross-point of two curves measured at two dif-
ferent field levels as shown in Fig. 9. BPM magnitude sig-
nal is used to figure out which of two cross-points is bunch-
ing (i.e. -90° from the maximum acceleration phase) and 
which is debunching (i.e. +90° from the maximum accel-
eration phase). Buncher voltage is calibrated by energy 
measurement at the phase of maximum acceleration. 

 

 
Figure 9: Example of the buncher phase scan result. 

RE-ACCELERATOR UPGRADE 
While FRIB is being commissioned, the MSU re-accel-

erator (ReA) for rare isotope beams (RIBs) is being up-
graded. ReA was commissioned as ReA3 in 2015 [14] and 
currently accelerates rare isotope beams with charge-to-
mass ratio from 0.25 to 0.5 at the energy range from 0.3 to 
6 MeV/u. The ReA3 upgrade includes: (a) replacement of 
the ReA3 RFQ electrodes to improve the cooling and to 
provide higher capture efficiency for 16.1 MHz bunches 
with charge-to-mass ratio down to 0.2, (b) adding another 
three cryomodules after the ReA3, (c) installation of the 
new electron beam ion trap (EBIS), (d) new RF controllers. 
Upgraded ReA options called ReA6 and ReA12 will sig-
nificantly extend the scientific program allowing to reach 
beam energies up to 24 MeV/u (see Fig. 10). 

 

 
Figure 10: MSU Re-accelerator layout. 

In order to match any ReA3 beam to the following up-
grade cryomodules and meet the requirements of low en-
ergy nuclear physics experiments’, a room temperature cw 
rebuncher/debuncher will be developed and built. 

ReA3 RFQ Upgrade 
To provide the reliable cw operation of the ReA3 RFQ 

the electrodes were re-designed to reduce the inter-vane 
voltage from 86.5 kV to 70 kV, peak fields from 1.6 to 1.45 
Kilpatrick units, RF power consumption from 160 kW to 
100 kW. The RFQ resonator and, consequently, the length 
of the electrodes remains the same. To gain more energy at 
reduced voltage we implemented the trapezoidal modula-
tion of the electrodes in the acceleration section of the 
structure. Currently, no RFQ-design codes capable of de-
signing the electrodes with both sinusoidal and trapezoidal 
modulation are available. To deal with it we developed the 
practical design approach for RFQs [15]. It is based on a 
VBA Macro running in CST STUDIO and performing the 
cell-by-cell construction of the 3D CAD model for the 
modulated electrodes. The macro automatically adjusts the 
cell lengths to match the desired synchronous phase law. 
Each iteration consists of electrostatic simulation of the 
CAD model, 1D beam dynamics simulation of the refer-
ence particle, evaluation of the RF phase in the cell center 
and adjustment of the cell length if needed. At the end of 
the design procedure we generated the CAD model which 
was used for the electrodes’ fabrication. The photo of the 
machined electrodes is shown in Fig. 11. The installation 
is scheduled for 2019. 

 

 
Figure 11: Manufactured electrodes for ReA3 RFQ Up-
grade (provided by Kress GmbH, Germany). #1 – trapezoi-
dal part, #2 and #4 – output radial matcher, producing 
round beam, #3 – input radial matcher and sinusoidal part. 

Rebuncher 
The main purpose of the rebuncher is to match ReA3 

beams with the energy of 12·Q/A MeV/u to the ReA6 cry-
omodule, here Q is an ion charge state and A is an ion mass 
number. Another function of the rebuncher is to debunch 
0.3 – 6.0 MeV/u beams for ReA3 users. The requirement 
for the bunch length is ±1 ns and for the energy spread is 
±1 keV/u. We have studied several options: 80.5 MHz or 
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161 MHz cavity, single rebuncher in two different loca-
tions or two rebunchers, double-gap QWR and multi-gap 
IH structure, etc. The main criteria were low construction 
and operational costs. Figure 12 shows the basic design of 
the rebuncher cavity. Its parameters are presented in Ta-
ble 3. 

Figure 12: ReA rebuncher design. 

Design of cw cavities usually includes coupled RF, ther-
mal and mechanical simulations due to high heat load from 
RF losses. Multiphysics design of the cavity is fully com-
pleted with a combination of CST STUDIO and Solid-
Works Flow Simulation Tool. The latter is mostly used to 
calculate the heat transfer coefficients for water cooling 
channels. 

Table 3: ReA Rebuncher Parameters 

Parameter Value Unit 
Frequency f0 161 MHz 
βG 0.1
Voltage V0 200 kV 
RF power P0 4 kW
Quality factor Q0 13,000 
Peak surface field Epeak 0.6  Kilpatrick units 
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ANALYSIS OF EMITTANCE GROWTH IN A GRIDLESS SPECTRAL
POISSON SOLVER FOR FULLY SYMPLECTIC MULTIPARTICLE

TRACKING
C. E. Mitchell∗, Ji Qiang, Lawrence Berkeley National Laboratory, Berkeley, CA 94720, USA

Abstract
Gridless spectral methods for self-consistent symplec-

tic space charge modeling possess several advantages over
traditional momentum-conserving particle-in-cell methods,
including the absence of numerical grid heating and the
presence of an underlying multi-particle Hamiltonian. Nev-
ertheless, evidence of collisional particle noise remains. For
a class of such 1D and 2D algorithms, we provide analytical
models of the numerical field error, the optimal choice of
spectral modes, and the numerical emittance growth per time
step. We compare these results with the emittance growth
models of Struckmeier, Hoffman, Kesting, and others.

INTRODUCTION
Distinguishing between physical and numerical emittance

growth observed in long-term tracking of beams with space
charge is critical to understanding beam performance in
high-intensity proton rings. Numerical emittance growth
has been modeled as a collisional increase of the beam phase
space volume driven by random noise caused by the use of a
small number of macroparticles [1–4]. Recently, several au-
thors have developed methods for multiparticle tracking (in
plasmas or beams) using variational or explicitly symplectic
algorithms designed to preserve the geometric properties of
the self-consistent equations of motion [5–7]. In this paper,
we address the problem of numerical emittance growth gen-
erated by the multi-particle symplectic algorithm described
in [7]. Due to its relative simplicity, this algorithm can be
used as a test-bed for explicit probabilistic models of numer-
ical errors in the computed field and numerical emittance
growth.

SYMPLECTIC SPECTRAL ALGORITHM
We apply the algorithm described in Section III of [7] to

treat the Poisson equation in a general bounded domain Ω ⊂
Rd (d ≤ 2) with conducting boundary ∂Ω. The symplectic
map describing a numerical step in the path length coordinate
s is performed by applying second-order operator splitting
to the following multi-particle Hamiltonian:

H =
Np∑
j=1

Hext(®rj, ®pj, s) −
n

Np

1
2

Np∑
j=1

Np∑
k=1

Nl∑
l=1

1
λl

el(®rj)el(®rk).

Here Hext is the single-particle Hamiltonian in the external
applied fields, Np denotes the number of simulation parti-
cles, Nl denotes the number of computed modes, and n is a
space charge intensity parameter. The smooth functions el
∗ ChadMitchell@lbl.gov

form an orthonormal basis for the space of square-integrable
functions on the domain Ω, and satisfy

∇2el = λlel, el |∂Ω = 0, (λl < 0). (1)

It follows from H that each particle moves in response to the
smooth space charge force ®F = −∇U, where

U(®r) = −
n

Np

Nl∑
l=1

Np∑
j=1

1
λl

el(®rj)el(®r). (2)

The space charge potential U satisfies the Poisson equation
∇2U = −ρ and U |∂Ω = 0, where ρ is a particle-based
approximation to the beam density, given in terms of the
modes el (l = 1,2, . . .) by:

ρ =

Nl∑
l=1

ρlel, ρl =
n

Np

Np∑
j=1

el(®rj). (3)

The set of functions

®el =
1
√
−λl
∇el (l = 1,2, . . .) (4)

is orthonormal and can be extended to an orthonormal basis
for the space of square-integrable vector-valued functions
on Ω. The relationships between the corresponding modes
of ρ, U, and ®F are then given simply by:

Ul = ρl/λl, Fl = −
√
−λlUl . (5)

By appropriately grouping the sums appearing in the space
charge kick, the complexity of a single numerical step using
the Hamiltonian H scales as O(NpNl) [7].

PROBABILISTIC MODEL
Assume that particle coordinates (®rj, ®pj), j = 1, . . . ,Np

are sampled from the joint probability density PN given by:

PN (®r1, ®p1, . . . , ®rNp , ®pNp ) =

Np∏
j=1

P(®rj, ®pj), (6)

where P is the probability density on the single-particle
phase space describing an ideal (smooth) beam distribution.
If a denotes any function on the single-particle phase space,
we denote its beam-based average by

〈a〉 =
1

Np

Np∑
j=1

a(®rj, ®pj), ∆a = a − 〈a〉. (7)

13th Int. Computational Accelerator Physics Conf. ICAP2018, Key West, FL, USA JACoW Publishing
ISBN: 978-3-95450-200-4 doi:10.18429/JACoW-ICAP2018-WEPLG01

D-1 Beam Dynamics Simulations

WEPLG01

335

C
on

te
nt

fr
om

th
is

w
or

k
m

ay
be

us
ed

un
de

rt
he

te
rm

s
of

th
e

C
C

B
Y

3.
0

lic
en

ce
(©

20
18

).
A

ny
di

st
ri

bu
tio

n
of

th
is

w
or

k
m

us
tm

ai
nt

ai
n

at
tr

ib
ut

io
n

to
th

e
au

th
or

(s
),

tit
le

of
th

e
w

or
k,

pu
bl

is
he

r,
an

d
D

O
I.



Likewise, if F,G denote random variables on the multi-
particle phase space, we denote their expected value and
covariance as

E[F] =
∫

FdPN , Cov[F,G] = E[FG] − E[F]E[G].

If a1 and a2 denote two functions on the single-particle phase
space, then 〈a1〉 and 〈a2〉 define random variables on the
multi-particle phase space, and it follows from the fact that
distinct particles are independent and identically distributed,
see Eq. (6), that ( j = 1,2)

E[〈aj〉] = E[aj], Cov[〈a1〉, 〈a2〉] =
1

Np
Cov[a1,a2].

A generalization of this result is provided in the Appendix.

FIELD ERROR AND OPTIMAL MODES
Field Error

The space charge potential of an ideal beam with density
ρexact is given by the exact solution of the Poisson equation:

∇2Uexact = −ρexact, Uexact |∂Ω = 0, (8)

where ρexact is the spatial projection of the phase space den-
sity nP appearing in Eq. (6). It follows that

ρlexact =

∫
Ω

ρexact(®r)el(®r)d®r = n E[el]. (9)

Let δρ = ρ − ρexact and δ ®F = ®F − ®Fexact, where ρ and
®F are the numerically computed quantities obtained using
Eqs. (2–5). It follows that for all modes with l,m ≤ Nl ,

E[δρl] = 0, Cov[δρl, δρm] =
n2

Np
Cov[el, em]. (10)

Using the relationships in Eq. (5) gives:

E[δFlδFm] =

{ 1
Np

n2
√
λlλm

Cov[el, em] (l,m ≤ Nl)

n2
√
λlλm

E[el]E[em] (l,m > Nl)
.

(11)
The mean-squared value of the computed field error at any
point ®r ∈ Ω is then given by:

E[|δ ®F(®r)|2] =
∞∑

l,m=1
E[δFlδFm]®el(®r) · ®em(®r). (12)

Define the L2 norm of the error in the computed field by:

| |δ ®F | |2 =
∫
Ω

|δ ®F(®r)|2d®r =
∞∑
l=1

(
δFl

)2
. (13)

Taking the expected value of Eq. (13) using Eq. (11) gives:

E[| |δ ®F | |2] = −
1

Np

Nl∑
l=1

n2

λl
Var[el] −

∞∑
l=Nl+1

n2

λl
E[el]2. (14)

The quantity Eq. (14) splits cleanly into contributions due to
particle noise (leftmost sum) and mode truncation (rightmost
sum).

Numerical 1D Example
Consider a 1D domain Ω = (0,a) containing a beam with

an ideal beam distribution P with parabolic spatial profile:

P(x, p) =
3
4h

{
1 −
(x − d)2

h2

}
δ(p), |x − d | ≤ h. (15)

Figure 1 illustrates the predicted rms error in the computed
field (black), together with the statistically computed rms
error obtained by averaging over 200 distinct random seeds
(red dashed). We see good agreement with the analytical
model Eqs. (11–12). The error is largest near the beam
core, with Gibbs ringing near the beam edges. Figure 2

Figure 1: Error in the computed field obtained using Np =

1000, Nl = 9, n = 1 corresponding to the density Eq. (15)
with a = 1, d = 1/3, and h = 1/4. (Upper) RMS error in
the coefficient of mode l. (Lower) RMS error in the field at
each position x.

illustrates the expected norm of the field error as a function
of the number of particles and the number of modes. For
fixed Nl = 9, the error decreases monotonically with Np,
approaching a nonzero limit. However, for fixed Np = 1000,
the error attains a minimum near Nl = 9. The problem of
choosing an optimal mode cutoff is addressed in the next
section.

Optimal Mode Set
For an ideal density ρexact, we can determine the optimal

set of modes S that must be computed to minimize the ex-
pected total error Eq. (14). Since λl < 0, every term in this
sum is nonnegative. Since every mode with index l must
contribute to either the leftmost sum or the rightmost sum in
Eq. (14), the quantity Eq. (14) is globally minimized when
we enforce the condition that l ∈ S if and only if:

E[(δFl)2]

(Fl
exact)

2
=

Var[δρl]
(ρlexact)

2
=

1
Np

Var[el]
E[el]2

≤ 1. (16)
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Figure 2: Norm of the error in the computed field corre-
sponding to the beam density Eq. (15) with a = 1, d = 1/3,
and h = 1/4. (Upper) Shown vs. number of particles for
fixed mode cutoff Nl = 9. (Lower) Shown vs. number of
modes for fixed Np = 1000. In both cases n = 1.

That is, l ∈ S if and only if the rms size of fluctuations in
the coefficient ρl resulting from particle noise is less than
or equal to the value of ρl for the ideal (smooth) density.
Because E[el]2 generally decays more rapidly that Var[el]
with increasing index l, the set S is generally finite, and it
follows from Eq. (16) that the optimal number of modes
increases monotonically with the number of simulation par-
ticles Np. Note that even in 1D, the optimal set S does
not in general take the form of a consecutive set of indices
S = {1,2,3, . . . ,Nl}.

ANALYSIS OF EMITTANCE GROWTH

Emittance Growth on a Single Step
Consider the case of a beam propagating with space charge

in a set of linear external focusing fields. The change in x-
emittance under a space charge kick (x, p) 7→ (x, p + τF) of
step size τ is given by:

ε2 − ε2
0 = 2τA + τ2B, (17)

where the terms A and B take the forms:

A = 〈∆x2〉〈∆p∆F〉 − 〈∆x∆p〉〈∆x∆F〉, (18)

B = 〈∆x2〉〈∆F2〉 − 〈∆x∆F〉2. (19)

Note that Eq. (18) may have variable sign, while Eq. (19) is
always nonnegative. Both A and B are invariant under the
transformation:

x → x + c, p→ p + ax + b, F → F + gx + h (20)

for any constants a, b, c, g, and h. This allows us to remove
all linear correlations with x, writing

x = E[x] + xu, (21)

p = E[p] +
Cov[x, p]
Var[x]

(x − E[x]) + pu, (22)

e′l = E[e′l] +
Cov[x, e′

l
]

Var[x]
(x − E[x]) + e′l,u . (23)

Here e′
l
= ∂el/∂x. Replacing x, p, and e′

l
with xu , pu , and

e′
l,u

if necessary, we may therefore assume that E[x] = 0,
E[p] = 0, E[e′

l
] = 0, Cov[x, p] = 0, and Cov[x, e′

l
] = 0. Ap-

plying our probabilistic model to the random variables A and
B using the results of the Appendix gives a decomposition
into modes of the form:

E[A] =
Nl∑
l=1

n
λl

Al, E[B] =
Nl∑

l,m=1

n2

λlλm
Blm, (24)

Var[A] =
Nl∑

l,m=1

n2

λlλm
Alm, (25)

Var[B] =
Nl∑

l,m,l′,m′=1

n4

λlλmλl′λm′
Blml′m′ . (26)

In general, the mode coefficients are complicated and must
be evaluated using computer algebra. However, in the
smooth beam limit Np →∞, we have:

lim
Np→∞

Al = Var[x]Cov[p, e′l]E[el], (27)

lim
Np→∞

Blm = Var[x]Cov[e′l, e
′
m]E[el]E[em]. (28)

Note also that Var[A] and Var[B] are each O(1/Np). If P is
chosen such that x and p are independent (aside from pos-
sible linear correlation), we also have the following results,
accurate through first order in 1/Np:

E[A] = 0, Var[A] =
1

Np
Var[x]Var[p]E[B]. (29)

Finally, we may evaluate the coefficients appearing in E[B]
through first order in 1/Np to give:

Blm = lim
Np→∞

Blm +
1

2Np
(T lm + Tml), (30)

where

T lm = Var[x]Cov[e′l, e
′
m]Cov[el, em]

− 3 Var[x]Cov[e′l, e
′
m]E[el]E[em]

+ 2 Cov[x2, el]Cov[e′l, e
′
m]E[em]

+ 2 Var[x]Cov[e′le
′
m, el]E[em]. (31)

These results can be compared to the model of emittance
growth on a single step described in Section IV of [4]. That
model is equivalent to treating the kick F as a random field
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with E[F(x)] = 0 and spatially-varying Var[F(x)], and ne-
glecting contributions to the emittance due to statistical fluc-
tuations in the beam moments and nonlinear correlations
between F and x. Applying this model to Eq. (18–19) gives:

E[A] = 0, E[B] = Var[x]E[Var[F(x)]]]. (32)

Using the model of numerical field error given in the previ-
ous section Eq. (12), we find (in the 1D case) that:

Var[F(x)] =
1

Np

Nl∑
l,m=1

n2

λlλm
Cov[el, em]e′l(x)e

′
m(x). (33)

It follows from Eq. (33) that

E[B] =
1

Np

Nl∑
l,m=1

n2

λlλm
Var[x]Cov[el, em]Cov[e′l, e

′
m].

(34)
Comparing with Eq. (31), we see that this approximation is
equivalent to assuming that the emittance growth vanishes
in the limit Np →∞ and neglecting all but the first term of
Eq. (31).

Numerical 1D Example
Consider a 1D domain Ω = (0,a), using an ideal beam

distribution P of the form:

P(x, p) =
1

2πσpσx
exp

(
−

p2

2σ2
p

)
exp

(
−
(x − a/2)2

2σ2
x

)
.

(35)
A statistical test was performed as follows. We randomly

generated a beam consisting of Np particles (x, p) by sam-
pling from the density Eq. (35). The space charge force
F(x) was computed at all particle locations using the sym-
plectic spectral algorithm with Nl = 15, n = 1. Terms A
and B of Eqs. (18–19) were computed, and this procedure
was repeated for 1M distinct random seeds. Fig. 3 provides
histograms of the results, illustrating the probability density
of the random variables A and B. In each figure, the quantity
on the horizontal axis is shown after subtracting the expected
value obtained in the smooth beam limit Np → ∞, given
by using Eqs. (27–28) in Eq. (24). Here limNp→∞ E[A] = 0
and limNp→∞ E[B] = 3.75 × 10−3. The results become
more sharply peaked around the predicted smooth limiting
value as Np →∞, with a standard deviation that scales as
O(1/

√
Np), as predicted. Table 1 provides the mean and

standard deviation of A and B. Comparing the computed
mean µ and standard deviation σ of A with the prediction
Eq. (29), we see that µ deviates from E[A] by <10−6, and σ
is in agreement with Var[A]1/2.

Emittance Growth in a FODO Channel
We modeled a 1 GeV proton beam with 100 A current in a

FODO lattice of period 1 m, using a 2D rectangular domain
of size 6.5×6.5 mm. The lattice zero current phase advance
per period is 87 degrees, and the depressed phase advance
is 74 degrees. Figure 4 shows the emittance evolution of

Figure 3: Probability density for the emittance contributions
A and B of Eqs. (18–19) for the case Nl = 15, n = 1,
obtained by sampling beams with varying Np using 1M
random seeds. (Upper) Term A. (Lower) Term B. The
values of A and B are statistically uncorrelated.

Table 1: Emittance Contributions on a Single Step

term A term B

Np µ σ µ σ

103 −9.9 × 10−7 1.9 × 10−3 2.2 × 10−6 5.5 × 10−4

104 −3.3 × 10−7 6.1 × 10−4 4.1 × 10−7 1.8 × 10−4

105 +2.9 × 10−7 1.9 × 10−4 1.0 × 10−7 5.6 × 10−5

an initially matched KV beam with εx,n = εy,n = 1 µm
over 100,000 periods using 15 horizontal and 15 vertical
modes (so Nl = 15 × 15). Despite the small number of
modes and the small number of particles, the emittance is
preserved within 0.4%. The emittance evolution is domi-
nated by period-period fluctuations, and the rms amplitude
of these fluctuations scales as N−βp , with a best fit exponent
of β = 0.57, approximately consistent with O(1/

√
Np).

By contrast, Fig. 5 shows the emittance evolution of an
initially matched Gaussian beam with εx,n = εy,n = 1 µm
using 32× 32 modes, illustrating linear emittance growth. A
least-squares fit to determine the emittance growth rate was
performed for each value of Np , and the resulting emittance
growth rate data scales as N−αp with α = 0.996, consistent
with O(1/Np). The rms amplitude of residual fluctuations
after removing the linear fit indicates that these fluctuations
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scale as N−βp , with β = 0.58, similar to the KV case and
nearly consistent with O(1/

√
Np).

Figure 4: Evolution of the 4D emittance√εxεy for a matched
KV beam propagating in a FODO lattice using 15 × 15
spectral modes for several values of Np .

Figure 5: Evolution of the 4D emittance√εxεy for an initially
Gaussian beam propagating in the same FODO lattice using
32 × 32 spectral modes for several values of Np .

Letting εn denote the emittance after the nth numerical
step, we have the expected emittance change at step n:

E[ε2
n − ε

2
n−1] = 2τ E[A] + τ2 E[B], (36)

where A and B denote the contributions Eqs. (18–19) at step
n. Dividing by τ, assuming that the ideal (smooth) beam
distribution evolves slowly from step to step (a questionable
assumption), and assuming a relative emittance growth <<
1, we obtain an approximate expression for the emittance
growth rate given by (compare the result in [4]):

E
[

dε
dτ

]
≈

1
2ε0

τ E[B]. (37)

Similarly, noting that:

Var[ε2
n − ε

2
n−1] = 4τ2 Var[A] + 4τ3 Cov[A,B] + τ4 Var[B],

keeping to leading order in the stepsize τ, and making the
same assumptions as above gives an approximate expression
for the rms fluctuations of the emittance from step to step:

σ∆ε ≈
τ

ε0
Var[A]1/2. (38)

Using Eqs. (29) and (34), we see that the two quantities
Eqs. (37) and (38) are expected to scale as O(1/Np) and
O(1/

√
Np), respectively, as observed.

The approximate scaling analysis above effectively ne-
glects horizontal-vertical coupling. A probabilistic treat-
ment of the dynamical emittance growth driven by particle
noise in the presence of space charge was previously pro-
posed using a moment analysis of the Vlasov-Fokker-Planck
equation [1], [8], where the role of collisional heat exchange
between the degrees of freedom is emphasized. A connec-
tion could be made by relating the friction and diffusion
coefficients in this model to the explicit model of field and
single-step emittance growth described here.

CONCLUSION

We developed probabilistic models of the computed field
error and numerical emittance growth on a single step for a
fully symplectic spectral space charge tracking algorithm [7].
The models described here are independent of the detailed
geometry of the domain, which appears indirectly through
the set of modes el and eigenvalues λl . The model of the
computed field error, including both particle noise and errors
due to the use of a finite mode cutoff, is relatively simple,
and can be used to select an optimal set of computed modes
that minimizes the expected norm of the computed field
error for a given particle number.

A complete probabilistic model of dynamical emittance
growth is difficult, but insight can be drawn from a model of
emittance growth on a single numerical step. This emit-
tance growth is driven by the two terms Eqs. (18) and
(19). Term A in general has negligible expected value, but
Var[A] ∼ O(1/Np), and this variance drives fluctuations in
the emittance from step to step, which scale approximately
as O(1/

√
Np). Term B is always nonnegative. Its expected

value contains a term that is independent of Np , which drives
emittance growth in the smooth-beam limit, and a term due
to particle noise, that drives additional emittance growth
scaling as ∼ O(1/Np). Statistical moments of these terms
can be decomposed into contributions from various modes,
and evaluated for a given beam distribution function. We
observe a scaling of emittance growth rates and emittance
fluctuations consistent with this model for a beam propagat-
ing in a FODO channel.

Additional work is underway to investigate the validity
of this probabilistic model by evaluating the role played by
statistical correlations between successive numerical steps.
Finally, while it appears that symplecticity alone is insuffi-
cient to eliminate the diffusive effects of numerical noise, it
is suspected that these effects can be further suppressed by
using higher-order particle shapes (such as those described
in [6]), which serve to additionally filter high-frequency com-
ponents of the computed space charge fields. A discussion
of this approach and additional strategies for noise filtering
in space charge tracking is provided in [9].
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APPENDIX
Let aj ( j = 1, . . . ,N) and bk (k = 1, . . . ,M) denote func-

tions defined on the single-particle phase space. Under the
probability model Eq. (6), we may evaluate the expected
value and variance of any polynomial in the beam averages
〈aj〉, 〈bk〉. This includes, for example, Eqs. (18–19). It
follows from the fact that distinct particles are independent
and identically distributed that:

E


N∏
j=1
〈aj〉

 =
N∏
j=1

E[aj]+ (39)

1
Np

N∑
j ,k=1
j<k

Cov[aj,ak]
N∏
n,j

n,k

E[an] +O

(
1

N2
p

)
,

and also:

Cov


N∏
j=1
〈aj〉,

M∏
k=1
〈bk〉

 = (40)

1
Np

N∑
j=1

M∑
k=1

N∏
r,j

E[ar ]
M∏
s,k

E[bs]Cov[aj, bk] +O

(
1

N2
p

)
.

Throughout this paper, we evaluate all quantities to first order
in 1/Np . We may use the linearity of E[·] and the bilinearity
of Cov[·, ·] to extend this result to polynomials in 〈aj〉, 〈bk〉.
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WAKEFIELD BBU INSTABILITY∗
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Abstract
Plasma wakefield accelerators achieve accelerating gra-

dients on the order of the wave-breaking limit, mc2kp/e,
so that higher accelerating gradients correspond to shorter
plasma wavelengths. Small-scale accelerating structures,
such as plasma and dielectric wakefields, are susceptible
to the beam break-up instability (BBU), which can be un-
derstood from the Panofsky-Wenzel theorem: if the funda-
mental accelerating mode scales as b−1 for a structure radius
b, then the dipole mode must scale as b−4, meaning that
high accelerating gradients necessarily come with strong
dipole wake fields. Because of this relationship, any plasma-
accelerator-based future collider will require detailed study
of the trade-offs between extracting the maximum energy
from the driver and mitigating the beam break-up instability.
Recent theoretical work predicts the tradeoff between the
witness bunch stability and the amount of energy that can
be extracted from the drive bunch, a so-called efficiency-
instability relation. We will discuss the beam break-up in-
stability and the efficiency-instability relation and the theo-
retical assumptions made in reaching this conclusion. We
will also present preliminary particle-in-cell simulations of
a beam-driven plasma wakefield accelerator used to test the
domain of validity for the assumptions made in this model.

INTRODUCTION
A future lepton collider will have to operate at center

of mass energies near 10 TeV. Conventional warm cop-
per or superconducting rf structures are limited to around
50 MeV m−1 accelerating gradients, meaning that a conven-
tional rf linac would require hundreds of kilometers of ac-
celerating structures. Smaller scale millimeter or THz struc-
tures can achieve gradients closer to 300 MeV m−1 bring
the length of the linac to the scale of ten kilometers. The
gradients in both of these structures are primarily limited
by breakdown phenomena. Much higher accelerating gra-
dients are possible in accelerating structures that are al-
ready broken down, that is to say plasmas. The accelerating
gradients available to plasma-based accelerators – beam-
driven plasma wakefield accelerators (PWFAs) or laser-
driven laser plasma accelerators (LPAs) – have accelerating
gradients limited by the wave-breaking limit of the plasma
EWB = mc2kp/e ≈ 96.

√
npe[cm−3][V/m] which, for labo-

∗ Work supported by Department of Energy Office of Science, Office of
High Energy Physics under award no. DE-SC0018718
† swebb@radiasoft.net

ratory plasma densities around 1 × 1016 cm−3 corresponds
to accelerating gradients near 10 GV m−1.

This accelerating gradient comes at the cost of small-
scale structures, since decreasing the plasma wavelength
λp = 2π/kp increases the wave-breaking limit. At the same
time, this shrinks the size of the accelerating plasma wave,
which makes the witness bunch more prone to various trans-
verse instabilities, such as the hosing instability [1], which is
similar to the transverse beam break-up (BBU) instability [2]
in traditional linear accelerators. In the case of conventional
accelerator, BBU is dictated by the transverse size of the
beam pipe, while the accelerating gradient depends on the
longitudinal length scales of the accelerating cavity, two
independent parameters. In plasma accelerators, the “beam
pipe” and “accelerating cavity” are both the plasma wave,
and the scales are not independent.

Because these scales are related, there exists an efficiency-
instability relationship [3] predicted to limit how much en-
ergy can be extracted from the driver of a plasma accelerator
before the BBU instability makes the witness bunch unus-
able for collider applications. Our ongoing work is to study
the domain of validity of this theory, and ways to avoid this
limit, to design a high-efficiency plasma accelerator based
TeV lepton collider.

BEAM BREAK-UP AND HOSING
INSTABILITIES

The dipole beam break-up instability occurs when a beam
is off-center from the beam pipe. This excites a transverse
dipole field, where betatron oscillations of the head of the
bunch can drive the tail of the bunch to larger betatron ampli-
tudes. A description of this instability in conventional linear
accelerators is discussed in detail in Chapter 3 of Chao [4],
and is illustrated in Fig. 1.

= INSTABILITIES IN LINEAR ACCELERATORS 

kps=O kps=$ kps=Ic k(js= F kps=2n 

3.3. Sequence of snapshots of a beam undergoing dipole beam breakup instability 
Values of k,s indicated are modulo 27~. The dashed curves indicate the trajectory of 
head. 

where L, is the total linac length. For short bunches, W,(z) < 0, 
parameter r is positive. 

off-axis deflects the bunch tail so that 

amplitude of the flapping tail increases with s until the tail breaks up and 
particles are lost. Note that the sign of the tail swing shown in Figure 3.3 is 
not arbitrary, because 7’ > 0. 

Figure 3.4. Four transverse beam profiles observed at the end of the SLK linac are shown 
when the beam was carefully injected and injected with 0.2, 0.5, and 1 mm offsets. The beam 
sizes ux and cY are about 120 pm. (Courtesy John Seeman, 1991.) 

Figure 1: Illustration of the beam break-up instability in
Chao [4].

In the beam break-up instability, the head of the bunch
begins with some transverse offset. This excites a dipole
wake field, which oscillates at the betatron wavelength. The
oscillating dipole wake acts as a resonant driving term for the
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tail of the bunch. A two-macroparticle model that includes
acceleration has the set of ODEs for a head and tail particle:

d
ds

[
γ(s)

dy1
ds

]
+ k2

βγ(s)y1 = 0, (1a)

d
ds

[
γ(s)

dy2
ds

]
+ k2

βγ(s)y2 = −
NreW
2γ(s)L

y1, (1b)

where here W is the dipole wake function, which scales
with the structure radius as b−4. The acceleration mitigates
the instability to some extent, but asymptotically for slow
acceleration the growth factor

Υ = −
NreW1(z)L0

4kβγiL
ln
γ f

γi
(2)

leads to unacceptably large growth in the tail emittance for
a collider without mitigating the instability. The hosing
instability in plasma accelerators described by Whittum et
al. [1] has a similar structure to the beam break-up instability
for conventional linear accelerators.

One established approach to damping this instability in
conventional linacs is to use BNS damping [5]. In BNS
damping, a correlated energy spread across the bunch, com-
bined with the chromaticity of the lattice, tunes the betatron
frequency of the tail away from the resonance. The instabil-
ity is completely stabilized if

∆kβ
kβ
=
Υ

kβL
. (3)

Driving this frequency spread with linear chromaticity,
∆kβ = ξ∆p/p, for a plasma accelerator would require corre-
lated energy spread on the order of 10%, far too large for a
final focus in a linear collider.

Another possibility for mitigating the instability is to use
the octupolar focusing that comes from ion motion in the
plasma channel [6]. The space charge fields of the drive
and witness bunch can cause the background ions to move,
which can in some cases lead to “ion collapse” and the com-
plete spoiling of the witness bunch emittance [7]. However,
if this is carefully balanced so that the ion motion is only
slightly perturbed, the perturbed ion density can introduce
sufficient nonlinear focusing to introduce a tune shift with
amplitude that detunes the resonance without the need for
a large correlated energy spread. The nonlinear transverse
focusing will increase the emittance in the tail of the witness
bunch, but the emittance growth could be acceptable for col-
lider applications if the nonlinear ion focusing is sufficient
to prevent the instability.

EFFICIENCY-INSTABILITY
RELATIONSHIP

Without these mitigation schemes, the efficiency of a sin-
gle stage of a plasma accelerator is related to the same pa-
rameters of the nonlinear wake as the instability growth rate.
Under a handful of assumptions, this leads to an efficiency-
instability relationship [3].

We can define the efficiency of an accelerator stage as the
ratio of the beam power transferred to the witness bunch to
the power in the drive bunch, ηt = Pt/Pb. The strength of
the instability can be described as the ratio of the transverse
focusing force to the strength of the forcing term, ηp =
−Ft/Fr . Because the focusing and the acceleration are both
directly related to the plasma wake parameters, the efficiency
and instability are related approximately as

ηt ≈
ηp

4(1 − ηp)
, (4)

so, from this relationship, achieving high efficiency makes
the witness bunch particularly susceptible to the beam break-
up instability. If this conclusion holds, and the instability
cannot be mitigated, it would put a hard limit on the effi-
ciency available for a plasma accelerator for collider appli-
cations.

There are a handful of assumptions that go into this rela-
tionship:

1. The sheath of the plasma wake is a good conductor;

2. The transverse witness bunch wake in the variable-
radius plasma bubble will satisfy a particular relation-
ship, described in [3]; and

3. The plasma wake is not strongly deformed by the wit-
ness bunch.

It is important to determine when these assumptions are
correct, to determine what range of parameters the efficiency-
instability relationship applies to, how the wake field picture
is modified when one or more of these assumptions is not
valid, and if we can develop a modified picture for transverse
beam break-up instabilities when the assumptions are valid.

Because the blowout regime in plasma accelerators is so
complicated, it is unlikely we will be able to probe these
limits using an analytical or semi-analytical theory. We will
therefore have to resort to computing wake functions from
self-consistent electromagnetic particle-in-cell simulations.

COMPUTING WAKE FUNCTIONS IN
PLASMA ACCELERATORS

It is important to note that much of the preceding analysis—
the beam break-up/hosing instability, the need for BNS damp-
ing, and the efficiency-instability relationship these imply—
rely on the assumption that the wake fields generated by the
witness bunch are well-described by a linear response func-
tion. However, the domain of validity for this approximation
in a plasma accelerator in the blowout regime has not been
established. To determine whether the linear response is
valid, we are using FBPIC to run particle-in-cell simulations
of first the hollow channel.

FBPIC [8] uses the quasi-cylindrical spectral Lifschitz
algorithm for electromagnetic computations. The algorithm
decomposes the fields into eimθ azimuthal modes, which
makes it ideal for isolating individual wake field components,
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since for example simulating only the m = 0 and m = 1
modes will preclude quadrupolar and higher-order wake
functions. Because FBPIC uses a Fourier-Bessel PSATD
algorithm, it is less susceptible to various numerical instabil-
ities, making it easier to interpret the data without having to
filter high-frequency numerical Čerenkov and other artifacts.

The theoretical treatment of the beam break-up instability
and the conclusions that are applied to plasma accelerators
rely on the existence of a wake function, that is that the
transverse and longitudinal forces can be described as a
linear response to the witness bunch current:

F ∝
∫

dζ ′ W(ζ − ζ ′)I(ζ ′). (5)

We will call this relationship, as applied to plasma acceler-
ators, the “wake ansatz” or, in the frequency domain, the
“impedance ansatz”. This is a linear response approximation;
in a conventional accelerator with a stainless steel or other
conducting beam pipe, it is the assumption that the material
obeys Ohm’s law.

To determine if and when the “impedance ansatz” is valid,
we are running self-consistent particle-in-cell simulations
of plasma-based accelerator structures with the FBPIC code.
From these simulations, we will attempt to extract wake
functions for a given configuration of drive bunch charge,
and vary the parameters of the drive bunch to see if those
wake functions are predictive for a range of parameters and
not just the specific parameters of one scenario.

Our benchmark problem is the hollow plasma channel,
which has analytic solutions for its wake functions (see
Schroeder et al. [9]). This provides a benchmark for short
lengths behind the drive bunch, after which surface plasma
waves at the hollow channel edge distort the wake fields [10].
However, in the limit that the surface plasma waves are linear,
a wake function should still exist.

To test the existence of a meaningful wake function, we
will compute a wake function from the response to one drive
bunch in an FBPIC simulation, and compare the fields pre-
dicted by that wake function for a different set of parameters
for the drive bunch. To compute the wake function, we fol-
low a four-step process: (1) compute F along the axis from
the simulations; (2) take the Fourier transform of F and then
(3) divide out the Fourier transform of the beam current to
give the impedance; (4) take the inverse Fourier transform
of the impedance to compute the wake function. In this way,
we can determine the domain of validity for the wake func-
tion model. We illustrate this process with some preliminary
results for the hollow channel below.

For simplicity in demonstrating the concept, we are fo-
cusing our efforts on the accelerating fields. Once we have
benchmarked this approach, we will then turn our attention
to studying the dipole wake fields, which are of critical in-
terest for the beam break-up instability.

First, we compute the electric field for an axisymmetric
drive bunch using FBPIC. In Fig. 2 we can see the wake
amplitude collapsing due to the surface plasma waves in the
hollow channel edge. If this is the result of a purely linear

300 250 200 150 100 50 0 50 100
 [ m]
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0

10

20
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E z
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V/
m

]

Hollow channel Ez near axis

Figure 2: The trailing electric field in the plasma hollow
channel, measured from a reference location.

response, we should be able to capture that effect using an
impedance model.

To deconvolve the bunch current from the wake function,
we take a Fourier transform of the fields, Fig. 3, and then

0 20 40 60 80 100
f [THz]

0.0

0.5

1.0

1.5

2.0

2.5

|E
|

Figure 3: The Fourier transform of the electric field gener-
ated by the drive bunch.

divide by the Fourier transform of the bunch current den-
sity to obtain the impedance. The numerically computed
impedance has several clear spikes with some line width,
and some residual lower-amplitude features that are likely
the result of noise in the particle-in-cell simulation.

It remains to determine the best way to extract the wake
function from this data. The computed impedance in Fig. 4
has a considerable amount of noise that must be filtered, as
well as a handful of smaller peaks that may or may not be
physical. The inverse Fourier transform of this will provide
the wake function as a Fourier series.
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Figure 4: The numerically computed impedance.

FUTURE WORK
We are currently developing and benchmarking an ap-

proach to extracting wake functions from particle-in-cell
simulations of plasma accelerating structures. In the future,
we will apply these techniques to a blowout plasma wakefield
accelerator with a loaded wake, such as depicted in Fig. 5,
and determine where this approach is valid for describing
the difference between a loaded and unloaded wake, such as
in Fig. 6.

Figure 5: Blowout PWFA with a loaded wake.

Once we have computed the longitudinal and transverse
dipole wake functions for a blowout PWFA with a short,
low-charge witness bunch, we will be able to compare pre-
dictions for the fields as a function of witness bunch charge
to determine when the impedance ansatz breaks down. This
will provide critical insights into the domain of validity of
the efficiency-instability relationship, the exact nature of the
beam break-up instability in loaded blowout plasma wake-
field accelerators, and the details required for a mitigation
technique for the instability.
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REVIEW OF SPECTRAL MAXWELL SOLVERS FOR
ELECTROMAGNETIC PARTICLE-IN-CELL: ALGORITHMS AND

ADVANTAGES
R. Lehe∗, J.-L. Vay, Lawrence Berkeley National Laboratory, CA 94720 Berkeley, U.S.A

Abstract

Electromagnetic Particle-In-Cell codes have been used
to simulate both radio-frequency accelerators and plasma-
based accelerators. In this context, the Particle-In-Cell al-
gorithm often uses the finite-difference method in order to
solve Maxwell’s equations. However, while this method is
simple to implement and scales well to multiple processors,
it is liable to a number of numerical artifacts that can be
particularly serious for simulations of accelerators.

An alternative to the finite-difference method is the use of
spectral solvers, which are typically less prone to numerical
artifacts. The present article reviews recent progress in the
use of spectral solvers for simulations of plasma-based ac-
celerators. This includes techniques to scale those solvers to
large number of processors, extensions to cylindrical geom-
etry, and adaptations to specific problems such as boosted-
frame simulations.

INTRODUCTION

Particle-In-Cell (PIC) codes [1, 2] are widely used in
various fields of physics, and in particular in accelerator
physics. For many accelerator-related problems, electro-
static PIC codes are usually sufficient to capture the physics
at stake. However, some applications do require full electro-
magnetic PIC codes. This includes for instance accelerators
based on laser-plasma interactions [3–7], where e.g. the self-
consistent evolution of the laser driver needs to be captured
by the PIC algorithm.

For these applications that require an electromagnetic
Particle-In-Cell code, the Finite-Difference-Time-Domain
(FDTD) method (e.g. [8]) has been the most commonly-used
approach for solving Maxwell’s equations. However, due to
some of the limitations of the FDTD method, other meth-
ods are increasingly being used—and this includes spectral
solvers.

This paper focuses on spectral solvers for PIC codes and
their advantages—with an emphasis on their application to
laser-plasma interactions. Note that, for the sake of con-
ciseness, the present paper is restricted to Particle-In-Cell
codes that do solve Maxwell’s equations on a grid (in which
case spectral solvers are sometimes referred to as pseudo-
spectral), and does not discuss the set of gridless spectral
electromagnetic algorithms that have been recently devel-
oped, in the context of accelerator simulations (e.g. [9–11]).

∗ rlehe@lbl.gov

SPECTRAL SOLVERS, AND DIFFERENCE
WITH FDTD SOLVERS

In order to summarize the principle of the spectral solvers,
let us contrast them with the FDTD algorithm. In the stan-
dard Yee FDTD algorithm [8], Maxwell’s equations

∂B

∂t
= −∇ × E, (1)

1
c2
∂E

∂t
= ∇ × B − µ0 j (2)

are discretized in two ways:

• Spatial derivatives are approximated by a finite differ-
ence between neighboring points on a staggered grid.
For instance,

∂xEx |
n
i, j ,k =

Ex |
n
i+1/2, j ,k − Ex |

n
i−1/2, j ,k

∆x
.

• Time derivatives are approximated by a finite difference
between consecutive time steps. For instance,

∂tEx |
n+1/2
i+1/2, j ,k =

Ex |
n+1
i+1/2, j ,k − Ex |

n
i+1/2, j ,k

∆t
.

where we adopted standard notations whereby superscripts
represent the index of the time step whereas subscripts repre-
sent positions on a staggered grid. As a consequence of the
above simple space and time discretizations, the discretized
Maxwell equations can easily be rewritten as a set of explicit
update equations for the E and B fields.

While the above approximations allow fast execution and
efficient parallelization, they also introduce numerical arti-
facts. One of these numerical artifacts is spurious numerical
dispersion, i.e. the fact that the phase velocity of simulated
electromagnetic waves (in vacuum) differs from the speed of
light c, and depends on their wavelength and propagation an-
gle. Spurious numerical dispersion can have a very serious
impact in realistic simulations, and can lead to unphysical
results. For instance, in the context of laser-plasma interac-
tions, numerical dispersion can lead to spurious early dephas-
ing in laser-driven accelerator [12], unphysical growth of
emittance [13], and erroneous angle-frequency correlations
in high-harmonics generation [14].

One of the main motivation for spectral solvers is to miti-
gate numerical dispersion. This is done by overcoming the
approximations of FDTD schemes in two ways:

• Spatial derivatives are approximated by a high-order
expression involving many grid points. These deriva-
tives are typically evaluated in Fourier space for effi-
ciency. Algorithms that use this feature but retain a
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finite-difference approximation in time are typically re-
ferred to as Pseudo-Spectral Time Domain algorithms
(PSTD) [15, 16].

• Instead of using a finite-difference approximation of the
time derivatives, Maxwell’s equation can be integrated
analytically over one time step, in spectral space. Algo-
rithms that use this additional feature are referred to as
Pseudo-Spectral Analytical Time Domain algorithms
(PSATD) [17, 18].

The above two points are explained in more details in the
next paragraphs.

The high-order approximation of the spatial derivative in
PSTD and PSATD schemes are of the form

∂xEx |
n
i, j ,k =

p/2−1∑̀
=0

c`,p
Ex |

n
i+1/2+`, j ,k − Ex |

n
i−1/2−`, j ,k

∆x
,

where p is the order of the approximation and c`,p are coef-
ficients that are given in [19] (For p = 2, this reduces to the
standard finite-difference expression of the Yee solver). It is
common to use large values for p in practice (e.g. p = 32
or p = 64). Since these large values entail a significant
computational cost, these derivatives are often more effi-
ciently evaluated in Fourier space, by using the convolution
theorem, i.e.

F [∂xEx] = i[kx]p Êx,

[kx]p =

p/2−1∑̀
=0

c`,p
eikx (`+1/2)∆x − e−ikx (`+1/2)∆x

i∆x
,

where F represents the Fourier transform and Êx ≡ F [Ex].
Note that, when p goes to infinity, [kx]p goes to kx , and thus
the spatial derivatives are evaluated with full spectral accu-
racy. However, the case p = ∞ is rarely used in practice due
to parallelization issues (as explained in the next section).

Using high-order spatial derivatives (i.e. high p) makes
the numerical dispersion relation less anisotropic. How-
ever, it does not mitigate spurious numerical dispersion alto-
gether, unless the treatment of the time derivative is made
more accurate too. One way to achieve this is to retain
a finite-difference approximation in time, but use a small
time step (much smaller than the Courant-Friedrichs-Lewy
limit)—but this comes at a high computational cost. An-
other possible approach is to integrate Maxwell’s equations
analytically in spectral space.

When evaluated in spectral space, the spatially-discretized
Maxwell equations indeed reduce to a simple set of ordinary
differential equations with constant coefficients:

∂B̂(k, t)
∂t

= −i[k]p × Ê(k, t) (3)

1
c2
∂Ê(k, t)
∂t

= i[k]p × B̂(k, t) − µ0Ĵ(k, t). (4)

As such, these equations can be integrated analytically from
t = n∆t to t = (n + 1)∆t, under the assumption that Ĵ(k, t)

is constant over one time step [17, 18]. By taking Ên and
B̂n as initial conditions, this analytical integration can yield
Ên+1 and B̂n+1, i.e. the updated fields at the next time step:

Ên+1
= CÊn

+ iS
[k]p

[k]p
× B̂n

−
S
[k]p

Ĵn+1/2

+(1 − C)
[k]p([k]p · Ê

n
)

[k]2p
(5)

+
[k]p([k]p · Ĵ

n+1/2
)

[k]2p

(
S
[k]p

− ∆t
)
,

B̂n+1
= CB̂n

− iS
[k]p × Ê

n

[kp]

+i
1 − C
[k]2p

[k]p × Ĵ
n+1/2

, (6)

where C = cos([k]pc∆t), S = sin([k]pc∆t), and [k]p =√
[k]2p .
In summary, the update of the E and B fields (from time

step n to time step n + 1) in the PSATD scheme consists of
three steps:

1. Apply a forward Fourier transform, in order to obtain
the fields in spectral space at time step n (Ên, B̂n) from
the fields in real space (En, Bn).

2. Apply Eqs. (5)-(6) to obtain the fields in spectral space
at time step n + 1 (Ên+1, B̂n+1)

3. Apply an inverse Fourier transform, in order to obtain
the fields in real space at time step n + 1 (En+1, Bn+1)
from the fields in spectral space.

Using this scheme and a high spatial order p, spurious
numerical dispersion can generally be mitigated to negligible
levels.

RECENT DEVELOPMENTS
Parallelization

One of the major issues with spectral solvers has been
their scaling across many computing nodes. In principle,
the PSTD and PSATD schemes require a global Fourier
transform across the whole computational domain. When
using a standard domain decomposition technique for paral-
lelization, this Fourier transform can be implemented by a
global, distributed Fast Fourier Transform (FFT). However,
distributed FFTs do not scale well to many compute nodes,
due to the large amount of inter-node communications that
they involve.

In the case of Maxwell’s equations, one alternative to the
global, distributed FFT is to use a local FFT in each sub-
domain, along with guard cells [18]. In principle, using a
local FFT instead of a global one introduces errors. But,
because the Maxwell update Eqns. (1)–(2) are a hyperbolic
set of equations, the errors remains confined to the guard
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cells (provided that there are enough of them) [18,20]. These
errors can thus be eliminated by copying the data from the
valid regions of neighboring sub-domains into the guard cells
of the local sub-domain, immediately after the Maxwell field
update.

The minimal number of guard cells that eliminates these
errors can be calculated for any given order p [20]. This
number increases with p; and for typical orders (e.g. p = 32,
p = 64), tens of guard cells are required. While this number
is large in comparison with FDTD (only one or two guard
cells required), its impact on performance can be mitigated
by using relatively large sub-domains, with several cores
working on the same sub-domain through shared-memory
programming paradigms.

By using local FFTs and guard cell exchanges between
neighboring sub-domains, a much more favorable scaling
can be obtained than with global, distributed FFTs. For
instance, it was possible to reach nearly-linear strong scaling
on a few hundreds of thousands of cores in [21], whereas
global FFTs become prohibitively expensive at this scale.

Cylindrical Geometry
For problems with nearly-cylindrical symmetry, a full

3D Cartesian mesh is not always optimal. In fact, by using
an azimuthal expansion and a few 2D r-z grids (one per az-
imuthal mode), computational costs can be very substantially
reduced [22].

PIC codes using the azimuthal expansion were first im-
plemented using the FDTD approach [22–24]. A hybrid
PSTD-type algorithm was later implemented by retaining
a finite-difference approach in the radial direction while us-
ing a spectral approach for the longitudinal derivatives [25].
Finally, a fully spectral (in r and z) PSATD algorithm was
derived and implemented [26].

In cylindrical geometry, the PSATD algorithm relies on
a Fourier transform along the z direction, and a Hankel
transform along the r direction. It turns out that the Fourier-
Hankel representation of Maxwell’s equations has a sim-
ilar structure as the 3D Cartesian Fourier representation
(Eqs. (3)–(4)). Therefore, the Fourier-Hankel representation
of Maxwell’s equations can also be integrated analytically
over one time step, and, as a result, also mitigates spurious
numerical dispersion [26].

SOME ADDITIONAL ADVANTAGES OF
SPECTRAL SOLVERS

While, in the previous sections, the spectral solvers were
mainly motivated by the mitigation of the spurious numerical
dispersion, they do have additional advantages. Two of these
advantages are presented in the next subsections.

Accurate Evaluation of the Lorentz Force
A common shortcoming of FDTD PIC codes is the inac-

curacy of the calculated Lorentz force in cases where the
E and v × B cancel very closely. This situation arises for
instance when a relativistic bunch of electrons co-propagates

with a laser: in this case, the term E + v × B is on the order
of E/γ2, where γ is the Lorentz factor of the bunch.

This tight cancelation of the E and v×B terms is difficult
to capture in an FDTD PIC code. This is because the fields
E and B are staggered in time and space, and are therefore
not evaluated exactly in the same way, when interpolated
onto the macroparticles. (For instance, B is typically aver-
aged in time, before being interpolated to the macroparticles,
whereas E is not.) These slight differences in the evaluation
of E and B introduce small numerical errors that can dom-
inate the term E + v × B in the case where the two terms
cancel closely [27].

On the other hand, in the PSATD algorithm, the fields
E and B are both defined at the same time (and it is also
possible to define them on the same points in space). As
a result, the fields are evaluated in a similar way, and can
cancel appropriately. This was confirmed for instance in test
simulations of an electron co-propagating with a laser [26].

Mitigation of the Numerical Cherenkov Instability
Some types of PIC simulations can become numerically

much cheaper when using a different reference frame than
that of the laboratory [28]. This is the case for instance in
simulations of laser-wakefield acceleration, where the dis-
crepancy between the laser wavelength and the length of the
accelerating plasma stage can be greatly reduced in an ap-
propriate Lorentz frame (commonly known as the “boosted
frame”) [28]. Yet, when using the boosted frame, the bulk
of the plasma stage moves relativistically with respect to
the grid. In PIC codes, this gives rise to a numerical in-
stability, known as the Numerical Cherenkov Instability
(NCI) [29, 30].

Various methods have been used to mitigate the NCI, so
as to carry out robust boosted-frame simulations. Some
of these methods can be applied to the FDTD or PSTD
approach [31–38]. However, the PSATD approach is the
only one that is compatible with a particularly robust and
elegant mitigation technique: the Galilean technique [39,40].

In the Galilean technique, Maxwell’s equations are solved
in a Galilean system of coordinates that moves with the bulk
of the plasma. It turns out that solving Maxwell’s equations
with the PSATD scheme in these coordinates suppresses the
NCI—without the need for any further numerical correction
[39, 40]. Additionaly, this method naturally generalizes to
cylindrical coordinates, when using the above mentioned
Fourier-Hankel representation.

CONCLUSION
Simulations of accelerators can be numerically challeng-

ing when using the electromagnetic PIC algorithm. Spectral
solvers can alleviate some of these numerical challenges, by
using a more accurate discretization of Maxwell’s equations.
In addition, recent developments allow to efficiently paral-
lelize these solvers across many nodes, and to port them to
cylindrical geometry.
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Yet, it is important to keep in mind that spectral solvers
are one possible solution among others, for many of the
above challenges. For instance, spurious numerical disper-
sion can be mitigated to some degree by non-standard finite-
difference methods (e.g. [13, 41–43]). Similarly, the inaccu-
racy in the Lorentz force can be partially mitigated by using
higher-order interpolation in time [27]
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