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ADVANCES IN SIMULATION OF
HIGH BRIGHTNESS/HIGH INTENSITY BEAMS

Ji Qiang®, LBNL, Berkeley, CA, USA

Abstract

High brightness/high intensity beams play an important
role in accelerator based applications by driving x-ray free
electron laser (FEL) radiation, producing spallation neutrons
and neutrinos, and generating new particles in high energy
colliders. In this paper, we report on recent advances in
modeling the high brightness electron beam with application
to the next generation FEL light sources and in modeling
space-charge effects in high intensity proton accelerators.

START-TO-END SIMULATION OF
MICROBUNCHING INSTABILITY
EXPERIMENT IN AN FEL LINAC

The x-ray FEL provides a great tool for scientific discover-
ies in chemistry, physics, biology and material science. The
microbunching instability seeded by shot noise and driven
by collective effects (primarily space charge), can signif-
icantly degrade the quality of the electron beam before it
enters the FEL undulators. Without proper control of the
instability, the large final electron beam energy spread and
phase space filamentation degrade the x-ray FEL perfor-
mance [1-7]. The microbunching instability experiments
recently carried out at the LCLS [8] provides a good op-
portunity to validate the computational model used in the
simulation [9]. In the microbunching measurement at LCLS,
the X-band transverse deflecting cavity (XTCAV) diagnos-
tic [10] is located downstream of the undulator before the
dump to measure the longitudinal phase space of the electron
beam through the entire accelerator. The start-to-end beam
dynamics simulations using the real number of electrons
were done using a 3D parallel beam dynamics simulation
framework IMPACT [11, 12]. It includes a time-dependent
3D space-charge code module IMPACT-T for injector model-
ing and a position-dependent 3D space-charge code module
for linac and beam transport system model. The simulation
starts from the generation of photo-electrons at the photo-
cathode following the initial laser pulse distribution and the
given initial thermal emittance. The electron macroparticles
out of the cathode will be subject to both the external fields
from a DC/RF gun and solenoid, and the space-charge/image
charge fields from the Coulomb interaction of the particles
among themselves. After exiting from the injector, the elec-
tron macroparticle will transport through a linear accelerator
and beam transport system that includes laser heater, bunch
compressors, accelerating RF cavities, harmonic linearizer,
and magnetic focusing elements. Besides the 3D space-
charge effects, the simulation also includes coherent syn-
chrotron radiation (CSR) effects through a bending magnet,

* jqiang@lbl.gov
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incoherent synchrotron radiation inside the bending magnet,
RF cavity structure wakefield, and resistive wall wakefield.
In the simulations, we track the beam down to the XTCAV
screen and compare with the measurements. Figure 1 shows
the final longitudinal phase space after the XTCAV from the
experimental observation and from the simulation with laser
heater turned off for the 1 kA study case.

20

10

Relative energy (MeV)

-20
-40 -20 0 20 40
Longitudinal position(xm)

Relative energy (MeV)

-40 -20 0 20 40

Longitudinal position ( zzm)
Figure 1: Measurement (top) and simulation (bottom) of
the final longitudinal phase space distribution with the laser
heater off. Beam current is 1 kA, with bunch charge 180 pC.
The bunch head is to the right.

Here, a strong phase space fluctuation due to the mi-
crobunching instability can be seen from both the measure-
ment and the simulation. There is no external seeded initial
modulation. This large fluctuation arises from the shot-noise
inside the beam and is amplified by collective effects, espe-
cially space charge effects through the accelerator.

The microbunching instability can be suppressed through
Landau damping by increasing the electron beam uncorre-
lated energy spread before the bunch compressor using the
laser heater. Figure 2 shows the final longitudinal phase
space after the XTCAV from both the measurement and
the simulation with extra 19 keV uncorrelated slice energy
spread from the laser heater. The phase space fluctuation is
significantly reduced with the use of the laser heater. This
is observed in both the measurement and the simulation.
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Figure 2: Measurement (top) and simulation (bottom) of
the final longitudinal phase space distribution with the laser
heater at 19 keV.

The simulation also shows a similar time-energy correlation
in the longitudinal phase space to the measurement. The
energy dip around the head of the distribution (at ~15 pm in
Fig. 2) comes from the effects of resistive wall wakefield in
the long, narrow undulator chamber. The dip near the tail of
the distribution is due to the longitudinal space-charge and
coherent synchrotron radiation effects from the large current
spike near the tail of the electron beam.

GLOBAL OPTIMIZATION OF A NEXT
GENERATION LIGHT SOURCE DESIGN

In previous studies, the design optimizations of the injec-
tor and the linac were done separately. In recent study, we
combined the control parameters in the injector and the linac
together into a single group of control parameters through
start-to-end simulation for global beam dynamics design
optimization [13]. Figure 3 shows a schematic plot of the
global optimization including both the injector control pa-
rameters and the linac control parameters in the start-to-end
beam dynamics optimization. Here, the start-to-end sim-
ulation is treated as an objective function in the parallel
multi-objective optimizer. The parallel optimizer will call
the IMPACT simulation by passing the injector control pa-
rameters and the linac control parameters into the objective
function. The injector control parameters normally include
laser pulse transverse size and length, RF gun amplitude
and phase, solenoid strength, buncher and boosting cavity
amplitudes and phases. The linac control parameters include
linac section 1 cavity amplitude and phase, harmonic lin-
earizer amplitude and phase, bunch compressor 1 bending
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angle, linac section 2 cavity amplitude and phase, bunch
compressor 2 bending angle, and so on.

outputs

linac control parameters
eg

- L1 amplitude + phase
-HL amplitude + phase
-BC1 R56

- L2 amplitude + phase

Parallel Multi-Objective
Global Optimization Program

inputs

injector control parameters

eg

-laser pulse size and length

- gun phase

- solenoid strength

- boosting cavity amplitude + phase

-etc -BC2 .. etc
M |
injector linac
simulation simulation

energy. peak current final energy. peak current.
emittances. energy chirp) emittances. energy spread
Figure 3: A schematic diagram of the global beam dynamics
optimization.

Instead of starting with direct global optimization in the
entire control parameter space, we start the optimization with
reduced control parameter space that contains only the in-
jector control parameters. The two objective functions, final
project transverse emittance and rms bunch length (directly
related to peak current) at the exit of the injector are opti-
mized subject to a number of constraints. These constraints
are final electron beam energy, beam energy chirp, longi-
tudinal phase space nonlinearity, and so on. After a Pareto
optimal front is found for these two objective functions at the
exit of the injector, these optimal injector control parameters
are combined with some randomly sampled control parame-
ter solutions in the linac. Using the optimal injector control
parameters as a partial initial component in the global con-
trol parameter solution significantly saves the computational
time and speeds up the convergence of the final global solu-
tion. During the global beam dynamics optimization, one of
the objective (transverse emittance) from the original injec-
tor optimization becomes a constraint to the new objective
functions. Those solutions at the exit of the injector that
can not satisfy this constraint for final start-to-end optimiza-
tion will be automatically excluded at the beginning of the
global optimization. Two objective functions are defined for
the global longitudinal beam dynamics optimization. These
two functions are fraction of charge and rms energy spread
inside a given longitudinal window. The output from the
injector such as energy, emittance, and energy spread are
used as constraints for the global optimization. Besides the
constraint at the exit of the injector, we also put constraints
at the final linac output such as energy, peak current etc.

As an application, we applied the above global multi-
objective beam dynamics optimization tool to an LCLS-II
design optimization with a 20 pC charge. The LCLS-II
is a high repetition rate (1 MHz) x-ray FEL that will de-
liver photons of energy between 200 eV and 5 keV [14, 15].
For the global longitudinal beam dynamics optimization of
this accelerator, we have defined 22 control parameters: 12
in the injector, 10 in the linac. Figure 4 shows the Pareto
front of the two objective functions from the global opti-
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using global machine
optimization
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Figure 4: The Pareto front from the global beam dynamics
optimization and from the linac only optimization using one
optimal injector solution.

mization. These two objective functions are the negative
fraction of charge inside and the rms energy spread inside
a window between —7 and 9 um. In this plot, we also
show the Pareto front from only the linac optimization
using a solution from the injector as an initial distribution. It
is seen that the Pareto front from the global optimization is
signifi-cantly better than that from the linac only
optimization. For the same amount of charge inside the
window, the global solution has 40% less energy spread in
some region. For the same level of the final rms energy
spread, the global solution has 15% larger amount of
charge. In this simula-tion besides those constraints for the
beam at the exit of the injector, we also put constraints on
the final beam energy to be greater than 3.9 GeV, final
rms energy spread to be less than 2.5 MeV, fraction of
charge inside the window be-tween 0.3 and 0.9. Figure 5
shows the final electron beam current profile from a
solution without and with global de-sign optimization. It is
seen that the final current profile is significantly improved
through the global optimization. This results in more than
50% improvement in the final FEL radiation pulse energy
[16].
A FULLY SYMPLECTIC MODEL FOR
SELF-CONSISTENT SPACE-CHARGE

SIMULATION

The numerical symplectic integrator is important in long-
term tracking simulation in order to preserve phase space
structure. In the self-consistent symplectic particle-in-cell
(PIC) model [17, 18], macroparticle phase space coordinate
advancing through a single step 7 can be given as:

(1)

M(7)£(0)
Mi(T[2)Ma(n)Mi(7/2)¢(0) + O(F) (1)

where the transfer map M corresponds to the single particle
Hamiltonian including external fields and the transfer map
M, corresponds to the space-charge potential from the multi-
particle Coulomb interactions. The numerical integrator
Eq. 1 will be symplectic if both the transfer map M, and
the transfer map M, are symplectic. For a coasting beam
inside a rectangular perfectly conducting pipe, the space-
charge potential can be obtained from the solution of the
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Figure 5: The final electron beam current profile before (top)
and after (bottom) global optimization.

Poisson equation using a spectral method. The one-step
symplectic transfer map M, of particle i from the space-
charge Hamiltonian is given as:

xi(t) = xi(0) 2
yi(r) = ¥i(0) 3
Pl = pu0)—rank 3 3 P
I J !
Sy = yi)o(xr,yr) 4
pyi(t) = pyi(0) — 141K Z Z S(xr = x;) X
T 7
Wﬂxh)’ﬂ )
Yi

where both p,; and py; are normalized by the reference parti-
cle momentum pg, K = gl/ (27760p0v§y§) is the generalized
perveance, / is the beam current, € is the permittivity of
vacuum, pg is the momentum of the reference particle, vq
is the speed of the reference particle, vy is the relativistic
factor of the reference particle, S(x) is the unitless shape
function (also called deposition function in the PIC model),
and the ¢ is given as:

4 G5B 1
o(xr,y1) = EZZTZZﬁ(W,W')X
1=t m=t Yim T T

sin(a;xp7) sin(Bp y,) sin(a xp) sin(Bmys)

(6)

where a and b are the horizontal (x) and the vertical (y)
aperture sizes respectively, o; = In/a, B, = mn /b, 712m =
aj + f;,. the integers 1, J, I, and J’ denote the two dimen-
sional computational grid index, and the summations with

SAPLGO1
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respect to those indices are limited to the range of a few local
grid points depending on the specific deposition function.
The density related function p(x;/, y;-) on the grid can be
obtained from:

N,

POrryr) = < ZS(xp—an(yw )

In the PIC literature, compact shape functions are used in
the simulation. For example, a quadratic shape function can
be written as [19,20]:

%:(% z,l lxi = x7] < Ax/2
13 _ xizxriy2 .
S(xr—x;) = 2(2 Ax ) > éx:;//zzlexz X7 (8)
0 otherwise
=2(5t)/Ax, lx; — x7| < Ax/2
(=3 + B2y Ax, Ax/2 < | - ]
aS(XI _xi) — < 3/2Ax, Xi> Xy (9)
Ix; G+ Sy Ay, Ax/2 < |x -
< 3/2Ax, x; < xp
0 otherwise

where Ax is the mesh size in x dimension. The same shape
function and its derivative can be applied to the y dimension.

Figure 6 shows the 4D emittance growth (6—0 :—0 - 1)%
evolution from the symplectic PIC model and those from
the nonsymplectic PIC model with the same nominal step
size, from the nonsymplectic PIC model with one-half of the
nominal step size, and from the nonsymplectic PIC model
with one-quarter of the nominal step size. It is seen that
as the step size decreases, the emittance growth from the
nonsymplectic PIC model converges towards that from the
symplectic PIC model.

1800
1600
1400
1200
1000
800
600
400
200
0

symplectic PIC ——

spectral PIC ——

spectral PIG - 1/2 step size
spectral PIG - 1/4 step size

emittance growth (%)

0 50 100 150
distance (1000 periods)

200

Figure 6: Four dimensional emittance growth evolution from
the symplectic PIC model, and the nonsymplectic spectral
PIC.

ANALYSIS AND MITIGATION OF
ARTIFICIAL EMITTANCE GROWTH

In the long-term macroparticle space-charge tracking sim-
ulation, even with the use of self-consistent symplectic space-
charge model, there still exists numerical emittance growth.

SAPLGO1
4

ICAP2018, Key West, FL, USA JACoW Publishing
doi:10.18429/JACoW-ICAP2018-SAPLGO1

The cause of this numerical artificial emittance growth can
be understood using a one-dimensional model. Following
the spectral method used in the above symplectic PIC model
for the space-charge potential, we calculated the sine func-
tion expansion mode amplitude from a smooth density dis-
tribution function on the grid and from a macroparticle sam-
pled distribution function depositing onto the grid. Here, the
amplitude of density mode / from the sampled macroparticle
deposition is given as:

1 _ 1
N, NgAx

p 2 Z S(xr = xi)sin(@rx) - (10)

where N, is the total number of macroparticles and N, is
the total number of grid cells. Figure 7 shows the mode
amplitude as a function of mode number from the smooth
Gaussian function on the grid, from the linear particle depo-
sition, from the quadratic particle deposition, and from the
Gaussian kernel particle deposition on the grid using 25,000
macroparticles and 128 grid cells. Here, the Gaussian kernel

0.15

et
=

o
>
2

mode amplitude (arb. units)
. &
2 o

ot
o

-0.15

0 20 40 60 80

mode number

100 120 140

Figure 7: The spectral mode amplitude of a Gaussian dis-
tribution as a function of mode number from the smooth
Gaussian function on the grid (red), from the linear par-
ticle deposition (green), the quadratic particle deposition
(blue), and the Gaussian kernel particle deposition on the
grid (magenta).

particle deposition shape function is defined as:

exp (U5 0): [ - x| <350 1)
0; otherwise

S(xr —x;) = {

and o is the chosen as the mesh size. It is seen that for the
smooth Gaussian distribution function, with mode number
beyond 20, the mode amplitude is nearly zero while the mode
amplitude from the macroparticle deposition fluctuates with
a magnitude of about 107*. Those nonzero high frequency
modes cause fluctuation in density distribution and induce
extra numerical emittance growth. The higher order deposi-
tion scheme spreads the macroparitcle across multiple grid
points and reduces the density fluctuation. However, the
Gaussian kernel deposition is computationally much more
expensive in comparison to the other two deposition meth-
ods.

The above fluctuation of the density mode amplitude from
macroparticle deposition can be estimated quantitatively us-
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ing the standard deviation (or variance) of the mode ampli-
tude. Given the mode amplitude p! in Eq. 10, the variance
of p! is given as:

1
var(p) = —var(

2
A ZS(xI — x;)sin(eyx,)) (12)

Np
where
var( Z S(xr = xi) sin(eygx;)) =
N, Ng ) Z[Z SCer = xi)sin(ax) = (o (13)

Figure 8 shows the mode amplitude standard deviation as a
function of mode number for the above Gaussian function by
using the linear deposition, the quadratic deposition, and the
Gaussian kernel deposition. The mode amplitude standard
deviation is small at small mode number and grows quickly
to 107* level and start to decrease after about 10 modes.
The standard deviation among the three deposition schemes

0.0006

linear deposition
quadratic depoesition
Gaussian kernel deposition

0.0005

; 0.0004

0 0003

0.0002

0.0001

mode ampl std (arb umts)

0

0 20 40 60 80

mode number

100 120 140

Figure 8: Mode amplitude standard deviation as a function
of mode number from the linear particle deposition (green),
the quadratic particle deposition (blue), and the Gaussian ker-
nel particle deposition on the grid (magenta) using 25,000

macroparticles and 128 grid cells.

becomes smaller as the order of deposition scheme becomes
higher.

The error in the charge density mode amplitude results in
error in the solution of space-charge potential and the corre-
sponding force in momentum update in Eqs. 4-5. Assume
that the error of force in x momentum update is 6 F, after
one step 7, the emittance growth due to this error will be:

Ae ~ (< x2 >< x'6F > — < xx’ >< x6F >)1/e +

1
§(< X2 >< (6F)* > — < x6F >2)t% /e (14)

where <> denotes the average with respect to the particle
distribution. If 6 F is a linear function of the position x, the
emittance growth will be zero as expected since the linear
force will not change the beam emittance. If §F is a random
error force with zero mean and independent of x and x’, the
emittance growth would be

Ae
T

1
~ 5 < x> >< (6F)* > 1/e (15)
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Assume that this error is due to mode amplitude fluctuation
of the finite number of macroparticles sampling, from the
above example, we see that < (6F)> > 1/N,. This sug-
gests that the numerical emittance growth would decrease
as more macroparticles are used. If 6 F' is not a purely ran-
dom error force (e.g. due to systematic truncation error),
the dependence of the emittance growth on the number of
macroparticle is more complicated. Figure 9 shows the 4D
emittance growth rate from the emittance growth evolution
as a function of macroparticle number in a linear FODO lat-
tice and a nonlinear FODO and sextupole lattice. Here, the

4e-05

simulztion —Jl-

10e-4/x

3.5e-05
3e-05
2.5e-05
2e-05
1.5e-05
le-05
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4D emittance growth rate (%/turn)

0 100 200 300 400 500 600 700 800 900
Macroparticles (1000)

simulaton —Jl—
26-1/sqrtix)/sart(1000) ——
5e-2/x

mittance growth rate (%/turn)

0 100 200 300 200 500 600 700 800 900
Macroparticles (1000)

Figure 9: The 4D emittance growth rate as a function of

the simulation macroparticle number using a linear FODO

lattice (top) and a FODO and sextupole lattice (bottom).

lattice consists of 10 focusing-drift-defocusing-drift (FODO)
lattice periods and one sextupole element per turn. The zero
current tune of the lattice is 2.417. With 30 A beam current,
the corresponding linear space-charge tune shift is 0.113. It
is seen that in the linear lattice (no sextupole), the emittance
growth rate scales as 1/N,, which is expected from the ran-
dom sampling errors. In a nonlinear lattice, the emittance
growth rate scales close to 1/ \/N_p . This slower scaling with
respect to the macroparticle number N, might be due to
the interaction between the numerical force error and the
nonlinear resonance.

The charge density fluctuation from the macroparticle
sampling can be further smoothed out by using a numeri-
cal filter in frequency domain besides employing the shape
function for particle deposition. Instead of using a standard
cut-off method that removes all modes beyond a given mode
number (i.e. cut-off frequency), we proposed using an am-
plitude threshold method to remove unwanted modes. The
mode with an amplitude below the threshold value is re-
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moved from the density distribution. The advantage of this
method is instead of removing all high frequency modes,
it will keep the high frequency modes with large ampli-
tudes. These modes can represent real physics structures
inside the beam. The threshold also removes the unphysical
low frequency modes associated with the small number of
macroparticle sampling. Here, we explored two threshold
methods. In the first threshold method, the threshold value is
calculated from a given fraction of the maximum amplitude
of the density spectral distribution. In the second method,
the threshold value is defined as a few standard deviations
of the mode amplitude as shown in the one-dimensional
Gaussian function example. The mode with an amplitude
below the threshold value is regarded as numerical sampling
error due to the use of small number of macroparticles and is
removed from the density distribution. The advantage of the
first method is that the threshold value is readily attainable
from the density spectral distribution. The disadvantage of
this method is that the threshold fraction is an external sup-
plied hyperparameter. The advantage of the second method
is that the threshold value is calculated dynamically through
the simulation. The disadvantage of this method is the high
computational cost to obtain the standard deviation of each
mode. The total computational cost of those standard devia-
tions is proportional to the number of modes multiplied by
the number of macroparticles.
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Figure 10: The 4D emittance growth using 64 x 64, 32 x 32,
16 x 16 modes (top) and with O (no filtering) with 0.01, 0.05

and 0.1 threshold filtering (bottom) of charge density distri-
bution using 25k macroparticles in a FODO and sextupole

lattice.

We ran the simulation of 30A proton beam transport in
the lattice including nonlinear sextupole element. The 4D
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emittance growth evolutions using the brute force cut-off and
the threshold filtering are shown in Fig. 10. It is seen that
even with 16 X 16 mode cut-off filtering, there still exists
significant emittance growth, while a threshold value 0.1
helps significantly lower the emittance growth. Using the
four-sigma standard deviation threshold value yields similar
emittance growth to the fraction threshold (0.1) as shown in
Fig. 11. Those emittance growths include both the physical
resonance driven emittance growth and the numerical error
driven artificial emittance growth.

100

80

60

40

emittance growth (%)

20

0

0 5 10 15 30 35 40

20 25
1000 turns

Figure 11: 4D emittance growth with one sigma, two sigma,
four sigma standard devation and 0.1 maximum amplitude
threshold filtering of charge density distribution using 25k
macroparticles in a FODO and sextupole lattice.

SUMMARY

In this paper, we have shown that the microbunching insta-
bility associated with the high brightness electron beam in a
x-ray FEL linac experiment can be well reproduced through
the start-to-end simulation using real number of electrons.
The global design optimization including both the injector
control parameters and the linac control parameters signifi-
cantly improves the final electron beam longitudinal phase
space distribution. The accuracy of simulating a high in-
tensity proton beam can be improved through the use of a
fully self-consistent symplectic space-charge model. The
artificial numerical emittance growth in the long-term space-
charge simulation can be mitigated by using a threshold
based numerical filter in frequency domain.
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GENETIC ALGORITHM ENHANCED BY MACHINE LEARNING IN
DYNAMIC APERTURE OPTIMIZATION

Yongjun Li,” Weixing Cheng, Li Hua Yu, Robert Rainer,
Brookhaven National Laboratory, Upton, New York 11973

Abstract

With the aid of machine learning techniques, the ge-
netic algorithm has been enhanced and applied to the multi-
objective optimization problem presented by the dynamic
aperture of the NSLS-II storage ring.

INTRODUCTION

Population-based optimization techniques, such as evo-
lutionary (genetic) [1-16] and particle swarm [17-19] al-
gorithms, have become popular in modern accelerator de-
sign. Optimization of a nonlinear lattice’s dynamic aperture
usually has multiple objectives, such as the area and the
profile of the dynamic aperture, energy acceptance, beam
lifetime [1, 3], and nonlinear driving terms (NDT) [4] etc.
Dynamic aperture and energy acceptance can be evaluated
through direct single-particle tracking simulations. NDTs
can be extracted analytically from the one-turn-map for a
given nonlinear lattice configuration [20-23]. Recent stud-
ies have found that the spread from a constant of the action
obtained with the square matrix method [24-27] represents
a kind of nonlinearity measure of a lattice, which can be
treated as an optimization objective as well. Another opti-
mization objective, which is deduced from the square ma-
trix method and used in this paper, is the spread of linear
action J, , from a constant. The spread is numerically com-
puted from simulated turn-by-turn data [28,29]. Based
on the number of objectives presented in this application,
multi-objective genetic algorithm (MOGA) [30] is a suitable
optimization tool to compromise among these objectives
simultaneously.

A general model for multi-objective optimization is:

 given a set of free variables x,, within the range x,, €
[xf, xY1, ne[l,N];

* subject to some constraints c¢;(x,) > 0, j € [1,J], and
ek(xn) = O’ k € [I’K]a

 simultaneously minimize a set of objective functions
Jm(xn), m € [2, M].

Here x%, and x¥ are the lower and the upper boundaries
of the n'" free variables. N, J, K and M are non-negative
integers. Note for simplicity, clarity, and without loss of
generality, all constraints are lower bounds, and all objectives
are minimized.

A genetic algorithm (GA) is a type of evolutionary algo-
rithm. It can be used to solve both constrained and uncon-
strained optimization problems based on a natural selection

* Email: yli@bnl.gov
SAPAF01

process [30]. Each candidate has a set of free variables
which it inherits from its parents and is mutated at random
corresponding to a certain probability. Each candidate’s free
variables x,, can be regarded as an N-dimensional vector x.
Their ranges [x%, xV] define a volume of an N-dimensional
“search space”. The evolution is an iterative process. The
new population from each iteration is referred to as a “gen-
eration”. The process generally starts with a population
that is randomly generated and the fitness of the individuals
is evaluated. Individuals with greater fitness are randomly
selected, and their genomes are modified to form the next
generation. The average fitness of each generation therefore
increases with each iteration of the algorithm. The goal
of multi-objective optimization (MO) is to optimize func-
tions simultaneously. These functions are sometimes related
and their objectives may conflict. In these events, trade-offs
are considered among the objectives. In non-trivial MO
problems the objectives conflict such that none can be im-
proved without degrading others in value and are referred
to as non-dominated or “Pareto optimal”. In these cases a
non-dominated sorting algorithm can be used to judge if
one candidate is better than another [30]. In the absence of
constraints or preferences, however, all Pareto optimal candi-
dates are equally valid and given the same rank. If constraints
are provided, the rank of each individual accounts for the con-
straints, and qualified candidates are guaranteed to dominate
unqualified ones. Each qualified candidate has M fitness
values f;,;,, which compose another M-dimensional “fitness
space”. The combination of multi-objective, non-dominated
sorting with employment of the genetic algorithm forms the
basis of the “MOGA” method. MOGA has some limitations
in its application to modern storage ring optimization. In
general, the application of MOGA on dynamic aperture op-
timization can be driven by either direct particle tracking,
or analytical calculation of nonlinear characterization. It is
time-consuming to evaluate the fitness quantitatively, as seen
with the calculation of a large-scale storage ring’s dynamic
aperture using the symplectic integrator [31].

Although there is no a priori reason why the genetic evo-
lution process needs external intervention, examples without
it such as the evolution of biological life on earth or plane-
tary formation in the solar system, were only possible after
billions of years [32]. One reason why natural evolution is
comparatively slow is that the percentage of elite candidates
among the whole population is low. A brute force method for
speeding up evolution is to narrow down the search ranges
around good candidates found early in the evolution process.
This decreases diversity, however, and could lead to a trap-
ping in local minima. An effective intervention step would
be able to significantly speed up the evolution in the desired
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direction. To do so, some machine learning techniques are
introduced to traditional MOGA methods to intervene on
the natural process.

MOGA ENHANCED BY MACHINE
LEARNING

During the evolution process, MOGA produces a large
data pool. It is possible to reuse the data with machine learn-
ing techniques to intervene on the evolution process. Here
an intervention method is introduced which is schematically
illustrated in Fig. 1. It includes the classification of the
search space (unsupervised learning), sorting based on the
average fitness and repopulation of potential elite candidates
(supervised learning). Starting with randomly distributed
individuals, the initial population is allowed to produce de-
scendants via the traditional genetic algorithm. Once all
candidates satisfy some desired constraints, sufficient data
is accumulated to intervene on the evolution process using
machine learning techniques. For each following generation,
all populations are classified into different clusters in the
search space based on a parameter D,

N
Z(xl,n - xZ,n)z,
n=1

which represents the “Euclidean distance” between two can-
didates x; and x; in the search space. The classification was
performed with the K-means algorithm [33] as shown in the
subplot (b) of Fig. 1.

After classifying candidates into different clusters, a sta-
tistical analysis is carried out on each cluster to evaluate
their average or weighted fitness F, which reads as

)

M
F = Wi fnln): @)
m=1

Here w,, is the weight on the m’ h fitness value of fn. As
mentioned previously, our optimization has multiple objec-
tives. Within each generation, most of the candidates belong
to the same rank on the Pareto front. Although they are
equally good (they exhibit no dominance) and a lot of can-
didates have one or two good fitness values, the rest have
poor fitness. They can survive through many generations
unless a constraint is imposed. These types of candidates,
however, often have poor trade-offs with conflicting objec-
tives. Weighted fitness F as a measure for implementing
machine learning is therefore introduced. If all weights w,,
are chosen to be 1/M, F becomes the average fitness.

The weighted fitness of individuals in each cluster are
then evaluated and sorted as illustrated in the subplot (¢) in
Fig. 1. A few of the better clusters are then selected and la-
beled with the “elite” status. Some arbitrary number of new
candidates (for example, 20% of the total population) are re-
populated uniformly and randomly within the narrow “elite
range” of these elite clusters within the search space. Since
these newly populated candidates share some similarities in
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Figure 1: Schematic illustration of intervention using ma-
chine learning techniques. Here, a search space of two free
variables is assumed. The distribution of the original popula-
tion is shown in the subplot (a). The candidates are classified
into three colored clusters with the K-means algorithm in the
subplot (b). The average fitness of each cluster has been eval-
uated, sorted, and given a status labeled with “Best (elite)”,
“Good”, and “Poor” respectively in the subplot (c). In the
subplot (d), some potential competitive candidates (marked
as the magenta dots) are repopulated inside the range of the
“Best (elite)” cluster and then are used to replace the same
amount of candidates from the original data pool. After
the replacement, the post-population densities of the “Good”
and the “Poor” cluster become low. In reality, there may not
exist obvious boundaries to separate each cluster and cluster
classification is not unique either.

the search space with the elite candidates thus far, they are
expected to be more competitive in regard to survivability.
From the original population, the same amount of candidates
are randomly selected, to be replaced by the newly popu-
lated candidates. The average fitness within each generation
should therefore increase respectively. This could potentially
improve the probability of producing more competitive de-
scendants favored by the optimization goals. While the next
generation undergoes the same intervention, the elite range
for the following repopulation of descendants will be dy-
namically re-defined by its own elite clusters. Note that the
average fitness is used to define the elite range for repop-
ulation. These repopulated candidates are not guaranteed
the “privilege” of being “winners” in each generation. The
final candidates still need to be selected through the non-
dominated sorting. Considering that general fitness could
have different scales in each dimension, they may need to
be normalized within a similar range, usually € [0, 1], prior
to averaging them [34].

Thus far the proportion of the replacement at each genera-
tion is set to a constant value. This is referred to as the Static
Replacement Method (SRM). For the SRM, the proportion
of replacement is arbitrary, but it is necessary to maintain di-
versity among the candidates to avoid traps at local minima.
When the search space is too large, the distances D between
candidates within the same cluster are far. In this case, it is
likely that intervention would mislead evolution because the
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[¢]

xpectation on the “elite range” may not be accurate. An op-
j tional dynamic replacement method can be used to mitigate
this issue. To judge how likely an “elite range” can produce
competitive candidates, a supervised machine learning tech-
nique is adopted. First, the candidates of an elite cluster
are divided into a training set (usually around 90-95% of its
population) and a testing set (the residual 5-10%). With the
training set data, a learning model (hypothesis) H using the
K-nearest neighboring (KNN) regression algorithm [33] is
created. The model is used to predict the testing set’s fitness
(prediction). A comparison of the prediction and each indi-
vidual’s evaluated fitness value can determine the accuracy
of the prediction. The comparison is quantitatively measured
by a parameter “discrepancy” S in the fitness space,

publisher, and D

3)

Here, h,, is the m'" fitness value predicted from the learning
model H and f;,, is the actual fitness value. In this case, f is
evaluated from a lattice characterization code. S = 0 means
they are exactly same. A large S indicates a large discrepancy
between the hypothesis model and the actual value. Based
on the average discrepancy of the testing set, the replacement
proportion for the population can be dynamically adjusted
on a generation basis.

MOGA APPLICATION AT NSLS-II

The NSLS-II storage ring lattice [35] is used as an ex-
< ample to demonstrate the application of this method. The
% goal is to optimize the dynamic aperture of the operational
& lattice. The linear chromaticity is corrected to +2 by chro-
© matic sextupoles. The free “tuning knobs” are six families
of harmonic sextupoles with fixed polarities.

The spreads of the linear actions Jy,, computed from
turn-by-turn particle tracking simulation are chosen as the
optimization objectives. The linear action J,, is defined as

ny distribution of this work must maintain attribution to the author(s), title of the work
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2 2 =2 =2
Jui = Putt; + 2a,u;py; + Yuly,i = U; + Dy

where u; = (x,y); and p,; = p(x,y); are the turn-by-turn
coordinates in the horizontal and vertical planes respectively.
i = ﬁu, pi = ﬁ(auu + Bupu) are a pair of normal-
ized canonically conjugated coordinates, and @ and S are
the linear lattice optics Twiss parameters at the observa-
tion point. In the presence of nonlinear magnets, the linear
actions have some spread from constants, as illustrated in
2 Fig. 2. Typically the spread gradually increases with beta-
2 tron oscillation amplitude. In order to obtain a sufficient
E dynamic aperture, control of the nonlinearity of motion for
S particles starting from different initial conditions (ampli-
= tudes) is needed. Here, five sets of initial conditions are
= chosen as shown in Fig. 3. The objectives are ten spreads
£ of actions under different sextupole settings (each initial
£ condition has both AJy s/ Jx and AJy s/ Jy). For each
‘g candidate, the constraint is that all five particles can survive
O
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for multiple turns. All objectives outlined thus far are re-
quired to be equally important to ensure that there are no
“holes” (particle loss) inside the dynamic aperture.

0.004 . Mgl
a;" '-;‘
E 3
= 0.000

L

. &
~0.004 "{5";;{;;‘."'?
—0.004  0.000 0.004
a(vm)

Figure 2: The root means squared (rms) spread of action
from a constant is used as an optimization objective. The
dashed circle represents a constant linear action at different
angles. The dots are the normalized turn-by-turn coordi-
nates.
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Figure 3: Five initial particle coordinates in the x-y plane
with their conjugate momenta p, , = 0 used for tracking.
The turn-by-turn data are used to evaluate the spread of their
linear actions. The dashed line is the size of the desired
dynamic aperture. The 5" particle is chosen beyond the
desired dynamic aperture in order to obtain a safe margin.
The choice of the initial coordinates is not arbitrary. It may
depend on the local optics functions, and physical aperture,
etc.

To begin with, a random distribution is chosen in which
the entire population is uniformly distributed within ranges
limited by field saturation of the magnets and power supply
capacity. In the NSLS-II ring, the search space at each sex-
tupole dimension is K, € [0, £40] m~> (Here + is chosen
depending on its polarity). Initially a population total of
5,000 is cast. For the first several generations, many candi-
dates cannot survive under 5 initial conditions for dozens
of turns. Therefore, the initial population evolves under the
initial constraint of self-survival. After the evolution of 6-7
generations, all candidates can survive, but with very poor
average fitness (see Fig. 4). Thus far sufficient data may have
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already been accumulated to allow the optimizer to learn
from the history.

The K-means algorithm is then applied (using an unsu-
pervised learning technique) to classify the total population
into N = 100 clusters in the search space and each individ-
ual cluster’s average fitness is evaluated and sorted. The
top three elite clusters are selected, based on their average
fitness, to define an “elite” search range. Within this range,
20% of the total population is uniformly repopulated by ran-
dom candidates. After this intervention (repopulation), the
optimizer enters the next iteration.

With intervention, a fast convergence in the average fit-
ness has been observed during evolution. Fig. 4 compares
the evolution of the average fitness of MOGA with and with-
out machine learning. Without machine learning, the im-
provement of fitness relies heavily on random crossover and
mutation and global evolution can sometimes stop, or even
regress. With the implementation of machine learning, how-
ever, the fitness convergence becomes not only faster, but
much more steady. More importantly, the amount of com-
petitive candidates is significantly increased, which allows
for analysis of the distribution of optimal candidates in the
search space.

2% 1071 \', = MOGA w/o machine learning
A | MOGA with machine learning
2
h=]
=
> 107!
o
]
z

6x 1072

0 35 70 105 140
Generation

Figure 4: Comparison of the evolution of average fitness
with and without machine learning for 135 generations.
Without machine learning, the evolution process can some-
times stop, or even regress. On the other hand, the fitness
convergence becomes faster and steadier with the introduc-
tion of machine learning.

With each generation, all candidates are re-classified. The
elite ranges for repopulation also vary as shown in Fig. 5.
The ranges are observed to fluctuate, but gradually converge
during the evolution. For some free variables, the ranges
converged quickly to a small range of optimal values. For
example, the SLI sextupole’s elite range shifts toward zero
(limited by its polarity). This sextupole can therefore either
be removed from the lattice, or have its polarity changed to
see if machine performance can be further improved.

In the final generation’s population, most of the candidates
are found on the Pareto front. Among them, many have good
average fitness. They are reclassified in the search space to
study their distribution. These candidates appear to belong
to many distinct groups. Each group is like an isolated island
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Figure 5: Variation of the ranges for generating new elite
population in six-dimensional search space (sextupole’s K)
along the evolution. The elite ranges fluctuate, but gradually
converge toward much narrower ranges.
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Figure 6: Relative distances of six neighbors from one
elite candidate, which is used as the reference here in the
search space. The reference sextupole settings are given
as Kosg1 = 26.20891m™3, Ky sz = —17.87664m™3,
Ky sHa4 -6.39466 m~>, Kjs13 —22.42607 m3,
KQ,SLZ = 28.54735 m_3, Kz’SL] =—-0.22496 m™3.

in the search space. The island volumes, defined as

N
V=] - )
n=1

are quite different. Here, N is the number of dimensions of
the search space, and x* and x/, are their upper and lower
boundaries in the n'" dimension. In general, optimal can-
didates in large islands are more robust and therefore less
impacted by errors than candidates in small islands because
average fitness in large islands is less sensitive to the varia-
tion in search parameters. In Fig. 6, one island’s coordinates
are chosen as the origin to illustrate the relative distance to
the six neighboring islands. All candidates in these islands
yield decent dynamic apertures, but the sextupole settings
are quite different.

The following paragraphs describe the detailed tracking
results with the simulation code “ELEGANT” [36] and the
experimental observations. From many optimal candidates
obtained thus far, one solution is chosen and used as the
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and D

origin in Fig. 6, to carry out machine studies. Fitness is
determined in regard to the spreads of linear actions through
numerical simulations. Tracking 5 particles with different
2 initial conditions is carried out. Their normalized conjugate
4 position-momentum coordinates are shown in Fig. 7. Here,
£ 5 initial conditions are used that differ from those used in
£ the optimization setting (see Fig. 3). The maximum rms
spread with the initial condition x = 20 mm and y = 3 mm
(the outer ring in the plot) is around 3%, indicating that the
motion is quite regular.

blisher

p

a
E g
L 0 S
— —
3 5
-4
-4 0 4

x( 1073V m)

Figure 7: Simulated multi-turn trajectories in the phase
space (left: the horizontal plane, right: the vertical plane)
.« for five different initial conditions. The maximum spread for
f the initial condition x = 20 mm, p, = Omrad and y = 3 mm,
o .

= Py = Omrad is around 3%.

work must maintain attribution to the author(s), title of t
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stribut:

A frequency map analysis has been carried out for both
S the on-momentum dynamic aperture (Fig. 8 and Fig. 9), and
£ the off-momentum acceptance (Fig. 10). The dynamic aper-
& ture has small nonlinear diffusion [37]: up to 35 mm in the
S horizontal plane, and 13 mm in the vertical plane as shown
QL . . . .
o in Fig. 8. In the meantime, this particular candidate has large
E tune-shift-with-amplitude coefficients, which can trap many
§ resonance lines into a very thin stop-band width [38,39] (see
= Fig. 9). The robustness of this candidate has been confirmed
o« by including the realistic NSLS-II magnet errors.

y di

m  In this example, after the on-momentum dynamic aperture
8 is optimized, the energy acceptance appears to be sufficient
£ in the view of beam lifetime (see Fig. 10). The same obser-
% vation holds for other optimal candidates. For the NSLS-II
g storage ring, it would appear that the two objectives, dynamic
& aperture and energy acceptance, may not conflict with each
other. Should the dynamic aperture and energy acceptance
8 conflict as optimization objectives in other synchrotrons, it
S is possible to include some off-momentum particle’s actions

§ as the optimization objectives.
=

Cr]

r the

2 After testing several evolved candidates on the NSLS-IT
2> storage ring, located on different islands within the search
E space, all yield sufficient dynamic aperture and energy ac-
§ ceptance, and therefore sufficient beam lifetime, for nominal
.« operating conditions. A brief discussion of one particular ex-
= perimental study period follows. During this time, beam was

é brought to third order tune resonance 3v, = 100 with the
= same lattice used for the tracking simulation with interesting
‘q-‘é results.
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Figure 8: Dynamic aperture for on-momentum particles.
The color represents the tune diffusion obtained by turn-
by-turn tracking simulation. Diffusion [37] is defined as
the difference of tunes Av extracted from the different time
durations Diff=log, \/Avi + Avj. A cool color means the
motion is less chaotic and vice versa.

0.75 1.00

225 1.00

0.50

Fractional part of v,

i Vg .
Fractional part of v,

Figure 9: Frequency map corresponding to the on-
momentum dynamic aperture in the x — y planes. A large
tune-shift-with-amplitude is observed in this lattice. The
third order resonance line can be crossed stably (without
obvious diffusion).

The simulated frequency map of the on-momentum dy-
namic aperture in Fig. 9 indicates that the third-order res-
onance 3v, = 100 was safely covered within the dynamic
aperture, with no obvious diffusion (nonlinearity) observed
in the tune space. The turn-by-turn particle tracking sim-
ulation further shows that the third order resonance has a
very narrow stop bandwidth, which can “trap” particles once
their trajectories are located inside the islands in the phase
space (Fig. 11). During the study period, the machine’s hor-
izontal tune v, was set to 33.332. A short bunch train of
25 buckets was displaced to a particular amplitude using
a pulse magnet (pinger). The amplitude of displacement
chosen was ~ 0.4 mm, measured at the center of the straight
section where S, = 21 m. This particular amplitude allowed
the beam horizontal fractional tune to approach as close as
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Figure 10: Frequency map of energy (momentum) accep-
tance in the x — ¢ planes. Here § = A}T” is the particles’
relative momentum deviation.

possible to 1/3 ~ 0.3333 - - - (the right subplot in Fig. 12).
The beam turn-by-turn trajectories were then observed to be
trapped in three isolated islands in the phase space (the left
subplot in Fig. 12). The beam began to circulate around the
ring on a closed, stable orbit with the periodicity 1/3 (see
Fig. 13). A similar study was demonstrated and reported on
in [40,41].

0.5
3
e

£ 00
g

-0.5

-10 0 10
x (mm)
Figure 11: Simulated turn-by-turn trajectories in phase

space. A large tune-shift-with-amplitude coefficient shifts
the tune away from the third order resonance quickly when
the betatron amplitude is slightly off. The stop-band width
for this lattice is narrow, which means particle motion is
stable even if its tune sits on the resonance.

The closed orbit with a 1/3 periodicity repeats itself ev-
ery 3 turns as illustrated in Fig. 13. It has some potentially
interesting applications in dynamics and time-of-flight exper-
iments [42]. For example, using a bunch-by-bunch excitation
technique [43,44], selected bunches can be displaced in this
closed orbit while keeping the rest of the bunches in the
original central orbit. Thus each synchrotron radiation port
can deliver up to four distinct x-ray beams. The x-ray beams
can have different horizontal positions and angles, and par-
ticularly different, distinct time structures. This technique
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Figure 12: Left: measured beam turn-by-turn trajectories in
the phase space with two neighboring beam position moni-
tors (BPM). Three isolated islands are observed with a phase
advance of 27” in-between as expected. Right: the FFT spec-
trum confirms that the beam remains stable on the third order
resonance.
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Figure 13: Measured closed orbit at v, = 1/3 with BPM
turn-by-turn data. The periodicity of the closed orbit became
1/3 rather than 1. In other words, the closed orbit repeated
itself every 3 turns.

and its implications, however, are beyond the scope of this
paper and require further development and study.

SUMMARY

The evolution process of the genetic algorithm is signif-
icantly sped up when enhanced by machine learning and
applied to the NSLS-II storage ring’s dynamic aperture. In-
tervention via machine learning not only speeds up evolution,
but increases the number of elite candidates in the data pool.
The quality of some optimal candidates obtained with this
technique have been confirmed experimentally on the NSLS-
IT ring and by simulation. This technique can be applied
to other population-based optimization problems such as
particle swarm algorithms. Extending it to an online mode
would be a next logical step and would be driven by a real
storage ring’s TbT data [45,46].
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OPTIMIZATION OF HEAVY-ION SYNCHROTRONS USING
NATURE-INSPIRED ALGORITHMS AND MACHINE LEARNING
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GSI, Darmstadt, Germany

Abstract

The application of machine learning and nature-inspired
optimization methods, like for example genetic algorithms
(GA) and particle swarm optimization (PSO) can be found
in various scientific/technical areas. In recent years, those
approaches are finding application in accelerator physics to
a greater extent. In this report, nature-inspired optimization
as well as the machine learning will be shortly introduced
and their application to the accelerator facility at GSI/FAIR
will be presented. For the heavy-ion synchrotron SIS18 at
GSI, the multi-objective GA/PSO optimization resulted in a
significant improvement of multi-turn injection performance
and subsequent transmission for intense beams. An auto-
mated injection optimization with genetic algorithms at the
CRYRING@ESR ion storage ring has been performed. The
usage of machine learning for a beam diagnostic applica-
tion, where reconstruction of space-charge distorted beam
profiles from ionization profile monitors is performed, will
also be shown. First results and the experience gained will
be presented.

INTRODUCTION

FAIR—the Facility for Antiproton and Ion Research will
provide antiproton and ion beams of unprecedented inten-
sities as well as qualities to drive forefront heavy ion and
antimatter research [1]. The multi-turn injection (MTI) into
heavy-ion synchrotron SIS18 is one of the bottlenecks for

s
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providing unprecedented intensities. The loss-induced vac-
uum degradation and associated life-time reduction for inter-
mediate charge state ions is one of the key intensity limiting
factors for SIS18 [2]. Beam loss during injection can trigger
the pressure bump instability. An optimized injection can re-
lax the dynamic vacuum problem, but is also crucial to reach
the synchrotron intensity limit by a large multiplication of
the injected current [3].

The complexity of the FAIR facility demands a high level
of automation to keep anticipated manpower requirements
within acceptable levels, as shown in [4]. An example of
complexity is the High Energy Beam Transport System of
FAIR which forms a complex system connecting among
other things seven storage rings and experiment caves and
has a total length of 2350 metres [5]. An automatized ma-
chine based optimization would improve the time for opti-
mization and control of HEBT.

In the frame of the Swedish in-kind contribution to the
FAIR project the storage ring CRYRING@ESR is planned
to be used for experiments with low-energy ions and an-
tiprotons. The ring is already installed in the existing GSI
target hall and commissioning has started in 2015 [6-8].
Since CRYRING@ESR has its own local injector it can
be used stand-alone for testing novel technical develop-
ments like automatized configuration of beam line devices.
A semi-automatized optimization has been already pre-
formed at the CRYRING in Sweden [9]. Figure 1 shows
the CRYRING@ESR and is local injector. Over the second
transfer line the CRYRING@ESR can also receive beams
form the experimental storage ring ESR.
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Figure 1: CRYRING@ESR injection from the local injector has been online optimized with an evolutionary algorithm.
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For the optimization and control of synchrotrons the
j knowledge of beam parameters is a key ingredient. Ion-
ization profile monitors play an important role in non-
estructive measurements of the transverse beam profile.
’ They make use of residual gas ionization by the particle
eam and collect the ionization products via appropriate

uiding fields. However, for the foreseen intensities at heavy-
ion synchrotron SIS100 for some beams a profile distortion
= is expected to be visible. Here the application of machine
< learning allows the reconstructing of the beam profiles with
simulation supported training.

<E <)

=
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le of the work, publisher, and D
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NATURE-INSPIRED OPTIMIZATION

Nature-inspired optimization algorithms often perform
well approximating solutions to all types of problems be-
cause they ideally do not make any assumption about the
underlying fitness landscape. The fitness determines the
quality of the solution and determines the probability of its
survival for the next optimization step. The fitness is eval-
E uated by an objective function, a simulation code or a real
3 running system. In many real-life problems, multi-quantities
_M have to be optimized. In addition, these quantities can be
g contradicting and there is more than one equally valid so-
Z lution. These solutions form a so-called Pareto front (PA
%’ front) in the solution space. A solution is Pareto optimal if
g it is not dominated by any other solution. By using a non-
'§ dominated selection algorithm one tries to find solutions
t near the optimal Pareto set.

aintain attribution to the author(s) ti

Evolutionary algorithms

An evolutionary algorithm (EA) is inspired by biological
S evolution, such as reproduction, mutation, recombination,
© and selection. Genetic algorithms (GA) is the most popular
§ type of EA. In GA terminology, a solution vector is called
§ an individual and represents a set of variables; one variable
= is a gene. A group of individuals form a population, the
i following child populations are counted in generations. The
E first population is created randomly. The crossover operator
8 exchanges variables between two individuals - the parents
2 - to discover with their offspring promising areas in the so-
% lution space (exploration). For the optimization within a
g€ promising area, the mutation operator changes randomly
8 the characteristics of individuals on the gene level (exploita-
£ tion). Reproduction of individuals for the next generation
involves selection. During optimization the most promising
5 individuals are chosen to create the next generation. By
3 allowing individuals with poor fitness to take part in the
S creation process the population is prevented to be dominated
f,by a single individual. The most popular techniques for
£a single-objective optimization are proportional selection,
% ranking and tournament selection [10, 11].

2018). Any distriby

nder t
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£ Particle swarm optimization

The initial inspiration for the Particle Swarm optimization
(PSO) came from the “graceful but unpredictable choreog-
aphy of a bird flock” and is a example of alternative algo-
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Figure 2: The heavy-ion synchrotron SIS18 and its injectors.

rithms. The key to the swarm success liens in social influence
and learning. Each individual’s behavior is influenced by
its own personal experience and the social standard [11].
Within a swarm, each individual refers to a point in the vari-
able space. It is updated by adding a velocity depending on
the personal experience and the socially swarm influenced.
The “nostalgia” in the individual tends to return to a place
it encountered in the past that best fulfilled the objectives
reflected by the personal best pbest. Simultaneous, the indi-
viduals seek to attain publicized knowledge or social norms,
reflected by the best position ever for the entire swarm gbest.
The movements of the swarm a guide by improved positions,
which are updated during the optimization. Including in ad-
dition stochastic elements in the algorithm allows to search
widely and hopefully finding a satisfactory solution. PSO
has shown faster convergence than GA optimization [11].

INJECTION OPTIMIZATION

SIS18 (Figure 2) will serve as a booster for SIS100 in the
FAIR facility to provide ion beams of unprecedented inten-
sities and qualities. An optimized interface between injector
linacs and synchrotron is mandatory to achieve this goal. The
new FAIR proton linac (pLINAC) will provide the high inten-
sity primary proton beam for the production of antiprotons.
The existing GST heavy ion linac (UNILAC) is able to deliver
world record uranium beam intensities for injection into the
SIS18, but it is not suitable for FAIR operation. Therefore an
upgrade program is planned to replace the post-stripper sec-
tion. An evolutionary algorithm based optimization of the
multi-turn injection (MTT) of the SIS18 has been performed
to define the interface parameters for UNILAC and pLINAC.
The goal of the optimization is to stack the beamlets injected
from the injector in the horizontal phase space until the syn-
chrotron intensity limit is reached. Thereby injection losses
on the septum or acceptance have to be minimized to prevent
a synchrotron performance reduction to due loss induced
vacuum degradation [3]. However, the required MTI bril-
liance should be in a reachable value frame for the injector
linac. As MTTI has to fulfill Liouville’s theorem, four bumper
magnets create a time variable closed orbit bump such that
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Figure 3: Snapshot of a MTI simulation with loss. The red
line indicates the septum and dashed line the acceptance.

the injection septum deflects the next incoming beamlet into
available horizontal phase space close to the formerly in-
jected beamlets. For effective adaptation to the free phase
space, for instance, an exponential bump reduction can be
chosen. During the nature-inspired optimization the param-
eters on which the MTI depends are altered in consideration
of the limiting technical and physical conditions to find an
excellent MTT performance. The MTI performance depends
on injector emittance and current, position and angular of
the incoming beam, the closed orbit at the septum, horizon-
tal tune, miss-match of the incoming beam and the orbit
bump reduction. For the optimization the Distributed Evo-
lutionary Algorithms in Python (DEAP) [12] together with
pyORBIT has been used. The SIS18 MTI model has been
implemented in the particle tracking code pyORBIT—the
Python implementation of ORBIT (Objective Ring Beam
Injection and Tracking) code—and was carefully validated
against experiments [13—15]. Figure 3 shows a snapshot of
a MTI simulation with loss in normalized coordinates. The
loss areas—inner and outside of the septum as well as the
acceptance—are visible. The inner beamlets lost particles at
septum earlier during the injection process and therefore not
overlap. The injected beams are spirally arranged. The first
injected beams are sitting in the center of the spiral next due
to the closed orbit indicated by the black dotted. Figure 4 il-
lustrates the evolution of the injection loss obtained from the
GA for different numbers of injected turns. The GA finds a
better set of parameters than the previous simulation studies
(indicated by the dashed lines [14]). The fact that a longer
injection time leads to higher losses also holds for the GA
optimization if the available acceptance is filled. However,
especially in these cases GA discovers a much better solu-
tion. The dependence of the gain factor on the injection loss
is of particular interest due to the vacuum degradation prob-
lem. In order to define the relationship between both, the
gain factor has been included as an optimization objective,
i.e. to find a 2D Pareto front of both. Figure 5 shows that
multi-objectives genetic algorithms (MOGA) finds a much
better set of parameters for an improved MTI performance
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Figure 4: The evolution of loss for injected emittance of
7mm-mrad. GA found a much better injection parameter
setting for a low loss injection than the previous simulation
studies (dashed lines).
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Figure 5: The PA front for gain factor and MTI loss. GA
found a much better PA front than the previous studies.

than the previous simulation studies [14]. The influence of
space charge on the MTI performance optimization with
MOGA is significant even if the discovered PA fronts are
similar: The discovered MTI parameters are different with
space charge. For the layout of the injector upgrade and the
new proton injector is crucial to known the injection depen-
dence on emittance. The demands on the injector could be
relaxed if a sufficient MTI performance with a large injection
emittance can be discovered. Previous MTI optimization
studies [14, 16] clearly demonstrate that the horizontal emit-
tance of the incoming beam has a significant impact on
MTI performance. The smaller the injected emittance is,
the better the MTI performance gets, which is contradict-
ing to relaxation of the injector demands. A reduction of
the horizontal emittance can be achieved e.g. by horizontal
collimation [16] or by a round-to-flat transformation [15].
Figure 6 shows in accordance with MTI model and previ-
ous studies the trade-off between the objectives over a wide
range of parameter variations, which can be summarized
as follows: no loss means small injected emittance and low
gain factor; a high gain factor implies small emittance with
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Figure 6: The 3D Pareto front for a simultaneously GA
optimization of gain factor, loss and emittance. On the right
axes the require injector current is shown to reach the space
charge limit in the SIS18.

medium loss; and large emittance means very large loss and
2 small gain factors. This trade-off is a direct consequence
E of Liouville’s theorem. The obtained results for single and
& double objective optimization are located also on the 3D
= PA front. Optimization with multiobjective particle swarm
f (MOPSA) shown similar result with fast convergence. A 3D
2 Pareto front for proton injector has generated shown in [17].
-2 Outcome of this optimization and heuristic analyze of the
2 MTI demonstrate, that a low-loss injection to fill SIS18 up
% to the space charge limit for several emittance over many
& turns for various proton currents could be achieved.

t maintain attribution to the author(s), title of the work, publisher, and D

ONLINE INJECTION OPTIMIZATION

The multi-turn injection of the CRYRING@ESR from
the local injector has been online optimized with a genetic
algorithm. The aim of the automatized optimization was to
o maximize the beam current stored in the CRYRING@ESR.
; The beam current has been measured with the Schottky diag-
M nose in the CRYRING. An end-user application exploiting
8 the genetic algorithm framework Jenetics [18] to optimize
£ unknown beamline settings through the Java based FAIR
‘8 control system has been implemented [19]. Jenetics is an
é end-user ready software library implementing an genetic,
*‘E evolutionary algorithm, written in modern day Java. There-
= fore the choice to use Jenetics was obvious although faster
-“.2 algorithm are known. The Jenetics algorithm allows inde-
z pendent variation of the merging dipole magnet and the
§ quadrupoles strengths in the transfer line as well the septa,
2 steerer strengths, and the closed orbit defined by the ring
2 dipols. The result of the successful evolutionary algorithm
E optimization performance is presented in Figures 7. Shown
S are two cases of converged genetic scans for the recom-
.« bination probability of 0.5 and 0.8. The population size
= was 50 and the offspring fraction 0.5. The tournament size
£ of 15 has been chosen rather large to reach a fast conver-
= gence. For large tournament size, weak individuals have
‘q"é less chance of being selected. The first population is created
O
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randomly forming a range around 10-15% of known good
values (e.g. from earlier manual settings or beam optics cal-
culations). The performance of the ion source, especially un-
stable plasma conditions play a crucial role, as it introduces
non-deterministic transmission fluctuations which cannot
be coped with by the algorithm without further measures.
Therefore for each genetic scan step an averaging over ten
measurements has been performed. Both scans reached after
about 1.5 hours optimization time previous achieved trans-
mission. At present, the time-domain performance is limited
by the FAIR control system. Hence, removing performance
bottlenecks in the FAIR control system code stack would be
a key to fully enable this method’s power.

MACHINE LEARNING

A principal characteristic of Machine Leaning (ML) is to
implicitly deduce a set of rules from given data, mapping
specific input to output, relieving the user from this tedious
task. As such ML is especially suited for problems whose
solutions require either a lot of manual fine-tuning or in-
volve long lists of (potentially unknown) rules. Relevant for
the presented problem is the later case, where supervised
machine learning consisting of regression models is used
to predict continuous variables from the given data. Super-
vised ML covers many different algorithms with varying
complexity, from linear approximations like Linear Regres-
sion (LR) up to “biologically inspired” Artificial Neural
Networks (ANN) [20].

Linear Regression

Linear regression is a linear approach modelling the rela-
tionship between the scalar dependent variable and one or
more explanatory variables. In linear regression, the rela-
tionship is modeled using linear predictor functions whose
unknown model parameters are estimated from the data.
The least squares approach is often used for fitting linear
regression models.

Artificial Neural Networks

Artificial neural networks (ANN) are computing systems
vaguely inspired by the biological neural networks found
in animal brains. The most basic form of ANN typically
utilized in supervised learning problems is a fully-connected
feed-forward Multi-Layer Perceptron (MLP). It is a specific
ANN architecture which is represented by consecutive layers
of nodes where all nodes of two consecutive layers are con-
nected to each other. Each node sums all its weighted inputs
and transforms the result using an activation function. The
activation function should be non-linear in order to represent
non-linearities in the data and it must be differentiable in
order to comply with the fitting procedure. Weights are usu-
ally randomly initialized and then iteratively updated during
the fitting procedure in order to minimize the selected loss
function.
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Figure 7: Converged genetic scan driving ten parameters for two different recombination probability. The goal of the
optimization has been to maximize the CRYRING@ESR MTI performance. The scans reached the final value after
four generations and reached previous good transmission after 89 (upper scan) and 97 minutes (below scan). For each
optimization steps an averaging over ten measurements has been performed.

IPM PROFILE RECONSTRUCTION

The principle of IPMs is the following; the primary beam
ionizes the residual gas and the ionized particles (ions or
electrons) are extracted via electric fields, sometimes in
conjunction with magnetic fields to confine the movement
of ionized particles in the plane transverse to the electric
field [21]. In the ideal case the ionized particles would move
on a straight path towards the detector and the profile of the
extracted particles reflects the transverse profile of the pri-
mary beam. The electromagnetic fields of the primary beam
can affect the trajectory of particle movement towards the
detector, see Figure 8. As a consequence the beam profile
can be significantly deformed compared to the unimpaired
wire scanner measurements. Several attempts have been
made to correct or describe such effects parametrically, but
no satisfactory analytic procedure was found. At that point
a machine learning based approach reliant on good simula-

E-2 Design, Optimization, Control

tion model of the IPM along with space charge effects was
performed.

The Virtual-IPM simulation tool was used for simulat-
ing the movement of electrons inside the IPM region for a
typical LHC case [22], where the beam electric field leads
to major distortion. The simulated profiles were binned
corresponding to the resolution of an acquisition system
based on hybrid-pixel detector [23]. Together with the bunch
length and the bunch intensity this data were used for fit-
ting various ML models. Even the simple linear regression
model showed very promising results for the beam width
reconstruction [22]. The complex artificial neural networks
can reconstructed the whole beam profiles as shown in Fig-
ure 9 [24].

CONCLUSION AND OUTLOOK

A fast beam dynamics simulation model has been de-
veloped and used together with a multi-objective genetic
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8 algorithm to optimize the multi-turn injection into SIS18.
é A loss-free or low-loss injection for several emittance over
*‘E many turns were identified. Space charge results in a simi-
f: lar PA front, but with different injection settings. With the
< optimized multi-turn injection a range of injector brilliance
z could be defined. This crucial information gives more flexi-
§ bility for the layout of the SIS18 injectors.

2 An online optimization of multi-turn injection into the stor-
2 age ring CRYRING@ESR has been presented. After 1.5
E hours of optimization time previous transmission could be
8 reached. The nature-inspired optimization has potential to
.= reduce the manpower requirements and variations of quality
= performance due to the manual procedure. Looking forward,
£ the algorithm shall be applied to SIS18.

= A novel method for resolving IPM profile distortion under
‘q"é the influence of magnetic guiding fields based on machine
O

SAPAF02
of
20

ICAP2018, Key West, FL, USA

JACoW Publishing
doi:10.18429/JACoW-ICAP2018-SAPAF02

learning has been presented. The first investigations, using
simulated data, yield promising results. Next steps include
estimation of influence of error sources on predictions, opti-
mization of model selection and application of the method
to measured data. The method has a potential to extend
usability and reduce cost of IPMs for high brightness beams.
The application of machine learning to time-domain signals
like the longitudinal Schottky signals is under investigation.
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Abstract

Genetic algorithms are commonly used in the accelerator
community and often require significant computational re-
sources and manual adjustment of hyperparameters. Model-
based methods can be significantly more efficient in their
use of computational resources, but are often labeled as un-
Z reliable for the nonlinear or nonsmooth problems that can
£ be found in accelerator physics. We investigate the behavior
.= of both approaches using a photoinjector operated in the
= £ space-charge-dominated regime. All model-based optimiza-
E tion runs were coordinated and managed by 1ibEnsemble,
% a Python library at Argonne National Laboratory.
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ARGONNE WAKEFIELD ACCELERATOR
FACILITY INTRODUCTION

bution of this work mus

The Argonne Wakefield Accelerator (AWA) facility
: 8 houses two photoinjector beamlines. Ongoing research ef-
2 Z forts at the AWA includes emittance exchange photocathode
2 studies and two-beam acceleration experiments [1], the latter
Z of which motivates this work. Figure 1 shows the layout of
& the AWA bunker during two-beam accelerator experiments.
§ The high-charge beamline, often referred to as the drive
© beam, is being modeled in this work.

CODE AND RESOURCES

The particle-in-cell code OPAL [2] is used to simulate the
high charge beam line at the AWA. OPAL is an open-source
parallel code with two version, OPAL-t and OPAL-cycl.
The former was used for this work, the latter version is used
2 for modeling cyclotrons. OPAL can also simulate 3D-space
g charge, 1D coherent synchrotron radiation, and wakefield
£ effects. Note that the optimization methods being compared
_q“; in this study are applicable to any beam-dynamics code—
£ Parmela [3], ASTRA [4], GPT [5], all of which have been
3 3 used by AWA group members—not just OPAL-t.

of the CC BY 3.0 licence (

e terms

All simulations were run on the Bebop cluster maintained
y the Laboratory Computing Resource Center [6] at Ar-
onne National Laboratory. Bebop machine consist of 664
roadwell nodes, and 352 Knights Landing (KNL) nodes.
. The simulations presented here were performed on KNL
nodes, due to short queue times and readily available re-
sources.

o
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nneveu@hawk.iit.edu
SAPAF 03
22

e=d Content from this work may be us

ICAP2018, Key West, FL, USA

JACoW Publishing
doi:10.18429/JACoW-ICAP2018-SAPAFO3

COMPARISON OF MODEL-BASED AND HEURISTIC OPTIMIZATION
ALGORITHMS APPLIED TO PHOTOINJECTORS USING
LIBENSEMBLE

N. Neveu®, L. Spentzouris, Illinois Institute of Technology, Chicago, USA
J. Larson, S. Hudson, Argonne National Laboratory, Lemont, USA

OPTIMIZATION METHODS

Heuristic Method: Genetic Algorithm

Genetic Algorithms (GA) are a popular choice for opti-
mizing simulations in the accelerator physics community.
They have been used with success on several types of accel-
erator physics problems that address challenges facing both
linear and circular machines [7]. It is not disputed that in
these solutions were found with benefit to many facilities.
However, it is also well-known that GAs are computationally
intensive. They can require hundreds of thousands of core
hours depending on the problem being solved. Performing
optimization with fewer calls to the simulation would not
only save time, but would also enable facilities to accom-
plish more design work without access to large core hour
allocations.

Model Based Methods: APOSMM + BOBYQA

Model-based derivative free methods are increasingly pop-
ular in mathematics and other scientific domains, but have
not been widely used in the accelerator physics community.
This may be due to the assumption that these methods may
become within local minima within a bounded search space.
In a sense, this is true if the algorithm is always started
with the same initial conditions and weights. However, if
the algorithm is started multiple times with various initial
conditions, this behavior may be mitigated.

In order to achieve a multistart approach, the asyn-
chronously parallel optimization solver for finding multiple
minima (APOSMM) [8] was used. This algorithm main-
tains a history of all previously evaluated points, and uses
this information when deciding starting points for local op-
timization runs. APOSMM also allows concurrent local
optimization runs while honoring the amount of resources
available. For details on how local optimization points are
determined, see [8, Section 3].

In this paper, we use the bounded optimization by
quadratic approximation (BOBYQA) [9] local optimization
method. After a set of simulation evaluations are finish, the
beam parameters (i.e. objectives) at the desired location are
fed to BOBYQA. The algorithm then builds and minimizes
a quadratic model of the objectives in order to pick the next
point to evaluate.

Both APOSMM and BOBYQA implementations used are
open source, freely available, and written in Python.

E-2 Design, Optimization, Control
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Figure 1: Layout of the AWA bunker. The drive beam with high charge is located on the right side of the image and the
witness beam with lower charge and energy is shown on the left side of the image.

LIBENSEMBLE

libEnsemble is a library developed at Argonne for man-
aging ensemble-like collections of computations. This li-
brary is capable of coordinating concurrent simulation evalu-
ations and optimization algorithms. In the past, using a local
optimization method in a multistart fashion required many
serial runs, or much time spent on the users end to decide
initial starting points and manage resources. lLibEnsemble
in combination with APOSMM manages allocations and
resources, so that the user can focus on optimization work
and results rather than parallel programming and resource
management. Key features of 1ibEnsemble include:

* Automatically manages the asynchronous evaluation of
calculations and, if desired, the optimization of outputs

 Helpful developers
* Open source Python code, on GitHub.
* Can run on laptops, clusters, and HPC systems

As an example of large resource management,
libEnsemble has been used to coordinate the evalu-
ation of 1,600 concurrent OPAL evaluations on 200 KNL
nodes, each with 64 cores. 1ibEnsemble provides many
useful features for common accelerator physics use cases:

 Can gracefully kill simulation runs that loose particles
before the end of simulation (thereby saving significant
computational resources in studies with many failures)

* Gracefully kills runs that become unresponsive.

 Saves specified data into a NumPy array for easy access
and storage

» Evaluates objectives based on specific beam criteria
and z location.

* Allows for OPAL-t instances using parallel resources

This library has the potential to significantly simplify the use
of model-based and multistart algorithms for optimization

E-2 Design, Optimization, Control

Table 1: Parameter Bounds for Linac Optimization

Variable Range Unit
Solenoid Strength 300 < §; <550  amps
Solenoid Strength 180 < S, <280  amps
Phase of Gun -20< ¢y <0 degrees
Cavity Phase 20 < ¢p <20 degrees

problems. In addition, this can save time spent on program-
ming, since parallelization and allocation of resources for
concurrent runs is managed by 1ibEnsemble instead of user
scripts.

PHOTOINJECTOR OPTIMIZATION

The beamline simulated in OPAL consisted of the gun,
two solenoids, and six linac cavities, as shown in Fig. 2.
The charge of interest was 40 nC, therefore 3D space charge
forces were calculated at all times, while the rf-field maps

were 2D. The laser radius was set at 9 mm. Cavity gradients |

were set to achieve 65 MeV, with a small spread depending
on the phase in each cavity. Nine design variables (shown

Si AY)
H

Figure 2: Simulation model used in OPAL and for optimiza-
tion runs. The charge of interest was 40 nC.

in Table 1) were adjusted during the local optimization runs.
Note ¢y, is a vector containing the six cavity phases. Three
objectives were chosen: oy, oy, 0. In this case, due to the
2D field maps, ox = oy. The three objectives reduce to two
objectives, one representing the transverse beamsize, and
one representing the longitudinal beamsize. Therefore the
beamsize is optimized at the end of the linac.
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First, 1ibEnsemble was used to generate a 1,000
j point random sample. These runs were then given by
libEnsemble to APOSMM. BOBYQA was used as the
local optimization method with a multistart approach. The
/ objective was the sum of o, 0y, and o,. All starting points
and subsequent points were chosen by APOSMM. Runs were
initiated by 1ibEnsemble and each OPAL-t simulation was
run on four cores. 1ibEnsemble maintained objective val-
ues and summary information needed by APOSMM after
< each simulation completed. A limit of 600 evaluations was
set for the entire 1ibEnsemble runs.

For comparison, we used the NSGA-II [10] implemen-
tation within OPAL. Examples of how to use the built-in
optimizer can be found on the OPAL wiki'. The optimiza-
tion problem was defined within an OPAL-t input file. The
results of all simulations are shown in Fig. 3.

title of the work, publisher, and D
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Figure 3: Comparison of GA and APOSMM optimization

results. Note only o7y is plotted, because o7 and o, are equal.
This is a result of using 2D symmetric field maps.

CONCLUSION

There is no significant difference in the Pareto fronts gen-
erated by NSGA-II, APOSMM, and the random sample. The
GA performed 32,967 simulation evaluations to complete
200 generations. APOSMM completed 600 evaluations with
a seed of 1,000 random points. Based on this case alone, it is

2 not clear yet what the time to solution difference is possible
E for more complicated problems. This was a test case, where
g the design variables are bounded to regions of acceptable
3 solutions. (The bounds were chosen based experienced gain
§ in prior work.) This point is illustrated by the Pareto front
2 of the 1,000 point random sample. It closely resembles the
5 two optimization methods, which indicates the problem is
< well bounded. For this optimization problem, running either
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NSGA-II or APOSMM provided only marginal improve-
ment of the solutions. This suggest a random sample may
be sufficient in estimating Pareto fronts for some problems.
A significant amount of computational resources could be
saved in such cases; if a heuristic method is not used.

FUTURE WORK

Extension of this work is ongoing and will be published.
That work includes optimization problems that are not well
bounded or defined by a random sample, like the case shown
here.
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Abstract

Overall efficiency is a critical priority for the next gen-
eration of particle accelerators as they push to higher and
higher energies. In a large machine, even a small increase
in efficiency of any subsystem or component can lead to a
significant operational cost savings. The Core Oscillation
Method (COM) and Bunch-Align-Compress (BAC)
method have recently emerged as a means to greatly in-
crease the efficiency of the klystron RF source for particle
accelerators. The COM and BAC methods both work by
uniquely tuning klystron cavity frequencies such that more
particles from the anti-bunch are swept into the bunch be-
fore power is extracted from the beam. The single objective
genetic algorithm from Sandia National Laboratory’s Da-
kota optimization library is used to optimize both COM
and BAC based klystron designs to achieve 85% effi-
ciency. The COM and BAC methods are discussed. Use of
the Dakota optimization algorithm library from Sandia Na-
tional Laboratory is discussed. Scalability of the optimiza-
tion approach to High Performance Computing (HPC) is
discussed. The optimization approach and optimization re-
sults are presented.

INTRODUCTION

Klystrons have been the primary RF source for acceler-
ators for as long as they have been used. There are multiple
reasons for this. They have high gain, low phase noise,
moderately high efficiency, and a low $/Watt cost. The pri-
mary deficiency of klystrons however is their moderate
electronic efficiency, for which the empirical relation [1]
is:

Nmax = 78 — 16 K, (1)
where K is the beam perveance (I, V-3?) provides a realistic
estimate. Achieving high efficiency (>70%) in a high
power klystron requires either relativistic beam voltages or
a combination of many lower voltage beams, which signif-
icantly increases complexity and cost. Efficiencies of com-
mercial klystrons are typically 40-60%, a range that has
seen little change for several decades.

Somewhat surprisingly however, given the technology
maturation one would expect for a device invented more
than sixty years ago, a new design method for klystrons has
been recently proposed (Guzilov 2014 [2]). The author of
this work refers to this new technique as the “BAC”
method and shows a path for obtaining significantly higher
efficiencies than obtained in current klystrons. A

* Work done under subcontract to CCR, funded by the U.S. Department
of Energy through SBIR Grant, number DE-SC0017789.
T jensenaj@leidos.com
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complimentary method, “COM?” [3], is also investigated as
a means for increasing efficiency.

Using the COM and BAC techniques we use modern op-
timization techniques to design a klystron with the goal of
exceeding 85% efficiency. The klystron is designed to op-
erate at 1.3 GHz and provide 100 kW of output power.

SIMULATION SOFTWARE AND TOOLS

Several simulation and optimization tools were used.
The key programs used are outlined here.

Dakota Optimization Library

Dakota [4] is a powerful optimization library developed
by Sandia National Laboratory. The library consists of
many algorithms including the Single Objective Genetic
Algorithm (SOGA) and the Asynchronous Pattern Search
(APS). All optimizations in this paper used the SOGA for
global optimization or the APS for local optimization. Da-
kota is typically run from the command line but we ran Da-
kota using the Galaxy Simulation Builder framework.

Galaxy Simulation Builder

Galaxy Simulation Builder (GSB) [5] is a framework de-
veloped by the Air Force Research Laboratory (AFRL) for
building simulation pipelines and optimizations. The soft-
ware was used exclusively for the klystron optimizations
presented here. The optimizations can be performed with-
out the use of GSB, but the GSB framework facilitates the
process of running Dakota. GSB also streamlines the pro-
cess of executing large optimizations using High Perfor-
mance Computing (HPC) supercomputers. Setting up opti-
mizations on Dakota and running optimizations on super-
computers is more time consuming without using GSB as
an interface.

The GSB GUI is shown in Figure 1. The GUI works
based on a drag-and-drop approach to building modules
that wrap the command line interface of different simula-
tion tools.

Launch I
Simulation g &

Simtaion Management % | NAYO, §_Besm CromsPlatomm X

Load Input
Files =

{

rag and Drop 2 3 o o

Draw D
Comectiots @8 «b—— |
e Je

Input
Files

et
Custom &
Pre-Built
Modules

e N
. Module Definition
(command line definition)

Figure 1: Galaxy Simulation Builder GUI.
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dD

8 Klystron Simulation Codes

_?:; Several codes exist for simulating klystrons. AJDISK [6]
= is a fast 1D code from SLAC National Accelerator Labor-
2 atory that can simulate the high efficiency klystron designs
—M being considered in 20 seconds to 3 minutes depending on
3 the desired accuracy. Since AJDISK designs can be iterated
£ quickly it is used as the primary workhorse for global op-
5 timization using the genetic algorithm. Tesla [7] is a 2.5D
2 code from the Naval Research Laboratory (NRL) that can
i model the radial variation in the beam. The code is more
= accurate than AJDISK but takes approximately 10 to 30
£ minutes per iteration depending on the required accuracy.
= Therefore AJDISK was used for the large global optimiza-
2 tion that required thousands of iterations and the results
2 were used as the starting point for a more accurate local
& optimization which only required hundreds of iterations us-
3 ing Tesla. In summary, AJDISK is used to find the approx-
imate location of the global minima using global optimiza-
tion and Tesla is used to more accurately determine the
£ global minima using a local optlmlzatlon routine in the vi-
cmlty of the global minima found using AJDISK. KlyC [8]
< isanew 2D code from CERN for simulating klystrons. The
code was not used in our optimization efforts but it was
used to benchmark the AJDISK and Tesla results as shown
in Figure 2. KlyC has a similar execution time to AJDISK.
We plan to use KlyC more as we become familiar with it.

maintain attrl

100

o | [ —AIDISK o o

+ Tesla
8 a KlyC
70

Output Power (kW)

0 20 40 60 80 100 120 140 160 180 200 220 240 260
Drive Power (mW)

Figure 2: Comparison of different klystron simulation
codes.

OPTIMIZATION ALGORITHMS

Single Objective Genetic Algorithm

The Single Objective Genetic Algorithm (SOGA) is a
& powerful global optimization routine available within the
2 o Dakota optimization library. It is the primary optimization
= method used to optimize the BAC and COM klystron de-
signs.

Global optimization routines are ideal for exploring
2 large design spaces that have more than one local minima.
2 Several optimizations were run to optimize the BAC and
>, COM designs. The largest optimization was for the BAC
E klystron, consisting of 13 variables: 11 cavity frequencies,
% the location of the output cavity, and the external Q of the
output cavity.

The single objective genetic algorithm consists of sev-
eral steps. The optimization starts with a set number of so-
lutions, known as a “population”, generated by selecting
input variables (“genes”) scattered throughout the parame-
g ter space. Our optimizations had a population size of 50.
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“Parents” within the population are “selected” based on
“fitness” which is determined for the klystron optimization
based on which “parents” have the highest efficiency. A
weighted penalty to fitness is also applied for reflected and
slow electrons. Once parents have been selected for “repro-
duction”, “children” for the next “generation” are produced
by copying some of the parents “chromosome” (the string
of input variables) up to a “crossover” point. Some genes,
or input variables, can also be “mutated” (randomly al-
tered). New generations are then iterated until the popula-
tion converges on a solution that produces the best answer,
or fitness within some convergence criteria.

Asynchronous Pattern Search

The SOGA method in Dakota typically requires thou-
sands of simulations to converge. The time the optimiza-
tion takes is therefore directly dependent on the time each
simulation takes to execute. To facilitate faster optimiza-
tion, we run 1D AJDISK which is fast but slightly less ac-
curate than 2D Tesla or KlyC simulations. This approach
gives a solution that AJDISK believes is the global minima
but is in error by the difference between the 2D solution
and 1D AJDISK solution. To remedy this the 1D solution
is used as the starting point of a local optimization using
Tesla to find the true global minima.

The Asynchronous Pattern Search (APS) in Dakota is
used for local optimization. For a two variable optimization
a crosshair pattern/template can be imagined where the
centre of the crosshair is the starting point solution and the
four periphery points of the crosshair are solutions evalu-
ated at some plus/minus offset from the centre. The opti-
mization proceeds by selecting the new best solution. If the
best solution is one of the periphery points the crosshair is
re-centered at that solution. If the best solution is the centre
of the crosshair, the crosshair stencil is reduced in size such
that the new periphery solutions will have a smaller offset
from the centre solution. These steps are iterated until the
input variables change by less than a fixed tolerance de-
fined by the user.

LARGE SCALE HPC OPTIMIZATION

GSB in combination with Dakota is capable of running
very large optimizations. The klystron optimizations in this
paper were all run on smaller machines but it is possible to
run even larger problems using High Performance Compu-
ting (HPC) super computers. As a short diversion we pro-
vide a case study of an HPC optimized depressed collector
to show the capabilities of GSB. The depressed collector in
this study was simulated using MICHELLE [9], a 3D ge-
ometry, and more than a dozen variables. The collector was
optimized simultaneously against 7 input power levels. On
a single CPU it was calculated that the optimization would
have taken more than 4 years. On the supercomputer the
optimization took less than 24 hours. A scatter plot of the
best results is shown in Figure 3. The goal of the optimiza-
tion was to maximize efficiency while minimizing particles
returned to the circuit. The results have been normalized to
the best case design that existed before the optimization
was run.
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Figure 3: Optimization of a depressed collector.

HIGH EFFICIENCY KLYSTRON DESIGN

The BAC and COM techniques were used as the basis of
our optimizations. Here we discuss an overview of the two
techniques.

Core Oscillation Method

The Core Oscillation Method (COM) is a method of tun-
ing cavity position and klystron cavity frequencies to max-
imize efficiency. This design approach generates a klystron
that is longer than a BAC tuned klystron but uses fewer
cavities. The cavities in this method are spaced approxi-
mately a half plasma wavelength apart as shown in the Ap-
plegate diagram in Figure 4. Since the space charge forces
are stronger in the core (the middle of the bunch), electrons
furthest from the core continue to move towards the centre
of the bunch even after the core bunch begins de-bunching.
This can be seen in Figure 4. By repeating/oscillating the
core through several bunching and de-bunching cycles the
outermost electrons can eventually join the core bunch.
This leads to a long klystron design with high efficiency.
The klystron cavity frequencies are tuned high with respect
to the operating frequency and can be optimized manually
or by using Dakota.

Bunching (gain) cavities

.//

Output cavity

\\\\\

Phase (rad) ':\u’

o

Distance along tube axis —

Figure 4: Core Oscillation Method based klystron design.

Bunch-Align-Compress Method

The Bunch-Align-Compress (BAC) method can be used
to generate a klystron of similar efficiency to that achieved
using COM in a shorter distance at the expense of using
more cavities. The BAC method effectively replaces a sin-
gle core oscillation in the COM approach with a triplet of
cavities as shown in Figure 5. In the simplest case the BAC
approach therefore needs three times as many cavities as
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the COM technique. The bunching cavity in the BAC tech-
nique is analogous to the bunching cavity in the COM ap-
proach. The alignment cavity aligns electron velocities in
the core such that the bunching cavity can bunch electrons
much more quickly without any electrons overtaking each
other. The collection cavity operates at the second har-
monic to sweep particles in the anti-bunch into the main
bunch which is analogous to what the outer electrons do in
the COM method but in a much shorter distance. The three
cavities in the triplet can be spaced very closely together.
The tuning of each cavity in the triplet is a function of sev-
eral factors including the spacing between the cavities. The
complication of optimizing so many cavity frequencies is
ideally suited for the SOGA optimization technique.

Bunching cavity Alignment cavity

Bunch oscillation\ / _— Collection cavity

|

|
|

(T

Phase (rad) ~

o

Distance along tube axis

Figure 5: Bunch Align Compress based klystron design.

KLYSTRON OPTIMIZATION
AND RESULTS

Both the COM and BAC klystron designs were opti-
mized to maximize efficiency and minimize reflected par-
ticles. The COM design was optimized first using the
SOGA method. Each core oscillation was then manually
replaced with a BAC triplet of cavities one core oscillation
at a time. The BAC design generated in this way was used
as the starting point for SOGA optimization of the BAC
design.

COM Optimization

The COM design was conducted first. The input and out-
put cavity frequencies were fixed to the operating fre-
quency. One cavity was added at a time and the cavity po-
sition and frequency were decided visually by the engineer
such that cavity spacing was on the order of a half plasma
wavelength and that a core oscillation could be observed.
The number of core oscillations was increased until the ef-
ficiency reached approximately 85%. This design was used
as the starting point to the SOGA optimization. The cavity
to cavity spacing was allowed to vary for each core oscil-
lation by a fixed amount. The cavity frequencies, except
for the input were allowed to vary by a fixed amount. Fi-
nally the external Q of the output cavity was allowed to
vary by a fixed amount.

BAC Optimization

The BAC design was based on the optimized COM de-
sign by replacing each core oscillation in the COM design
with a cavity triplet one at a time. The cavity frequencies
of the triplet were manually optimized to produce the same
or similar results to those achieved in the COM design.
This design was the starting point for the BAC based
SOGA optimization. The SOGA optimization left the
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[a)

% cavity positions fixed and optimized the cavity frequencies
g within some range of their starting values. The external Q
E and position of the output cavity were also optimized at the
‘S same time as the cavity frequencies. The range over which
- values was allowed to vary was fairly broad with the ex-
8 pectation that the SOGA method would find a true global

e
2
g
8
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Results

Several SOGA runs were completed. The best result of
each run is shown in Figure 6. These results show the ex-
£ pected trend that efficiency increases with circuit length
% and that the BAC design is shorter than the COM design.
2 Both designs achieved greater than the target efficiency of
2 85%.
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3 Figure 6: Various SOGA optimizations for both BAC and
£ COM based klystron designs.

The optimized results based on AJDISK were translated
for use in Tesla. The first curve in Figure 7 shows the out-
put power reported by Tesla using the optimal AJDISK re-
sults. The second curve in Figure 7 shows the results after
a local optimization was run using Tesla directly assuming
the AJDISK result as a starting point.

95 —
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Output Power (kW)

2

35

30

25

E \ —TESLA (re-optimized)

s | —TESLA (Using AIDISK Optimization)
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Figure 7: Klystron output power reported by Tesla using
AJDISK based SOGA optimization results and Tesla based
optimization results.

Next the gun was modelled by Calabazas Creek Re-
search (CCR) as shown in Figure 8. The magnetic field was
ramped in the output structure to confine the strong bunch-
ing forces in the beam as shown in Figure 9. Using these
more realistic conditions for the beam the design was run
through final optimization.

©=2d Content from this work may be used under the terms of the CC BY 3.0 licence (© 2018). A

SAPAF04
28

ICAP2018, Key West, FL, USA JACoW Publishing
doi:10.18429/JACoW-ICAP2018-SAPAF04

Figure 8: Gun design.
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Figure 9: COM based klystron geometry and ramped mag-
netic field.

The final BAC optimized design achieved 84% effi-
ciency and the final COM optimized design achieved 87%
efficiency. To meet the design objective of 85% efficiency,
CCR designed a depressed collector for the BAC klystron.
The design is shown in Figure 10 and increased the overall
BAC based klystron efficiency to 87%. The final BAC de-
sign consisted of 15 cavities and the final COM design con-
sisted of § cavities.

4,000

248.900

) 264188

Figure 10: Depressed collector design for BAC based klys-
tron.

The COM based klystron will be used as the basis for the
Phase II SBIR. The klystron length is longer than the BAC
klystron but simpler from a manufacturing standpoint due
to the fact that the design only requires 8 cavities. The ef-
ficiency from the optimization study was also higher for
the COM design so a depressed collector will likely not be
needed, further simplifying the manufacturing and reduc-
ing costs.

The final phase space of the COM design is shown in
Figures 11 and 12 and a plot of the output power in Tesla
is shown in Figure 13. A ripple is observed in the output
power plot of Figure 13. The ripple is most likely due to
reflected electrons as shown in Figure 12. This effect will
be further studied and mitigated in the Phase II SBIR.
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Figure 11: Particle phasespace in Tesla for the COM klys-
tron design.

Phase: 109.129 deg. NR
o
o
@
S v
A V|
DR
1
o
=3
~
o
] .
Lo Ll P L
0.000 cm 285.250 cm

Figure 12: Velocity versus distance in Tesla for the COM
klystron design.
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Figure 13: Output power versus time for the final COM
based klystron design.

CONCLUSION

COM and BAC methods achieved 87% and 84% klys-
tron efficiency respectively. The BAC klystron efficiency
was increased to 87% with a depressed collector. The
SOGA method under Dakota using Galaxy Simulation
Builder was an integral part of achieving the high effi-
ciency results. We empirically found that the ordering of
the triplet achieved higher efficiency when ordered BCA as
opposed to BAC.
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Abstract

We review recent progress on the application of mode
= analysis to the study of collective instabilities in electron
- storage rings with Higher Harmonic RF Cavities (HHCs).
§ The focus is on transverse instabilities in the presence of a
5 dominant resistive-wall impedance, a problem of particular
2 relevance to the new generation of diffraction-limited light
E sources. The secular equation is solved after applying a reg-
g ularizing transformation, a key step to obtain numerically
E accurate solutions. We provide a demonstration that with
g vanishing chromaticity and in the absence of radiation damp-
: ing the beam motion is always unstable. This is in contrast to
£ the classical Transverse-Mode-Coupling Instability (TMCI)
g without HHCs, which is known to exhibit a well defined
% instability threshold.

le of the work, publisher, and D

,ti

INTRODUCTION

A narrow vacuum chamber to accommodate strong mag-
3: nets or high-performance Insertion Devices (ID) and use
E of bunch-lengthening Higher-Harmonic Cavities (HHCs)
E to reduce intrabeam scattering are two distinctive features
E of the new generation of storage-ring light sources. This
S paper concerns itself with the HHC effect on the transverse
é collective instabilities induced by the Resistive Wall (RW)
2 impedance, which in the new machines is a major, if not the
= largely dominant, source of transverse impedance due to the
g small chamber aperture.

HHC:s achieve bunch lengthening by introducing an am-
plitude dependence in the synchrotron oscillation frequency
and therefore altering the linear character of the longitudi-
v nal motion. The resulting frequency spread is commonly
fn associated with the expectation of a beneficial impact on the
O beam stability, as alluded by the often-encountered ‘Landau
o cavities’ designation. The reality, however, is more nuanced.

«5 While HHCs have the potential to reduce or eliminate cer-
E tain instabilities through the Landau damping mechanism,
8 whether they actually do depends on a number of other fac-
g:ﬁ tors. In fact, the presence of HHCs can under some circum-
_qg stances degrade beam stability. This is known although not
E £ widely acknowledged for longitudinal multi-bunch instabil-
ru ities [1-3]. The main point to be made here is that such a
2 degradatlon can be realized in the transverse plane as well.

"> This paper illustrates the main results reported in [4], to
E which we refer for the more technical details.

The focus is on developing a mode-analysis theory in the
- presence of HHCs applicable to single-bunch instabilities

at vanishing chromaticities. We base the analysis on the
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MODE-ANALYSIS METHODS FOR THE STUDY OF COLLECTIVE
INSTABILITIES IN ELECTRON-STORAGE RINGS*

M. Venturini’, LBNL, 94720 Berkeley, CA, USA

familiar DC-conductivity, RW impedance model for a vac-
uum chamber with uniform circular cross section of radius
b, length L, and conductivity o (cgs units):

sign(k)—i L | 2 0
k| b\ meo’

with wake-function Wy (z) = —2L+/c/ (ﬂb3\/0'6|z|), forz <
0 (and vanishing otherwise).

Zy(k) =

THE CLASSICAL TMCI (NO HHCS)

0.0 0.5 1.0 15
I
I
0.5 o
G ’ o
< Rl
g 00
~05 ., )
MMMM..
0.0 0.5 1.0 1.5
I

Figure 1: Classical TMCI in the absence of HHCs: real (top)
and imaginary (bottom) parts of the mode complex-number
frequency shift AQ = (Q — wy)/wso over a bunch-current
range. The red line in the top picture is the tuneshift for the
rigid dipole mode as given by Eq. (7).

In the absence of HHCs the longitudinal motion is lin-
ear and at zero chomaticities the beam is susceptible to the
Transverse-Mode Coupling Instability (TMCI). The char-
acteristic signature of the instability is the convergence of
the dipole (m = 0) and head-tail (m = —1) azimuthal-mode
oscillation frequencies at the critical bunch current [5]. The
starting point for the analysis is the linearized Vlasov equa-
tion for the perturbation

girgi) = e Y Ru(r )™, (2)

m=—co
written as a superposition of azimuthal modes with radial
functions R,, and depending on the longitudinal-motion
amplitude/angle coordinates (r,¢). The perturbation g
has a physical interpretation as the transverse (say verti-
cal) offset of the electrons contained in the infinitesimal
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phase-space area ArA¢ centered at (r,¢). Mode analy-
sis entails solving an eigenvalue problem in the form of
a system of integral equations for the unknown eigenvectors
R (p) = Ry (po0; Q) of the form

(AQ — m)R(p) + ige "/

< 2| R0’ =0, )
m’'=—o0

where we have scaled the radial coordinate by the rms natural
bunch length at equilibrium p = r/o0, and

Nrqc By,uLy
Qnpyvsobdyeooo  2n
is a dimensionless current parameter depending on the
bunch population N, relativistic factor y, synchrotron tune
V50 = wso/wo, undulator length L,, where the relevant
source of RW is localized, and betatron function 3, , at the
undulator. The sought eigenvalue is the complex-number
frequency shift AQ = (Q — wy)/wso from the betatron os-
cillation frequency wy, = vywy, scaled by the synchrotron-
oscillation frequency wgo. In Eq. (3) the kernel involves the
Bessel functions J,,, and has the form

* dk ,
gm,m' = Cm,m'/ J|m|(Kp)J|m’|(Kp ),
0o vk

Iy

“4)

(&)

with coefficients ¢,y = {m=mOL = (=1)m ] — 1+
(=11} x [sign(m)]™ x [sign(m”)]"".

The conventional approach to solving the eigenvalue prob-
lem is to discretize Eq. (3) by expanding R,, () over an ortho-
normal polynomial basis. Since the bunch equilibrium is
gaussian, a natural and efficient choice for this problem is
to use Gauss-Legendre polynomials which yield fairly ac-
curate results upon retaining only a few (possibly just one)
radial-mode components for the relevant azimuthal modes
|m| < mpax = 1.

Alternatively, and for this problem less efficiently, one
can introduce a discretization where R,,(p) is represented
as a step-wise function on a grid with npy,x grid points. The
problem is reduced to finding the roots of the secular equa-
tion

det[AQ - B] = 0, (6)

where B is a [(2mmax + 1)nmax|*>-dimension square ma-
trix. The eigenvalue-analysis result obtained with a uni-
form npax = 40 grid and mp,x = 1 is shown in Fig. 1. A
finite bunch current removes the degeneracy of the radial
modes and as its value increases the (real) frequency of
one radial-mode component after the other (all having az-
imuthal mode number m = 0) is seen to cross with those
relative to the head-tail mode m = —1, at which point the
imaginary part of AQ becomes positive signaling instability.
The lowest-current crossing involves the m = 0 mode with
Ro(p) ~ e’/ radial component (rigid dipole) and occurs at
Iy =~ 0.197. To good approximation the current dependence
of the real-part of the frequency shift is given by (red line in
the top picture of Fig. 1)

Re AQ = T (1/4) Iy, @)
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where I' (1/4) ~ 3.63 is Euler’s Gamma function.

For a practical illustration loosely based on parameters
from the ALS-U design studies [6], assume that RW is the
only relevant source of transverse impedance and that it is
dominated by aggressively narrow ID vacuum chambers of
b = 3 mm radius, Table 1. There are 10 straight sections
available for IDs and we conservatively assume that the
vacuum chamber is identically narrow in all of them. Finally,
assuming copper material for the vacuum chamber (o =
5.3%x 107 s7lin cgs units, or 5.9 x 10’ Q@ 'm™! in MKS
units), we find a critical N = 3.3 x 10'° bunch population
for the instability threshold, equivalent to 8.1 mA single-
bunch current, vs. a design I, = 1.76 mA.

Table 1: Beam/Machine Parameters Loosely Based on ALS-U

Ring circumference 196.5 m
Beam energy 2 GeV
Design bunch current Iy 1.76 mA
Vertical tune Vy 20.368
Momentum compaction 2.79 x 1074
Natural energy spread 0.835x 1073
Energy loss per turn 182 keV
Vertical damping time Ty 14.4 ms
Main rf cavity voltage 0.76 MV
Main rf cavity frequency 500 MHz
Harmonic rf cavity frequency 1.5 GHz
Rms bunch length (no HHCs) 030 3.2 mm
Linear synchr. tune (no HHCs) | v, 2.3%x1073
Rms bunch length with HHCs o 13 mm
Avg. synchr. tune with HHCs | (v,) | 0.44x 1073
Total ID length L, 40 m

ID vacuum chamber radius b 3 mm
Avg. beta function along IDs By,u 3m

STABILITY ANALYSIS WITH HHCS

Some simplifying assumptions are made to represent the
single-particle longitudinal motion in the presence of HHCs.
The first is to approximate the total RF potential combining
main and harmonic cavities as a purely-quartic polynomial
function of the particle longitudinal-coordinate z, yielding
an exactly linear dependence of the synchrotron-oscillation
frequency on the oscillation amplitude r. This is a very
good approximation in the regime where the HHCs are tuned
for ’optimal’ (i.e. maximally flat) bunch lengthening. The
second approximation is to write z = rcos, as for an
harmonic oscillator. Somewhat surprisingly, for a purely
quartic potential this is a fairly good approximation, entailing
only a few % error [7]. With these approximations the system
of integral equations becomes

(AQ = mp)R(p) + ife™™P"
< 2 [ R G 0de = 0, 8)
m’/=—c0

where now the radial coordinate p = r /o, is scaled by the
length o, of the bunch stretched by the HHCs, the frequency
SAPAGO03
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aFlgure 2: Stability analysis in the presence of HHCs after
- applymg the regularizing transformation to the eigenvalue
Qf problem. Real (top) and imaginary (middle and bottom)
S parts of the root with largest imaginary part of the secu-
8 lar equation (10), as functions of the current parameter I.
\5 The bottom picture contains the same data as the middle
@ picture but on a double-log scale. In the limit of small
S I the numerical solution is consistent with the power law
« Im AQ = (2°/3])°, red dashed curve in the middle picture.
E Overall, the numerical solution is reasonably well fitted by
8 Eq. (11), red dashed curve in the bottom picture. Calculation
o done with npx = 40, mmax = 1, and ppax = 3.

shift AQ = (Q — wy)/(ha{ws)) is scaled by the synchrotron-
oscillation frequency averaged over the bunch {w;), and the
dimensionless current parameter reads

s Nrcc IBy,uLu )
- 7T5/2’}/<Vs>b3vc0'00'1 2

2 exhibiting (v;), the average of the synchrotron-oscillation
ztune over the bunch, in place of v5o appearing in Eq. (4).
The quantities #; and hy are numerical coeflicients, h; =
5 272 /T(1/4)* ~ 0.114 and hy = 2347372 /T (1/4)* ~ 0.712.
= As for the integral equation, the main difference from
= Eq. (3) is the appearance of the p dependence in the factor
S multiplying R,,(p) in the first term. This term is familiar
E from the analysis of Landau damping in plasma waves or lon-
‘q"é gitudinal instabilities, raising a flag that care should be taken
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to handle the singularity occurring when the above factor
vanishes for certain values of p. Because of the singularity,
the eigenfunctions of Eq. (8) are in general not ordinary
functions but distributions in the sense of Dirac [8,9] and
finite-dimension approximations of the problem are not guar-
anteed to converge [10].

The proper way to proceed is to ’sweep the singularity
under the (integral) rug’ by introducing a simple change of
variable of the unknown function [11], R,,,(p) — S.(p) =
(AQY — mp)Rn(p)e™P", yielding the transformed integral
equations

Sm(p)+il Zm/

These equations can now be safely discretized with the
prescription that the integration path in p should be deformed
to go under the the pole if AQ is real or has negative imagi-
nary part. Since we are primarily interested in establishing
the condition for instability (Im AQ > 0) we can do without
the path deformation, provided that we take numerical care
to insure the necessary accuracy when the imaginary part of
AQ s positive but small. An effective integration strategy is
to approximate the numerator in the integral by a piece-wise
linear or quadratic polynomial, in which case the integral
can be carried out analytically.

Upon discretization, the above equation is reduced to
the form [1 + B(AQ)]§ = 0, where, B(AQ) is now a AQ-
dependent, [(2mmax + 1)imax |*-dim matrix. Unlike Eq. (6),
the resulting secular equation

det[1 + B(AQ)] = (10)

is a transcendental (vs. polynomial) equation in the fre-
quency shift AQ and in principle more difficult to solve.
In practice, we found that a Newton-method search appro-
priately initiated never failed to converge. The result of
our numerical analysis is shown Fig. 2, reporting real and
imaginary parts of the frequency shift of the most unstable
mode in a calculation using npy.x = 40 radial grid points and
Mmax = 1. The main result of this analysis is that transverse
single-bunch motion in the presence of the RW impedance
is unstable at any current.

Over a large current range the imaginary part of the fre-
quency of the most unstable mode is well fitted by the func-
tion (red dashed line in the bottom picture of Fig. 2)

(25/3i)6
1 +0.55 % (40)°[1 + tanh(7/2)]

It is tempting to make the conjecture that Im AQ =
(2°/31)® may be the exact asymptotic limit for I — 0. It is
seen to track the numerical data quite accurately for / < 0.2.

Having argued that for proper numerical treatment of the
problem it is important to introduce a regularizing trans-
formation, it is nonetheless instructive to naively apply the
discretization method employed when HHCs are absent. Ef-
fectively, this is equivalent to studying a modified physics
model where the unperturbed beam distribution in phase
space consists of a set of nyax equally spaced, concentric,

S (0’ )e hup”

gmm s ,2d =0.
- (o, p")p""dp

Im AQ =

an
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Figure 3: Stability analysis in the presence of HHCs using the conventional eigenvalue-method without the regularizing
transformation. The top (bottom) pictures show the real (imaginary) parts of the modes complex-number frequency shifts
AQ=(Q- wy)/(ha{ws)) as functions of the current parameter I, for increasingly finer (left to right) grids in the radial
variable p, as indicated. The bottom pictures are in log scale and report only the frequencies with positive imaginary
part (unstable modes). Particularly at small /, convergence to what we believe is the exact asymptotic solution of the
infinite-dimension problem Im AQ = (25/31)°, valid for [ < 0.2, red dashed curve, appears slow if not outright questionable.

invariant shells. Results are shown in Fig. 3. While it is
apparent that these pictures do not extrapolate well into the
continuum limit, they provide valuable insight and suggest
that the basic mechanism of mode coupling is still at play.
First, notice that all the radial modes relative to azimuthal
mode m = 0 are degenerate but not those relative to m # 0,
even at vanishing current. This is in contrast to the longitu-
dinal linear-motion case (no HHCs), where at zero current
all radial modes for any m are degenerate. The reason, of
course, is related to the fact that particles on different radial
shells have different winding (synchrotron oscillation) fre-
quencies. The emergence of instability is triggered by the
convergence of one of the m = 0 radial modes frequency
with that of one of the m = —1 radial modes. In analogy to
the linear case, the offensive m = 0 radial mode has the form
of the bunch equilibrium Ry(p) ~ e e’ (rigid dipole). The
difference with the linear case is that coupling can now occur
at arbitrarily low current as we allow for a finer and finer
resolution of the radial beam distribution. For currents less
than / ~ 0.25, regions of instability appear interleaved with
regions of stability, with the extent of the latter progressively
reduced when we increase the number of grid points 72yax.
The ~ 0.25 edge corresponds to the radial extension (p ~ 1)
of the beam distribution (outer shells become quickly under-
populated for p > 1 and do not contribute to the coupling).

THE TAKE-HOME RESULT

In electron storage rings radiation damping will eventually
prevail if the bunch current is not too high. The condition
Im Q = 77 !, where 7y is the vertical radiation damping

time, defines the critical current parameter / = /. as follows:

B-1 Light Sources and FELs

Im Q = hy(ws)Im AQ = hy(w,)(25%1:)® = 7!, having
restricted our analysis to the regime where the Im AQ o °
power law applies. We have
1/6
T
0 ) . (12

2—5/3
[.=—-—
(h27y<ws>)l/6 Ty<Vs>

More expressively, we can relate N, the critical bunch pop-

ulation in the presence of HHCs, and N, the critical bunch

population in the absence of HHCs, when all the relevant

machine parameters are kept unchanged while the HHCs are

turned on and off. Combining Eqgs. (4), (9) and (12) gives
0z

V) (02
) Vs0 ( 020 ) ’
13
where I ~ 0.197 is the critical current parameter for the
onset of the TMC-Instability in the linear case.
Making use of the relationship between synchrotron tunes

and bunch lengths with and without HHC for the specific
case of third-harmonic cavities, see [4], we obtain the final

result
1/6 o0 1/3
o, '

Note that the quantity elevated to the 1/6 power now depends
on vgo not (vy). Using the machine parameters from the
ALS-U example (Table 1), we find a critical current fc ~
0.168 < 0.2 placing the system in the regime of the validity
of the Im Q o /° scaling, see Fig 2. Finally, from Eq. (14),
we conclude N, /N, =~ 0.37, corresponding to I, = 3 mA,
i.e. the instability threshold with HHCs is less than 40%

of that without. More in detail, [To /(ty Vso)] 1 0.52 and
SAPAGO03

~ (0.245 x (

T 1
N, = N.o X —~
¢ 0 8X21/6[CO (Tyh2<ws>

N, ~ 115 cho( (14)

TyVs0
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(020/05)"® ~ 4713 ~ 0.62. A macroparticle simulation
with elegant [12] confirms the ~ Ig scaling, Fig. 4, and
overall is reasonably close to the theory.

100
~ 50
‘,
E 20
s 10
g 5
<
& 2
1
1.6 1.8 2 22 2.5 3
I, (mA)

Figure 4: The TMC-Instability growth rate in the presence
of HHCs vs. bunch current from macroparticle simulations
(dots) tracks reasonably well the theory (solid line). The
simulation does not include radiation damping but for refer-
ence the expected radiation damping rate (red dashed line)
is also reported. ALS-U parameters as in Table 1.

CONCLUSION

In summary, we have provided a demonstration that, in
the absence of radiation damping the transverse motion at
vanishing chromaticities is always unstable, regardless of
bunch current, with growth rate varying from a Im Q ~ Ig
dependence at small bunch current I, to Im Q ~ I, for
larger I, the former being more likely to be encountered
in the physical systems of interest. Because of the strong
6M-power dependence, macroparticle-simulations results
could be easily misinterpreted as indicating the existence of
a current threshold if the simulation time is not sufficiently
long [13]. Finally, we caution that the formulas in the last
section are strictly dependent on the RW nature of the as-
sumed impedance model. Work to analyze impedances of
= different form is left to future studies. The study presented
o here is for vanishing-chromaticities. Finite chromaticities
Z have a known stabilizing effects. Interestingly, macropar-
8 ticle simulation work indicates that their stabilizing effect
2 is magnified not reduced by the presence of HHC, see [14]
% for multi-bunch and Fig. 5 for a single-bunch study. Ex-
2 tension of the theory to multi-bunch instabilities and finite
& chromaticities will be addressed elsewhere.
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HOM-MITIGATION FOR FUTURE SPS 33-CELL
200 MHz ACCELERATING STRUCTURES

P. Kramer'*, C. Vollinger, CERN, Geneva, Switzerland
lalso at Institute of High Frequency Technology (IHF), RWTH Aachen University, Germany

Abstract

The CERN SPS 200MHz travelling wave (TW) ac-
celerating structures pose an intensity limitation for the
planned High Luminosity (HL-) LHC upgrade. Higher-order
modes (HOMs) around 630 MHz have been identified as one
of the main sources of longitudinal multi-bunch instabilities.
Improved mitigation of these HOMs with respect to today’s
HOM-damping scheme is therefore an essential part of the
LHC injectors upgrade (LIU) project.

The basic principles of HOM-couplers in cavities and to-
day’s damping scheme are reviewed, before illustrating the
numerous requirements an improved damping scheme for
the future 33-cell structures must fulfil. These are, amongst
others, the mitigation of HOMs situated in the lower part of
the structure where there are no access ports for extraction,
a sufficient overall damping performance and an acceptable
influence on the fundamental accelerating passband (FPB).
Different approaches tackling these challenges are inves-
tigated and their performance, advantages and pitfalls are
evaluated by ACE3P and CST electromagnetic (EM) field
solver suites.

INTRODUCTION

The Super Proton Synchrotron (SPS) at CERN relies on
a 200 MHz multi-cell travelling-wave structure (TWS) for
particle acceleration.

Beam dynamic simulations showed that to achieve stable
beams for future HL-LHC intensities an additional mitiga-
tion by a further factor three of already heavily damped
HOMs around 630 MHz is necessary in these structures [1].
A general overview of the SPS accelerating structure and the
corresponding longitudinal and transverse HOM damping
schemes in use today were presented in [2,3]. For beam
loading reasons, shorter 33-cell structures will be employed
after the LIU upgrade together with the 44-cell structures
in use today. The longitudinal damping scheme deployed
today on 44- and 55-cell structures is insufficient for the
HOMs around 630 MHz with future beam intensities. This
equally applies if this damping scheme is used on the 33-cell
structures (shown as black HOM-couplers in Fig. 1).

* patrick.kramer @cern.ch
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As outlined in [3], these couplers were optimized on a sin-
gle 11-cell section featuring HOMs with an integer multiple
of a /11 phase advance per cell. One such spare section is
shown in Fig. 2. On 33-cells, HOMs with phase advances

Figure 2: 11-cell section of the accelerating TWS.

that are not allowed on 11-cells exist and the performance
of the HOM-coupler on these modes has to be verified.

To achieve the required additional damping by a factor
three of the HOMs around 630 MHz this contribution de-
scribes the systematic improvement of the existing damping
scheme. The resulting beam impedance is thereby calculated
by time domain wakefield simulations. Due to the impor-
tance of the damping upgrade for the future operation of
the SPS, confirmation of the results by two different solver
types was desired. The finite-difference wakefield solver of
the CST suite [4] and the finite-element time domain solver
(T3P) of the ACE3P [5] suite were used for this purpose.

The first section of this work details the model set-up and
the simulation settings used for the two solvers. The HOM-
mitigation strategy then comprises the following steps. First,
additional couplers are placed in cells with strong electric

field of the most dangerous modes present in the 33-cell :

configuration. These modes feature a high geometry factor
R/Q. As a second step, the HOM-coupler is optimized to
reach close-to-critical coupling to the HOMs in the relevant
frequency range. Sufficient damping can however not be
achieved merely by adding HOM-couplers in the available
access ports at the top of each cell (Fig. 2). This is due to
the fact that the top/ bottom symmetry of the structure is
violated and as a result the EM fields of some modes are
partially pushed towards the lower half of the cavity where
no dedicated access ports are available for HOM-damping
(for more details see [3] and compare Fig. 8a later in the text).
One particular example for this effect is the high-Q 17x/33
mode. Several means of damping modes in the lower half
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Figure 1: Several HOM-mitigation options shown together in a 3-section model. Black: existing longitudinal damping
scheme. Red: additional couplers. Blue: end-plate couplers. Orange: VPP coupler. Green: mitigation by resonant posts.
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% of the structure are therefore studied as a third step. Finally,
5 a new principle of HOM mitigation by introducing slight
.Z structural changes via resonant posts was developed and is
% demonstrated. This way, machining of cavity parts that could
+£ pose a potential integrity risk could be avoided. The task of
£ finding a satisfactory mitigation scheme is aggravated even
£ further by the fact that the FPB may merely be influenced to a
5 very small extent by couplers and posts and in addition some
= access ports are needed for transverse impedance damping.

| ti

WAKEFIELD CALCULATIONS

the author(s)

Although particle acceleration is performed via a travel-
*2 ling wave FPB, the HOMs up to 1.3 GHz are of standing
-8 wave type. The fundamental power couplers (FPCs) couple
,—é merely very narrowband to some frequencies in the 630 MHz
= range. Due to modifications in the TWS’s amplifiers, the
£ FPCs situated in the end-cells of the accelerating structure
% (Fig. 1) are currently redesigned and their final configura-
£ tion is not yet decided. With this comes uncertainty in how
£ much the EM fields are perturbed by the presence of the
+ FPCs and uncertainty in the amount of their coupling to and
g consequently damping of the HOMs. In addition, the impact
£ of the final matching networks attached to the FPCs for the
%' travelling-wave FPB on the HOMs remains undefined to
g date. The process of finding a sufficient damping scheme
'€ was therefore carried out by assuming the worst case of no
‘E coupling of the FPCs to the HOMs. The FPCs must be in-
% cluded in the model to obtain the appropriate field profiles
Edue to their presence in the end-cells. However, they are
2 short-circuited in the plane of the end-plates which then
3 results in full reflection of any HOM power picked up by
8 the FPCs, see Fig. 3a. To obtain the beam impedance for
% the FPB of course another wakefield simulation has to be
% conducted with the appropriate matching networks for the
= travelling-wave condition attached [6].

= At present, the HOMs of the structure are only of interest
E up to a frequency of 1 GHz. In T3P the tank volume can
8 then be meshed quite coarse (Fig. 3a) as curved tetrahedral
2 elements are used that are however not visualized in Fig. 3.
% The electric pick-ups have to be meshed densely and the
g superiority of a tetrahedral over a hexahedral mesh in mod-
3 elling the fine structures and making a smooth transition to
£ the large tank volume is evident when comparing the meshes
_og shown in Figs. 3b and 3c. Mesh and time step convergence
£ studies were conducted and led to the final simulation set-
tings given in Table 1. A magnetic boundary condition at the
vertical symmetry plane (x=0) was used. For details about
the calculation methods used in T3P refer to [7].

e used

o

rk may

The results for the impedance of HOMs in the harmful
S 630 MHz range of a 33-cell structure with today’s damping
.« scheme are shown in Fig. 4a. In addition to a discrepancy
= in frequency, the results obtained from the two solvers also
o differ significantly in at least one of the impedance peaks.
E The calculated longitudinal impedance of around 100 kQ
‘q"é for the 33-cell structures is too high for HL-LHC beam
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(a) Shorted FPC elbows and coarse
meshing of tank volume for T3P.

(b) Meshing of electric pick-up in
CST.
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(c) Meshing of electric pick-up for T3P.

Figure 3: Discretization of the computation domain with
tetrahedra for T3P and hexahedra in CST.

Table 1: Simulation Settings in T3P and CST Respectively

Parameter T3P CST
fmax  [GHz] 1 1
bunch o,[cm] 11.5 10
#mesh[Mio.] 1.2-1.4tets 16-21hex
At [ps] 24 ~ =1.3
wake  [km] 2/1.5 3

basis order 2 -

linear solver MUMPS -

intensities. Several methods to mitigate this impedance are
outlined in the following.

STEP 1: ADDITIONAL HOM-COUPLERS

To further damp the two high-R/Q HOMs with 147/33
and 157/33 phase advance that exist in the 630 MHz fre-
quency band, additional couplers should be put in cells
where these two modes feature strong electric field. In this
respect, the eigenvector solutions of a coupled resonator
chain, as for example outlined in [8], can be used to obtain
relative electric field strengths in the centre of each cell:

f(m,j)zﬂ#sin m7r(2 )]

incell j= I,...N for mode m = I,...N, N being the total num-
ber of cells and d,,,5 the Kronecker delta. The eigenvalue
solutions of the equation system generated by the simple
resonator chain with nearest neighbour coupling are unable

j—1
2N

ey
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(a) Comparison of CST and T3P impedance results.
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(b) Damping improvement due to the different mitigation techniques.

Figure 4: Simulated longitudinal beam impedance in the
630 MHz range for the different HOM mitigation schemes
calculated by the two EM solvers.

to predict mode frequencies or model the passband of the
HOMs. However, when comparing to 3D EM field solver
solutions the eigenvectors proved to predict the relative elec-
tric field amplitudes very well even for cases with a high
number of HOM-couplers. Figure 5 shows the normalized
mode amplitudes for the three most problematic modes in a
33-cell structure. For better readability and symmetry rea-
sons, the amplitudes are plotted for the first 17 cells only. It

cell amplitudes [arb. u.]

cell number

Figure 5: Mode amplitudes following Eq. (1) in the centre
of cells for the three most problematic HOMs. Only the
147 /33-mode is antisymmetric to cell 17. Red labels mark
cells already occupied by today’s damping scheme.

is obvious that some of the HOM-couplers in the present
damping scheme can contribute well to the damping of the
high-R/Q modes. Ideally, additional couplers would now
be put in cells with strong electric field of both high-R/Q
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modes. As few couplers as possible should be used to avoid
that the energy of the HOMs is stored mostly in the lower
half of the cavity. This effect will also be taken care of in
steps three and four below. Unfortunately the obvious choice
of cell six can not be used, as five consecutive couplers push
some modes in-between cells, i.e. an area inaccessible for
the couplers. After carefully analysing Fig. 5 and confirm-
ing with only a few full model simulations, overall optimal
results are found by adding six additional couplers drawn
in red in Fig. 1. Table 2 shows characteristics of the three
modes of concern for this case of additional couplers as ob-
tained from Eigenmode simulations. Comparing the values

Table 2: Characteristics of the Three Most Deteriorating
HOMs in a 33-cell Structure for the Cases Illustrated in
Fig. 1

f Q RQ R ¢

[MHZz] [Q] [kQ] [rad]
additional 627.7 8450 7.4 62.5 17x/33
top- 629.3 281 85 239 15xn/33
couplers 630.4 195 123  24.0 14#n/33
end-plate 627.6 2183 9.5 20.7 17x/33
coupler 629.4 360 75 27.0 157/33

630.4 199 116 23.1 14n/33
pedestal 627.7 2070 104 215 17x/33
coupler 629.2 250 8 21.5 157/33

630.3 195 124 242 14xn/33
VPP 627.7 3642 1.5 5.5 17n/33
coupler 629.3 262 79  20.7 157/33

630.3 194 123 239 14xn/33
VPP 627.7 3683 1.5 5.5 17x/33
mitigation 628.2 271 55 149 157/33

630.0 233 94 219 14n/33

with those given in [3] for today’s damping scheme, we draw
two conclusions. First, the Q of the 177/33-mode is vastly
increased and second, the impedance of the two high-R/Q
modes is essentially halved despite the fact that their quality
factors are already quite low in today’s configuration. The
wakefield result for this case is shown in Fig. 4b.

STEP 2: HOM-COUPLER IMPROVEMENT

The existing 630 MHz coupler was deployed in the first
year of SPS operation (1976) and shows very good damping
performance [3]. If possible, the coupler must however be
further optimized to achieve the required additional damping.
The fundamental coupler theory is therefore briefly reviewed
on a single-cell cavity in the following. In the circuit of Fig. 6
the cavity is modelled by the parallel RLC resonator and the
electric pick-up by the capacitance C.. The parasitic stray
capacitance of the probe-tip due to fringe fields is modelled
by the capacitance C; to ground. For a purely resistive load it
can easily be shown that the maximum obtainable damping is
limited by the stray capacitance Cs, as it partially shunts the
displacement current picked up by the probe [9]. This can
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igure 6: Electric coupling of a resistive (L.x = 0) or com-
lex load to a single-cell cavity.
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‘S be circumvented at a single frequency by compensating the
% stray capacitance with an inductance L., thereby forming a
E second resonant circuit. As cavity and coupler now behave
£ as two electrically coupled resonant circuits, the achievable
£ damping is limited by the load R, = R, for which critical
£ coupling occurs [10]. For R,y < R.,;; the cavity resonance
.S is split in two impedance peaks.

Due to the dimensions of the electric probe of the ex-
£ isting HOM-coupler with a length of / ~ 105mm =~ 1/4
£ the probe and therefore the coupler are already resonant
g around 630 MHz and above described resonant effects occur
£ even without the deployment of a complex load. Conse-
Z quently, a very good performance of the coaxial coupler can
_i be achieved even if it is merely terminated with its charac-
S teristic impedance of R, = 50Q. The choice of coupler
.= and load impedance is however not optimal as cavity and
f coupler are not close-to-critically coupled as shown in Ta-
2 ble 3. Eigenmode simulations of a single cell with periodic

tribution

Table 3: Coupling to the Two High-R/Q Modes on a Single
Cell (SC)

5m/11 147 /33

f R f R
[MHz] [Q] | [MHz] [Q]
e 6289 340k | 629.6 330k
SC+50 Q-coupler  628.7 956 | 629.4 1074
SCe3Reomler 31 sl | Gse ara

boundaries and loaded by one HOM-coupler show under-
critically coupled behaviour for an impedance of 50 Q2 (as
the frequency is merely slightly perturbed by the presence
of the coupler). An impedance of 23 Q) however leads to the
= splitting of the cavity mode into two impedance peaks which
-“.2 are roughly leveled in amplitude for the 147r/33-mode. The
z impedance of both high-R/Q modes is reduced and spread
2 over a wider frequency range, see Table 3.

Due to the large number of couplers deployed today (72)
2 and foreseen for the upgrade (= 120) it is actually desirable
£ to avoid a change of the coupler geometry. It is therefore
S investigated if improved damping can be achieved by de-
= ploying complex loads on the coupler output ports which
= are transformed by its 50 Q transmission line to 23 Q at the
S base of the probe. This implementation however will have
E a lower bandwidth than couplers with a 23 Q characteris-
‘q"é tic impedance. A previous test consisted of equipping the
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output ports of the couplers with complex conjugate match-
ing networks in simulation for maximum power transfer of
the HOMs to the loads. As the input impedances looking
into the load ports of the couplers at the frequencies of the
two high-R/Q HOMs lie clustered around (85-j35) Q2 on the
Smith chart, the same matching network was applied on
all couplers for simplicity. Note that this matching will in
any case not be exact since cross-talk between the different
couplers is not yet considered. The optimum is however
considered to be flat and this rough test already resulted in a
significant improvement of damping, see Fig. 4b. The effect
that the impedance is increased below 627 MHz is likely
due to the more narrowband behaviour of the complex loads.
Compared to the 23 Q suggested by the critical-coupling ap-
proach the impedance seen by the HOMs at the base of each
probe is the complex load transformed by the 13 cm long
transmission line of the coupler, which results in (24-j5) Q.
So for this specific case complex conjugate matching and
critical-coupling result roughly in the same complex load.

The final design and implementation of the complex loads
are still under investigation and their verification by RF mea-
surements is scheduled. It seems however unlikely that the
future damping requirement can be met with additional and
improved couplers alone. This is due to the high R/Qs of
the HOMs involved but also due to the loss of top/bottom
symmetry in the EM field patterns - problems which will be
addressed in the next two sections.

STEP 3: 177/33-MODE MITIGATION

The 177/33 mode is not being pushed into the lower part
of the structure to such extreme extents with the FPCs in
place. As the final redesign of the FPCs is not yet known,
this mode is nevertheless used as an extreme case to study
possibilities of damping modes that have most of their energy
stored in the lower half of the structure.

End-plate Coupler

Only two access ports are available in the lower half of the
cavity and they are situated on the end-plates, Fig. 1. These
ports are already in use nowadays for damping of transverse
impedance modes. As constraints on transverse impedance
are less severe, one might however consider to use these
ports for longitudinal damping instead. Taking again Fig. 5
into account, the EM field amplitude of the 177/33-mode
is considerable in the end-cells. However, its electric field
profile shown in Fig. 7a does not favour electric coupling.
A probe reaching deep inside the end-cell close to the drift-
tube appears infeasible since also the FPB features a strong
electric field in this location. A probe shape as shown in
Fig. 7b had therefore to be developed that is able to pull
the field into the coaxial coupler. The existing filter part of
the 630 MHz HOM-coupler was used during simulations
due to its already good performance. Optimization of the
probe dimensions is computationally expensive as due to
the position of the coupler on the end-plates no single-cell
approach can be used. Instead, at least half a 33-cell structure
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Figure 7: Electric field at end-plates of the 177/33-HOM
(a,b) without and with coupler and of the FPB (c).

needs to be simulated by use of an H-symmetry plane in cell
17 to obtain the 177 /33-mode. Table 2 exhibits the damping
performance of the end-plate couplers on the high-Q mode
and the slight detrimental effects on the 157/33-mode when
used together with the additional top-couplers.

The end-plate coupler was found to induce a significant
frequency shift of almost +100 kHz onto the FPB in standing
mode. The reason for this is that the electric field of the
FPB favours coupling to it from the end-plate ports, Fig. 7c.
While the accelerating structure might be broadband enough
to allow such a frequency shift, the notch filter of the coupler
would need to handle an undesirable amount of power from
the FPB.

Pedestal Coupler

The electric field of the 177/33-mode is maximum in
cell 17 as shown in Fig. 8a on the cross-section of this cell
(cf. also Fig. 5). Another option to couple to this mode
is in the areas surrounding the pedestals and an effective
probe shape is shown in Fig. 8b. The bend vastly increases
its coupling efficiency as the electric field is then orthogo-
nally oriented on the probe tip. As observed in Fig. 8c the
field profile of the FPB is not at all in favour of coupling
to this probe shape and indeed no influence was observed
in simulations. Deployment of this coupler would require

(©

Figure 8: Electric field in cell 17 of (a) 177/33-mode (b)
with pedestal coupler and (c) of accelerating mode.

machining or manufacturing a new drift-tube assembly per
pedestal coupler (four 33-cell structures will be used after
the LIU). Table 2 highlights the damping performance of
a single pedestal coupler in cell 17 as a supplement to the
existing and additional top-port couplers. The coupler can
be conveniently optimized in simulations with an infinite
periodic single-cell approach when the top-port coupler is
also incorporated to create the 177 /33-mode in the bottom
of the cell.
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VPP Coupler

Three vacuum pumping ports (VPPs) are available un-
derneath each 11-cell section (cf. Fig. 2) featuring a hon-
eycomb grid in the inner copper layer with a hole diameter
of 18.5mm as shown in Fig. 9b. Not all pumping ports

e

(a) Assembly

(b) Deployment in a VPP

Figure 9: HOM-coupler pick-ups used as preliminary reso-
nant posts.

are in use today nor is this so far planned for the future.
Therefore, unused VPPs could be used as access ports for
HOM-couplers in the lower half of the cavity. The use of one
HOM-coupler in the centre cell that features strong electric
field of the 17x/33-mode is highlighted in Fig. 1 and its
good performance, when used together with the additional
top-port couplers, can be verified in Table 2. The coupler in
the bottom of the cavity is highly effective for the mitigation
of the 177/33-mode as not only its Q is damped but also its
R/Q is vastly decreased, cf. Table 2. One can interpret that
the electric field is pushed back up towards the top-couplers
and the EM fields of the 177/33-mode thereby become much
less favourable for storing energy. If necessary, it would be
feasible to re-machine the copper grid so that it can host the
HOM-coupler as the transition from air to vacuum is done
at the level of the VPP flanges. Obviously, better results
could be achieved by using more than one HOM-coupler :
in the lower half of the cavity. Regarding the influence of
this mitigation option on the FPB, one needs to observe the
overall induced frequency shift due to the total number of
couplers placed inside the cavity.

STEP 4: CHANGE OF STRUCTURE

The observations made with the VPP coupler immediately
led to the question if sufficient mitigation of the 17x/33-
mode could be achieved by primarily targeting its R/Q. This
requires a change of the TWS that mitigates the HOM but
leaves the FPB untouched. Such a method would also be
very valuable in the mitigation of the two high-R/Q modes
as conventional methods of damping their Qs come to their
limits. The probe of the 630 MHz coupler is already known
to be resonant in the targeted frequency range and placing
it directly in the honeycomb grid with good RF contact to
the outer envelope as shown in Fig. 9 introduces a third res-
onator in the cell of the VPP. The effect of such a resonant
post is most easily demonstrated by loading a long piece of
the TWS envelope with a single drift-tube and stem assem-
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bly. Figure 10a shows the typical HOM field profile with
strong axial electric field of the stem resonator which is not
supported by the bare waveguide. With the resonant post in
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(c) FPB stem resonance unaffected by resonant post.

Figure 10: Electric field profiles in a long piece of circular
envelope loaded by a single drift-tube and stem assembly
(field magnitudes colour coded on a logarithmic scale).
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< place, Fig. 10b, energy can not be stored in the lower part
of the cell. This will avoid that EM fields, e.g. those of the
177 /33-mode, are pushed into the lower half of the structure
making them inaccessible to the HOM-couplers. Thereby,
the resonant posts act as a counter weight to the numerous
couplers on top of the structure making these even more
effective. In addition, the R/Q of the stem resonance calcu-
lated over the length of the cell is reduced from 18 Q for the
unperturbed case to 13.5 Q for the case with the resonant
O post in place (a reduction by 25%). The effects described
£ above can be explained by the fact that the displacement
‘8 current picked up by the resonant post is shorted to the outer
é envelope of the cavity. For the case of multi-cell structures
fj-: also the coupling mechanism to the neighbouring cells is
S partially suppressed in this manner.
The resonant posts are merely effective in cells with strong
electric field and VPPs are only available in cells 3, 6 and
§ 9 of each 11-cell section, Fig. 2. Therefore, Fig. 5 is again
2 consulted to appropriately choose the cells or VPPs respec-
ztively on a 3-section TWS for deployment of resonant posts,
E with the goal to mitigate the three problematic HOMs. The
S impact of two resonant posts in cells 9 and 25 as marked in
= Fig. 1 on these modes is shown in the last row of Table 2.
= Not only is the 177/33-mode heavily mitigated but also the
S R/Q of the two other HOMs is significantly reduced. The
g achieved damping for the combination of additional and
‘q"é improved couplers and three resonant posts in cells 9, 17
O
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and 25 as calculated by the CST and T3P solvers is shown
in Fig. 4a. The 147/33-mode at 630 MHz is now heavily
damped in this configuration whereas part of the impedance
is shifted towards lower frequencies. It is conceivable that
the complex load deployed on the HOM-coupler outputs is
quite narrowband and that the couplers are therefore less
effective at 626 MHz than in the range 628-630 MHz. In
the case that the 23 Q characteristic impedance setting is
used, this problem will not occur. As already mentioned,
the complex load will be investigated further to achieve a
more uniform damping over the 630 MHz frequency range
without having to change the HOM-couplers themselves. It
can however in general be noted that the HOM impedance
is not only damped but also distributed to lower frequencies
(this is not the case towards higher frequencies) by the new
mitigation techniques, Fig. 4b.

The field profile of the accelerating FPB under the influ-
ence of a resonant post remains basically unchanged, see
Fig. 10c. A frequency shift on the order of 100 kHz has
however to be expected (the 200 MHz TWS is considered
very broadband). It is planned to measure the frequency
shift of the travelling wave FPB and the degradation of field
flatness due to resonant posts in three cells on a 3-section
structure in the lab as soon as it is available. It has to be
evaluated if a potentially slight reduction in accelerating
voltage can be accepted for a significantly improved HOM
damping. First studies for optimizing the shape of the reso-
nant electric pick-ups for their new purpose suggest that also
slightly shorter posts with possibly even less impact on the
FPB might be effective enough to mitigate the HOMs. The
above described effects of the resonant posts on the HOMs
could already be confirmed by RF lab measurements on a
single section [6].

CONCLUSION

This work showed a systematic, step-by-step improvement
of today’s damping scheme for longitudinal beam coupling
impedance employed on the SPS 200 MHz TWSs. The com-
plex loads for the HOM-couplers will undergo further opti-
mization and can not only be employed on the 33- but also the
44-cell accelerating structures. The HOM-coupler placed
in VPPs and the pedestal-coupler both showed good perfor-
mance. Best HOM mitigation is achieved by the placement
of resonant posts in selected cells, which is cost effective
and requires no machining of cavity parts. This solution
could even be employed without compromising the original
purpose of the VPPs as the installation of a whole HOM-
coupler with filter geometry is not required. The impact on
the travelling-wave FPB and the accelerating voltage of all
couplers, but especially the resonant posts, has however to
be studied in further detail. Final optimization of damping
performance will be done once one of the options is chosen
for implementation.
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Abstract

This paper is a review of algorithms, applicable to parti-
cle accelerator simulation, which share the following two
> characteristics: (1) they preserve to machine precision the
symplectic geometry of the particle dynamics, and (2) they
track the evolution of the self-field consistently with the
evolution of the charge distribution. This review includes,
but is not limited to, algorithms using a particle-in-cell dis-
cretization scheme. At the end of this review we discuss
to possibility to derived algorithms from an electrostatic
amiltonian.

T 3

INTRODUCTION

must maintain attribution to the author(s), tltle of the work, publisher, and D

The conventional approach to simulating charged parti-
—:‘6 cle dynamics is to start from equations of motion, such as
& Newton’s law and Poisson’s equation, and solve them approx-
'é imately using some standard ordinary or partial differential
B equation solver. The truncation errors often lead to non-
& physical artifacts, such as the non-conservation of phase
E space volume, or the violation of conservation laws result-
1ng from symmetries of the system (Noether’s theorem). By
T contrast, symplectic integrators produce exactly stationary
é solutions to an approximate action. Solutions are exact to
& machine precision. Approximations are made up front, when
§ choosing the approximate Lagrangian or Hamiltonian, and
@ the corresponding approximate discrete action. Once the
8 physical description of the system is chosen, there is no more
8 arbitrariness in the arcane of the algorithm.

tr1b

O
S In accelerator physics, symplectic integrators are primar-

—ily used to study long-term stability of orbits in storage
A rings [1]. But their properties, the first of which is the lack
Q . . . . .
O of arbitrariness after the choice of physics, make them desir-
£ able for the study of all conservative processes in particle
S accelerators.

Y

Self-consistent algorithms are, on the other hand, essential
to study betatron resonances, and by extension dynamical
aperture, in the presence of space-charge forces [2].

NOTATIONS

ay be used under the terms

Throughout this paper a bold character always denotes
g a vector, a vector field, or a matrix. As is the convention
% in classical field theory, we use a dot to denote a partial
i derivative with respect to time ¢. All formulas are given in

£ SI units, and we use c, €, and j( to denote respectively: the
5 speed of light, the vacuum permittivity, and permeability.
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SYMPLECTIC AND SELF-CONSISTENT ALGORITHMS FOR
PARTICLE ACCELERATOR SIMULATION

, Paul M. Jung, TRIUMF, Vancouver, Canada

FROM A SINGLE-PARTICLE
HAMILTONIAN

A first class of symplectic and self-consistent algorithms
may be derived from a single-particle Hamiltonian. For the
sake of demonstration we consider a set of (macro-)particles
whose dynamics is governed by the following Hamiltonian:

2

HOPD) = 5+ i) + qu(x), )

where m is the mass of the particle, q isits charge, x and P are
its coordinate vector and associated canonically conjugated
momentum. The space-charge force derives from the self-
potential ¢. The external focusing forces derive from the
scalar potential . Since this Hamiltonian has no explicit
dependence on the independent variable ¢, and is the sum
of terms depending on either position or momentum alone,
the particle motion can be numerically integrated using a
concatenation of jolt maps [3]:

( At P?

I-="-

At P?
2 2m '

)(I Atgq: ¢+z,//)(1 > o
(@)
This approximate map, accurate to second order in At, is
symplectic if ¢ and i are functions of class C2. This is
shown by proving that the Jacobian matrix of the map is
symplectic [4]. Higher order integrators may be derived
from this second order one using Yoshida’s method [5].
With this approach the numerical method for solving the
equation of motion for the self-potential — namely Poisson’s
equation — is not obtained from a least action principle. This
leads to a certain level of arbitrariness in the way the self-
potential is to be computed.

FROM A DISCRETIZED LAGRANGIAN

Let us now consider methods based on variational inte-
grators derived from a Lagrangian. We will see that with
these methods all the dymanics — the evolution of the particle
distribution as well as the evolution of the self-field — are
obtained from Hamilton’s principle of stationary action.

Low’s Lagrangian

To illustrate this approach we start from the Lagrangian
for non-relativistic collisionless plasma proposed by Low [6].
In the electrostatic limit, where the self-field derives solely
from a scalar potential, it writes:

L(x,%,¢;1) =

/f(Xo,Xo)LP(X(Xo,Xo,f)’X(Xo,XoJ);l)dxodf(o 3)

+3 [ Ivocnpe,
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where Lp has the form of a a single-particle Lagrangian:
4)

x and x are vector fields that map the initial coordinates
(x0,%0) to the corresponding coordinates at time 7. f is the
initial plasma density function. X is a dummy integration
variable.

Note that the single particle Lagrangian can be made more
general by adding external fields term, and by replacing the
non-relativistic kinetic energy term by —m~/1 — |x|2/c2. For
the sake of simplicity, and without much loss of generality,
we choose to put aside these refinements.

. m .
Lp(x,X;1) = E|x|2 - qd(x,1).

Discretized Lagrangian

Let’s now discretize our system, i.e. approximate the con-
tinuous system by one with a finite number of degrees of
freedom. The choice of the discretization scheme, for both
the phase-space distribution f and real-space potential ¢, is
arbitrary. For the sake of illustration we choose the following
particular particle-in-cell (PIC) scheme:

Flxo.%0) = ) who(xo = x()5(ko = V), (5)

px1) = > ¢ (OK(x -x), (©6)
J

where w! is the weight of the i macro-particle, xf) and Vé
are its initial coordinates. x/ is the position of j™ node of
the PIC grid, and ¢/(¢) is the potential assigned to this node.
¢ is the Dirac function. K is an interpolation kernel function
of class C? which satisfies the requirement of norming [7]:

D Kx-x)=1, 7
J

for all x. The choice of the kernel function is arbitrary. It
is usually chosen among positively defined even functions.
A noticeable example of kernel function is the Gaussian
wavelet used in COSY INFINITY (see section on ‘General
Particle Optical Elements’ in [8]). Suitable kernel functions
may also be constructed out of piecewise polynomials [9].
Note that this discretization scheme is similar, although not
identical, to the one used in Ref. [10].

Combining Eqs. (3) and (5) leads to the discretized La-
grangian, Lp(X,X, ¢;1) =

T WK OP - g ) Y ¢w K@) - x)
i i

. . 2 3)
2 % —x/ %
+2 (;WVK(X X )) dx,

where x/(1) = x(xf),va,t).

Discretized Action and Equations of Motion
The action § = f Lpdt can be approximated to first order
using a Riemann sum:

1 -

X X,
SxSp =AY Lp(n, =" duit), ()
n
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where the subscript n denotes an evaluation at time ¢ = n At.
Minimization of the action follows from the discrete Euler-
Lagrange equation (see section 1.1.2 of [11]) which leads to
the following equations of motion:

x = 2xi +x - P
] - L= —g > LYK, —x),  (10)
J
Mok =L, an
k
where:

MUK :/K(i—xj)VzK(i—xk)di, (12)

and

pf;zzwiK(x;—xf). (13)

Equation 10 is a discrete form of Newton’s equation with
the Lorentz force. To solve it numerically one may split this
second-order equation into two first order equations [12].
Equation 11 is obtained after integrating by parts the out-
come from the Euler-Lagrange equation, and dropping the
boundary term. It is a discrete form of Poisson’s equation.
It defines a linear relation between all ¢/, and p/, and can be
solved by inverting the square matrix M.

Equations 10 and 11 constitute a complete numerical in-
tegration scheme. Numerical integration leads to an exact
(to machine precision) solution of an approximate action,
which makes it a variational integrator. Variational integra-
tors are symplectic integrators [11]. As a matter of fact this
particular one is a symplectic Euler.

Higher-order variational integrators can be obtained using
higher-order approximations of S. A second order varia-
tional inegrator using a spectral discretization of ¢ has been
tested in one, two, and three-dimensional, and has demon-
strated excellent long-term stability [12].

FROM A DISCRETIZED HAMILTONIAN

Symplectic integrators are more commonly obtained from
a Hamiltonian [1]. Unfortunately the electrostatic Low La-
grangian in Eq. (3) is degenerate: it contains no explicit
dependence on ¢. This makes the application of a Legendre
transformation to this Lagrangian, if not impossible, at least
beyond the abilities of the authors.

In this section we will discuss two ways to overcome this
issue and obtain a Hamiltonian from different versions of
Low’s Lagrangian.

Electromagnetic Hamiltonian

Let us choose to use the Weyl gauge (also referred to as
temporal gauge) and set ¢ = 0. Low’s original Lagrangian

SUPAF04
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becomes L(x,x,AA;1) =

[ 70050 (S 5005008 + 0% - Ax) doct
+§ / AR, 1)|> - |cV x AR, 1)]? dX..
(14)

Discretization and Legendre Transformation

Let’s use a PIC discretization scheme identical to Eq. (5),
only replacing ¢ by A. For compactness we write the dis-
cretized Lagrangian in matrix form:

. . 1
Lp = ZxTwx + gxT wKA + DATICA - —ATK A
2 2 240
(15)

ttribution to the author(s), title of the work, publisher, and D

where x and A are now vectors with components x’ and A/
£ respectlvely, X contains N,, elements (the number of macro-
£ £ particles), and A contains N elements (the number of grid
E nodes). w is a diagonal matrix with components w'. The
2 components of the other matrices are:

st

KV = K(x'(t) - x') (16)

Kk = / KX -x)K(E - xF)dx (17)

k:/[VK()'(—xj)]I [VK(x — x¥)], dx, (18)

istribution of this work m

-z:: where i and [ go from 1 to N, while j and k go from 1 to
c Ng. Superscript T refers to the transpose operation. [ ],
denotes a skew matrix used to express the cross product as
a matrix multiplication ([a]_b = a x b).

The Legendre transformation writes:

Hp=xTP+ATY-Lp, (19)
> The components of the canonical momentum vectors are
P = 6Lx? and Y/ = ";iD. , which are explicitly as:

P = mwx + gwKA (20)
Y = KA. (1)

The discretized Hamiltonian becomes:

1
Hp = — (P - gwKA)Tw! (P — gwKA)
2m 22)

1 1
+—YTKT Y4+ —AT KA,
260 2o

and the associated canonical Poisson bracket writes { F, G} =

OF 0G _ 0F 3G v OF 9G _ OF 4G
oxt OP1  OP! Hx! 7 OAJ 0Y/  OYJ OAT ~
(23)

Since Hp is the sum of exactly solvable terms (for an ex-
plicit solution of the (P — qA)z-like term, see [13]), one can

SUPAF04
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build a second order symplectic integrator by concatenating
maps [3].

A similar symplectic integrator derived from the
Morrison-Marsden-Weinstein electromagnetic Hamilto-
nian [14-16] has been tested [9]. Note that a corresponding
variational integrator had previously been tested [17].

Electrostatic Hamiltonian

In most accelerator physics problems particles do not
move at relativistic speeds with respect to each other. In
such a case a scalar potential is sufficient to describe the
self-field. Keeping track of the three components of a vector
potential is wasteful.

We have already discussed the fact that an electrostatic
Hamiltonian cannot be obtained from Eq. (3). In this section
we show that it is however possible to obtain an electrostatic
Hamiltonian after changing the independent variable.

The action S associated with Eq. (3) writes S =

[ 7 (515 - qon) axasoar + 2 [[ 1voPasar
4

We proceed in the first integral to a change of variable using
the substitution function:

(X0, Y0, 10, X4 ¥ 1 2) = (X0, Y0, 20, X0, Y0, 20, 1), (25)
where primes ’ denote partial derivative with respect to z.

The determinant of the Jacobian matrix det (D) = /(1)

r _ Ot . . .
where 1) = 27| _,. Similarly we proceed in the second

integral to the change of variable given by:
hx,3,1,2) = (%,3,2.1), (26)

The determinant of the Jacobian of £ is 1. The action be-
comes S =

A x?+y?+1 ) L
/ [ / f(m+ py ¢) dxodyododx)dy,ds,
+% / |V¢3|2didydt_ldz

=/Lz(x,y,t,zﬁ,X’,y’,t’,é';z)dz,

27
where:

F(x0, Y0, 205 X4, (s 165 2) = f (X0, Y0, 20, %0, J0» Z0: 1)1, (28)
and
B(x0, 0, 0, X0 ¥ 1 2) = H(X0, Y0, 20, X0, Y0, Z0,) . (29)

To simplify notations we drop the hats.
One notices that L, depends explicitly on ¢’, x’, y’, and
t’, enabling us to define the following canonical momentum

D-2 Dynamics — Spin, Precision, Space Charge
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densities:
I1 = ¢’ (30)
Pe=m ff—, (31)
P, = f— (32)
x/2 + 7”2 +1
—E = -mf s~ qf¢ (33)

2112

which in turn enables us to perform a Legendre transfor-
mation and obtain the following continuous electrostatic
Hamiltonian H, =

/ \/2m f(E — qf¢) — P2 — P} dxodyodtodxjdy,ds;

1 12 _
+—‘/(——60|Vl¢|2) dxdydr,
2 €0

(34
where |V, ¢|* = (0x¢)* + (0y¢)*. An attempt to implement
an algorithm based on a discrete relativistic version of this
Hamiltonian is presented Ref. [18].

CONCLUSION

A variety of symplectic and self-consistent multi-particle
algorithms have been developed by both the accelerator
physics and the plasma physics community. They are su-
perior to most algorithm derived from equations of motion
as they guaranty that the symplectic nature of the particle
dynamics is conserved to machine precision. Some of them
guaranty the conservation of the symplectic nature of the
self-field dynamics as well. The algorithms discussed in this
paper were all derived from a collision-less picture, and as
such are unable to model non-Hamiltonian processes such
as intra-beam scattering.
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We report on the concept of an innovative laser-driven
g plasma accelerator for polarized proton (or deuteron) beams
A with a kinetic energy up to several GeV. In order to mod-
- ell the motion of the particle spins in the plasmas, these
% have been implemented as an additional degree of freedom
= into the Particle-in-Cell simulation code VLPL. Our first
< simulations for nuclear polarized Hydrogen targets show
; that, for typical cases, the spin directions remain invariant
v during the acceleration process. For the experimental real-
% ization, a polarized HCI gas-jet target is under construction
f where the degree of proton polarization is determined with
2 a Lamb-shift polarimeter. The final experiments, aiming
% at the first observation of a polarized particle beam from
o laser-generated plasmas, will be carried out at the 10 PW
+ laser system SULF at SIOM/Shanghai.

INTRODUCTION

The field of laser-induced relativistic plasmas and, in
particular, of laser-driven particle acceleration, has under-
gone impressive progress in recent years. Despite many
£ advances in the understanding of fundamental physical phe-
.2 nomena, one unexplored issue is how the particle (in par-
‘é ticular hadron) spins are influenced by the huge magnetic
g fields inherently present in the plasmas [1-4].

ork may be used under th
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Several mechanisms can potentially lead to a sizesable
degree of polarization of laser-accelerated particle beams:
first, a genuine polarization build-up from an unpolarized
target by the laser-plasma fields themselves and, second,
polarization preservation of pre-aligned spins during the
acceleration despite of these fields. The work of our group
aims at the first scenario using a novel dynamically polarized
Hydrogen target.

Two effects are currently discussed to build up a nuclear
polarization in the plasma: either the polarization is gen-
erated due to a spin-flip according to the Sokolov-Ternov
effect, induced by the magnetic fields of the incoming laser
pulse. Besides that, the spatial separation of spin states by
the magnetic-field gradient, i.e. the Stern-Gerlach effect,
may result in the generation of polarization for different
beam trajectories [5].

In addition to these two mechanisms, all particle spins
precess around the laser or plasma magnetic fields as charac-
terized by the Thomas-Bargmann-Michel-Telegdi (T-BMT)
equation describing the spin motion in arbitrary electric and
magnetic fields in the relativistic regime.

The first and up to now only experiment measuring the
polarization of laser-accelerated protons has been performed
at the ARCturus laser facility at Heinrich-Heine University
Diisseldorf [2]. Figure 1 schematically depicts the setup: for
the measurements a 100-TW class Ti:Sa laser system with a
typical pulse duration of 25 fs and a repetition rate of 10 Hz

B-2 Plasma, Laser, Dielectric and Other Acceleration Schemes
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was used producing an intensity of several 1020 Wem™2. Af-
ter impinging the laser pulse under a 45° angle on an (unpo-
larized) gold foil of 3 um thickness, protons are accelerated
according to the well-known Target Normal Sheath Acceler-
ation (TNSA) mechanism [1] to an energy of typically a few
MeV. They are heading towards a stack of Radio-Chromic-
Film (RCF) detectors where the flux of protons is monitored.
In order to measure the polarization of the proton bunches,
the spin dependence of elastic proton scattering off nuclei
is employed. At the particular proton energy Silicon is a
suitable scattering material since it has a sizeable analyzing
power and the scattering cross sections are known.

scattering
target

RCF stack

/ H”] N

@/m”
production target A

. se_tu_p axis

0
L1 target
\*\ry;rmal
3.5cm = ’
P
| 6.5 cm |
0.7 cm

[ aluminium collimators ez CR-39 detectors

Figure 1: Schematic setup for the first proton polarization
measurement [2].

To estimate the magnitude of possible polarizing magnetic
fields in case of the Diisseldorf experiment, Particle-In-Cell
(PIC) simulations were carried out with the fully relativistic
2D code EPOCH [6]. A B-field strength of ~ 10* T and gra-
dients of around 10'° Tm™! are to be expected. Although
these values are much higher compared to those at conven-
tional accelerators, they are yet too small to align the proton
spins and, thus, should not lead to a measurable proton po-
larization [2]. This prediction matches the experimental
finding of zero proton polarization.

An important conclusion from this experiment thus is that
for measuring a sizesable proton polarization both, a stronger
laser pulse with an intensity of about 10> Wem™2 and an
extended gas instead of a thin foil target would be required.
Such a scenario has been theoretically considered (without
taking into account spin effects) in a paper by Shen et al. [7].
Due to the larger target size, the interaction time between
the laser accelerated protons and the B-field is increased. It
amounts to approximately 3.3 ps and is much larger than the
typical time scale (about 0.1 ps) for spin motion given by
the Larmor frequency and, thus, a spin manipulation seems
possible.

PARTICLE SPIN DYNAMICS

We have implemented particle-spin effects into the 3D PIC
simulation code VLPL (Virtual Laser Plasma Lab) in order
to make theoretical predictions about the degree of proton-
spin polarization from a laser-driven plasma accelerator [8,
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9]. These calculations consider all relevant effects that may
lead to the polarization of proton beams [10].

The Sokolov-Ternov effect is, for example, employed in
classical accelerators to polarize the stored electron beams
where the typical polarization build-up times are minutes or
longer. This effect can, therefore, be neglected in the case
of laser-induced acceleration. We refer to our forthcoming
publication Ref. [10] for a more quantitative derivation.

Our assessment for the Stern-Gerlach force [10] shows
that non-relativistic proton beams with opposite spins are
separated by not more than A, ~ 9.3- 1077 AL with the laser
wavelength Ap . Moreover, the field strengths is of the order
of E ~ B~ 10° T and the field gradients V|B| ~ 10° T/R with
the laser radius R, typically A;/R =1/10 and a characteris-
tic separation time would be 7 =100 wil, where wy is the
laser frequency. Thus, the force on the given length scale
is too weak and the Stern-Gerlach effect does not have to
be taken into account for further simulation work on proton-
spin tracking.

For charged particles the spin precession in arbitrary elec-
tric and magnetic fields is given by the T-BMT equation in

CGS units:
d 1 a
aos___°c o+ —|B- ey (¥ B|Y
dt mpc y v+ 1\c C
v

Here s is the proton spin in the rest frame of the proton, e
is the elementary charge, m, the proton mass, ¢ the speed of
light, the dimensionless anomalous magnetic moment of the
proton ap, = gpz_ 2 = 1.8 with the g-factor of the free proton g,
v the Lorentz factor, v the particle velocity, B the magnetic
field, and E the electric field, both in the laboratory frame.
Since Q always has a component perpendicular to s, the
single spins in a polarized particle ensemble precess with
the frequency wg = Iﬁl. For protons with an energy in the
range of a few GeV, y~ 1 and 1 > v/c, so that:

2 1\2
) B2+(ap+§) E? .
()
Under the assumption |B| ~ |E| ~ F this simplifies to:

e /9 5
(L)S<m—pCF Zd%+3ap+z.

As a consequence, a conservation of the polarization of
the system is expected for times

dp

e
wg < m—ch(ap + 1)2 B2 + (?

3

2r

3.7-+%

7 )

for a, = 1.8. For the typical field strengths in our first sim-
ulations (cf. Fig. 2) of F=5.11-10"2V/m=17.0-10° T, the
preservation of the spin directions is estimated for times
t < 1 ps. This time is sufficiently long taking into account
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[a)
% that the simulation time is fsm =0.13 ps < 1 ps, so the polar-
E ization is maintained during the entire simulation according
:Z to the T-BMT equation.

PARTICLE-IN-CELL SIMULATIONS

In order to reproduce the results of our experiment pre-

sented above and to verify the quantitative estimates of
Ref. [2], 3D simulations with the VLPL code including
"2 spin tracking have been carried out on the supercomputer
Z JURECA [11].
It is important to note that to simulate the plasma behav-
z ior, a PIC code first defines a three-dimensional Cartesian
2 grid which fills the simulated volume where the plasma
2 evolves over the simulated time. Not each physical particle
.8 is treated individually but they are substituted by so-called
2 PIC particles. This is why the continuous spin vector of a
% PIC particle represents the mean spin of all substituted par-
£ ticles. Thus, not the spin of each single particle is simulated
% but the polarization P of every PIC particle. The sum of spin
€ vectors of different PIC particles within a specific volume
2 (polarization cell) corresponds to the local polarization of
. the ensemble [10, 12].

Figure 2 shows preliminary simulation results for proton-

spin tracking with VLPL. An acceleration of the proton
sheath due to the TNSA mechanism is evident. From the
simulated strength of the magnetic field behind the target
(acting on the accelerated protons) we estimate a proton
'S polarization preservation for at least 0.18 ps. This is much
5 longer than the time needed to accelerate the protons.
Thus, the VLPL simulations demonstrate polarization
. conservation according to the T-BMT equation when ac-
celeration by the TNSA mechanism takes place [12]. In
other words, a compact target would be needed in which the
5 nuclear spins are already aligned at the time of irradiation
% with the accelerating laser. Unfortunately, solid foil targets
= suitable for laser acceleration with the TNSA mechanism are
< not available so far and their experimental realization would
; be extremely challenging. In solid targets used for classi-
© cal accelerator experiments Hydrogen nuclear polarization
P mostly results from a static polarization, e.g., in frozen spin
& targets [13].
The only gaseous target material with a density sufficient
& for laser acceleration are hyper-polarized SHe [14, 15] or
2 Xe which are, of course, not suitable for proton accelera-
E tion. For Hydrogen until now only polarized atomic beam
E sources based on the Stern-Gerlach principle [16] are avail-
3 able, which have the disadvantage of a much too low particle
f density. In order to provide a (dynamically) polarized Hydro-
"2 gen gas target for laser-plasma applications, a new approach
g is needed.

tle of the work, pub

utho

bution of this work m
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ms O

EXPERIMENTAL REALIZATION

For the experimental realization of our new concept for a
S dynamically polarized ion source, three major components
= are required: a suitable laser system to provide the target
‘q"é polarization, a vacuum interaction chamber including a gas
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Figure 2: 3D VLPL simulation showing the conservation of
proton polarization from an Aluminum foil target (2.5 pm,
35 nr) covered with a fully polarized proton layer (0.5 um,
117 n¢;) at simulation times 32.5 fs (top) and 130 fs (center,
bottom). The upper two figures show the degree of proton
polarization, while in the lower their spin-rotation angle
(relative to the initial value o= = (0,0, 1)) is depicted. The of
Gaussian-shape laser pulse (Ar, = 800 nm, normalized laser
amplitude ag = 12, 25 fs duration, 5 pm focal spot size) enters
the simulation box from the left. The grid cell size is A, =
0.025 um and £y = h, = 0.05 um, n, represents the electron
density.
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jet at the interaction point with the accelerating laser, and a
polarimeter. The schematic view of this setup is depicted in
Fig. 3.

Nozzle
For HCl gas jet

F

IR/UV Laser
For photo-dissociation &
polarization of H atoms

Lamb-Shift polarimeter
For measurement of nuclear polarization

Figure 3: Schematic view of the setup for the proton polar-
ization measurement using a polarized Hydrogen gas target.

As material of the gas target, Hydrogen halides are a vi-
able option [17,18]. A Hydrogen chloride (HCI) target is
preferred in this case due to the rather high polarizability
and the easy availability. The HCI gas is injected into the
interaction chamber through a standard gas nozzle with a
high-speed short-pulse piezo valve that can be operated at
5 bar inlet-gas pressure to produce a gas density in the range
of ~ 10! cm™3. Few millimeters below the nozzle, the inter-
action between gas and laser beams takes place.

The polarizing laser system is a pulsed Ni: YAG laser from
EKSPLA [19]. Its peculiarity is the quasi-simultaneous out-
put of the fundamental wavelength at 1064 nm and the fifth
harmonic (213 nm). The repetition rate of the laser sys-
tem is 5 Hz and the pulses are of 170 ps duration which
is sufficiently short with regard to the transfer time of the
electron spin polarization to the nucleus due to hyperfine
interaction (~ 1 ns) [17]. The linearly polarized 1064 nm
beam with a pulse energy of 100 mJ is focused with an inten-
sity of ~ 10" Wem™2 into the interaction chamber to align
the HCl1 bonds (cf. Fig. 4). By this, the signal intensity is
increased by an enhancement factor x ~ 2 assuming an in-
teraction parameter of Aw =49 and, thus, <cos?0>> =6/7
since the polarizability interaction is governed by a cos?6
potential with the angle 8 between the molecular axis and
the electric field distribution [20].

Alignment of
HCl bonds

100 mJ @ 1064 nm ’ .\

, ?e?

’ ? * o [ ) Photo-dissociation
20mJ @ 213 nm . and of
the H nucleus
= ~C.
som ® [ ) ® o Acceleration of the
300) @ 800 nm protons in gas jet

Figure 4: Schematic overview of the production of polarized
proton beams.
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At the same time, but under a 90° angle, the circularly
polarized fifth harmonic with an energy of 20 mJ is focused
into the vacuum chamber to an intensity of ~ 10'> Wem™2
to interact with the aligned HCl molecules. These are sub-
sequently photo-dissociated by UV excitation via the A'TI;
state, which has a total electronic angular-momentum pro-
jection of Q=+1 along the bond axis. Hence, the resulting
H and CI(>P; /2) photofragments conserve this +1 projec-
tion of the laser photons, producing H and CI1(*P3 /2) atoms
each with the projections of approximately mg=+1/2 (so
that they sum up to +1), and thus the H-atom electron spin
is approximately mg=+1/2 [21]. In a weak magnetic field
(Zeeman region), all H atoms are in a coherent superposi-
tion of the total angular momentum states |F, mg) with the
coupling F =S +1I of the electron spin S and the nuclear spin
I. When the electron spin is fixed due to the polarization
of the incident laser beam, e.g., ms=+1/2, then only the
spin combinations |mg=+1/2, my=+1/2> and |+1/2,-1/2>
can be found in the free Hydrogen atoms. The hyperfine
state |[+1/2,+1/2>=|F =1, mp=+1> is an eigenstate and
will stay unchanged in time. Since the states |-1/2,+1/2>
and |+1/2,-1/2> are not eigenstates, they are linear combina-
tions of the |F =1, mp=0> and |F =0, mp =0> eigenstates,
which have different energies. Therefore, atoms produced
in the |+1/2,-1/2> state will oscillate to |-1/2,+1/2> and
back. If now the electron-polarized Hydrogen atoms are pro-
duced during a very short time ¢ < 1 ns, they will oscillate in
phase. Therefore, after 0.35 ns only the spin combinations
|[+1/2,+1/2> and |-1/2,+1/2> can be found. As a conse-
quence the electron polarization of the Hydrogen atoms,
produced by the laser beam, is transferred into a nuclear
polarization. If now the Hydrogen atoms are quickly ion-
ized and accelerated, the out-coming protons will remain
polarized, even if they undergo spin precessing according to
the T-BMT equation [17].

Using a Lamb-Shift polarimeter the polarization of an
atomic Hydrogen ensemble can be measured in a multi-step
process [22,23]. One important condition is that the atomic
beam can be efficiently converted into metastable atoms in
the 25, state by ionization with an electron-impact ionizer
and a charge reversal in cesium vapor. With a spin filter,
individual hyperfine sub-states are selected by applying a
static magnetic field, an electric quench field and a high-
frequency transition. By varying the resonance condition
when changing the magnetic field, single hyperfine compo-
nents can be detected. Finally, the transition into the ground
state within the quenching process is verified by Lyman-a ra-
diation emitted at 121.5 nm. The intensity of the individual
hyperfine components allows to measure their occupation
number and, therefore, calculate the polarization of incom-
ing protons and, in combination with an ionizer, even for
Hydrogen atoms. The entire setup, including laser system,
interaction chamber and Lamb-Shift polarimeter, is realized
over a length of less than 5 m as a table-top experiment.

As indicated in Fig. 4, the final experiments with the polar-
ized gas target, aiming at the first observation of a polarized
proton beam from laser-induced plasmas, will be performed
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A
% at the 10 PW laser system SULF (Shanghai Superintense-
5 Ultrafast Lasers Facility) at SIOM (Shanghai Institute of
% Optics and Fine Mechanics). Theoretical calculations indi-
2 cate the acceleration of protons out of a gas jet to the GeV
+ energy range for this laser system operated at 300 J energy,
£ 30fs pulse energy and a focused intensity of > 10*> Wem™
£ at 1 shot/min. It is predicted that the protons are accelerated
%S in a so-called electron bubble-channel structure [24]. Com-
2 pared to a traditional electron bubble the plasma density is
,} much higher than the critical density of a relativistic laser
g‘ pulse for a plasma containing mainly heavy ions such as
£ chlorine. This results from reflections of the laser light from
E the highly compressed electron layers and self-focusing. As
5 a consequence, only the acceleration of protons but not of
g heavy ions is expected. Moreover, it has been shown theo-
E retically that in this acceleration scheme protons, which are
E trapped in the bubble region of the wake field, can be effi-
< ciently accelerated in the front of the bubble, while electrons
§ are mostly accelerated at its rear [24]. After the acceleration
'S process the proton polarization will be determined by a de-
< tector similar to that one used for our Diisseldorf experiment,
Z but with different scattering foil material to account for the
% higher proton energies.

Regarding a source for laser-accelerated polarized 3He>*
ions from a pre-polarized *He gas target an experiment is
planned to be conducted at PHELIX, GSI Darmstadt [14,
15,25,26].

DISCUSSION AND CONCLUSION

To summarize, the T-BMT equation, describing the spin
precession in electromagnetic fields, has been implemented
into the VLPL PIC code to simulate the semi-classical spin
motion during laser-plasma interactions. One crucial result
of our simulations is that a target containing polarized Hy-
drogen nuclei is needed for producing polarized relativistic
proton beams. A corresponding gas-jet target, based on dy-
fg namic polarization of HCl molecules, is now being built at
; Forschungszentrum Jiilich. From a simultaneous interaction
v of the fundamental wavelength of a Nd:YAG laser and its
P fifth harmonic with HCI gas, nuclear polarized H atoms are
% created. Their nuclear polarization will be measured and
» tuned with a Lamb-shift polarimeter. First measurements,
5 aiming at the demonstration of the feasibility of the target
2 concept, are scheduled for fall 2018. The ultimate exper-
E iment will take place in 2019 at the 10 PW SULF facility
E to observe a up to GeV polarized proton beam from laser-
3 generated plasma for the first time.
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Abstract

SPACE is a parallel, relativistic 3D electromagnetic
Particle-in-Cell (PIC) code used for simulations of beam
dynamics and interactions. An electrostatic module has
been developed with the implementation of Adaptive
Particle-in-Cloud method. Simulations performed by
SPACE are capable of various beam distribution, different
types of boundary conditions and flexible beam line, as
well as sufficient data processing routines for data
analysis and visualization. Code SPACE has been used in
the simulation studies of coherent electron cooling
experiment based on two types of amplifiers, the free
electron laser (FEL) amplifier and the plasma-cascade
micro-bunching amplifier.

COHERENT ELECTRON COOLING

Coherent electron cooling (CeC) [1, 2, 3] is a novel and
£ promising technique for rapidly cooling high-intensity,
‘;h1gh energy hadron beams. A general CeC scheme
& consists of three sections: modulator, amplifier and
2 kicker. In the modulator, the ion beam co-propagates with
S electron beam and each ion imprints a density wake on
8 the electron distribution through Coulomb force. In the
o amplifier, the density modulation induced by ions is
% amplified by orders. In the kicker, the electron beam with
= amplified signal interacts with ion beam, giving coherent
3 energy kick to ions towards their central energy, which
> consequently leads to cooling of the ion beam.

Figure 1 [3] shows the schematic of CeC using high
gain free electron laser (FEL) as the amplifier, which is
related with the CeC experiment in the Relativistic Heavy
Ion Collider (RHIC) at the Brookhaven National

T.aboratorv (RNT ).
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Figure 1: Schematic of coherent electron cooler based on
high gain free electron laser.

Figure 2 [4] illustrates the layout of a CeC with a
plasma-cascade amplifier (PCA). In the PCA, we use
solenoids to control the transverse size of electron beam
and make use of the exponential instability of longitudinal
plasma oscillations to amplify the initial modulation. A
CeC with a PCA does not require bending of ion beam.
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SIMULATIONS OF COHERENT ELECTRON COOLING WITH FREE
ELECTRON LASER AMPLIFIER AND PLASMA-CASCADE MICRO-
BUNCHING AMPLIFIER

J. Ma!, G. Wang!, V. N. Litvinenko!?
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Figure 2: Layout of coherent electron cooler with a
plasma-cascade amplifier.

SIMULATION TOOL

Our main simulation tool is code SPACE [5]. SPACE is
a parallel, relativistic, 3D electromagnetic Particle-in-Cell
(PIC) code developed for the simulations of relativistic
particle beams, beam-plasma interaction, and plasma
chemistry. Benchmark test has been performed for
SPACE with several accelerator physics codes including
MAD-X, ELEGANT and Impact-T, and a good
agreement has been achieved. SPACE has been used for
the study of plasma dynamics in a dense gas filled RF
cavity [6] and the study of mitigation effect by beam
induced plasma [7].

Electrostatic module contained in code SPACE has
been mainly used in our study, as the particle interaction
is essentially electrostatic in the co-moving frame. This
code module includes two different approaches. The first
one is the traditional PIC method for the Poisson-Vlasov
equation, which uses uniform Cartesian mesh, linear
charge deposition scheme and fast Fourier transform
(FFT) solver. This approach is precise and effiective for
particles with uniform distribution and computational
domain with pure periodic boundary condition. The
second approach is a new adaptive Particle-in-Cloud (AP-
Cloud) method [8]. This method, based on real particle
distribution, generates an adaptively chosen set of
computational particles as the mesh, and uses the weighed
least squares method for approximation of differential and
integral operators. AP-Cloud method is beneficial for
particles with non-uniform distribution and computational
domain with irregular geometry and mixed type of
boundary conditions, such as open boundary condition in
the transverse directions and periodic in the longitudinal
direction. Both approaches have passed series of
verification tests and have been compared in our study.
AP-Cloud method produced higher accuracy for electron
beam with Gaussian distribution and computational
domain with mixed boundary conditions, which are used
in CeC simulations, so we have used AP-Cloud method in
this study.

SPACE contains various data processing routines and
provides sufficient output for data analysis and
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visualization. The optional output files from code SPACE
includes full 6-D particle distribution, integrated 3-D
density distribution in given subset of the computational
domain, projected 2-D density distribution on given
plane, 1-D density and velocity distribution along
longitudinal ~and  transverse directions, particle
distribution in phase space and frequency domain, beam
parameters including transverse size and emittance.

GENESIS [9] is a three dimensional, time dependent
code, developed for high gain FEL simulations. This code
has been used in the simulations of FEL amplifier in our
study.

SIMULATIONS OF CEC WITH FEL
AMPLIFIER

Algorithm and Verification

In modulator, the first section of CeC, ions induce
modulations in electron beam by attracting surrounding
electrons. The relative modulation of electrons due to
their interactions with ions is orders of magnitudes
smaller than unity, therefore we can co-propagate a single
ion with electron beam in modulator simulations and use
super position principle to get the modulations by all ions.
One of the difficulties using a single ion is the detection
of the density and velocity modulation in electron beam,
as the signal is too weak compared to the shot noise in
electrons. The following algorithm has been used to
extract the modulation signal induced by a single ion. We
perform two simulations with identical initial distribution
of electron, one simulation operates with electron beam
only while the other simulation includes a single ion. At
the exit of modulator, we can take difference in the
electron distribution from the two simulations, to obtain
the influence from the single ion. Figure 3 illustrates the
typical signal-to-noise ratio in modulator simulations and
clearly shows that the shot noise has been eliminated
when we extract the modulation signal. Similar algorithm
has been used in simulating the FEL amplification process
with shot noise [10].
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Figure 3: Comparison between shot noise in electrons
(left) and modulation by a single ion (right) in
longitudinal density distribution of electrons.

We have justified the super position principle in our
simulations, as is shown in Figure 4. The blue solid line in
Figure 4 shows the summation of density modulations by
two ions from separate simulations, and the red dash line
is the resulting density modulation when we put the two
ions in the same run of simulation. These two modulation
signals achieve a good agreement. Therefore, we can use
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single ion in our simulations studies of CeC and follow
super position principle to get the modulations induced by
all ions in a beam.
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Figure 4: Comparison of density modulations induced by
two ions from separate simulations (blue solid line) and
from the same simulation (red dash line).

We have verified modulator simulation results through
the comparison with theory. Analytical solution to the
modulation problem exists for a moving ion co-
propagating with an infinite electron beam with uniform
spatial distribution [11]. Our simulation results have
achieved a good agreement with the analytical solution
[12], as is shown in Figure 5 [13].
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Figure 5: Comparison between theory and numerical
simulations in density (left) and velocity (right)
modulations by a single ion with reference energy (top)
and off-reference energy (bottom) with respect to uniform
electron cloud.

Modulator

We list main parameters of electron and ion beams in
Table 1. These parameters are related with the operations
of CeC experiment at BNL RHIC, and have been used in
numerical simulations to predict the cooling time.

Figure 6 shows the dynamics of B functions of electron
beam in the modulator. Quadrupoles are used to focus the
electrons in the beam line and to match the transverse
beam size at the exit of modulator to obtain high gain in
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FEL amplifier, the second section of CeC. Electron beam
dynamics in a quadrupole beam line using code SPACE
have been benchmarked with other accelerator
simulations tools, including MAD-X, ELEGANT and
Impact-T [13, 14].

Table 1: Parameters of Electron and Ion Beams

Electron Ion, Aut”?
Beam energy y=28.5 y=28.5
Peak current 75 A

Normalized emittance 8 m mm mrad 2 m mm mrad

R.M.S. energy spread le-3 3e—4

©
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T
x
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longitudinal distance, m

Figure 6: Evolution of electron beam [ function in
modulator section.

Figure 7 shows that the longitudinal density
modulation gradually builds up when the ion co-
propagates with the electron beam in modulator.
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Figure 7: Longitudinal density modulation at several
propagation distances in modulator.

We use the parameter bunching factor to quantify the
longitudinal modulation. Bunching factor is also used in
code GENESIS to obtain the gain in FEL simulations, and
is defined in Equation (1) [9],
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where A, is the FEL optical wavelength, the summation
is over a slice of 1,,; wide, centered at the ion’s location,
and N, is the total number of electrons within that slice.
The longitudinal density modulation shown in Figure 7
is induced by a single ion with reference energy and zero
transverse offset with respect to the center of the electron
beam, and is expected to achieve maximum bunching
factor at the exit of modulator. Bunching factor reduces
when we start with a single ion with transverse offsets.
Figure 8 shows that the modulation becomes weaker
when the ion is further away from the center of the
electron beam in transverse plane. The dependence of
bunching factor on transverse offsets is not symmetric in
horizontal direction and vertical direction, as the
transverse beam size is not symmetric in the quadrupole
beam line, which is shown in Figure 6.
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Figure 8: Amplitude of bunching factor induced by ions
with various transverse offsets with respect to the center
of the Gaussian electron beam.
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Figure 9: Amplitude of bunching factor induced by ions
with various longitudinal velocities with respect to the
electron beam group velocity. Ion velocity is in the unit of
electrons’ velocity spread.
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Dependence of bunching factor on the energy
difference between ions and electrons has also been
studied [12], as is shown in Figure 9. Detailed studies
have been performed to simulate the modulation process
using ions with various combinations of off-reference
energies, transverse offsets and transverse velocities [15].

FEL Amplifier

We have exported the full 6-D particle distribution at
the exit of modulator from code SPACE and imported it
into code GENESIS to simulate the second section of
CeC, FEL amplifier. GENESIS separate particles into
longitudinal slices, and the length of each slice is FEL
optical wavelength, which is about 30 um for our settings.

The FEL device installed at BNL RHIC has three
sections of wigglers separated by drift space. It is difficult
to achieve an envelope with constant transverse beam size
over the three-section wigglers. Instead, we have designed
an envelope with oscillating beam size and minimized the
overall variation, which is shown in Figure 10.
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Figure 10: Location of three-section wigglers in FEL
amplifier and B function evolution with minimum overall
variation.

In FEL section, both the shot noise and the modulation
signal are amplified. We need to maximum the gain from
FEL to reduce the cooling time, and we should avoid
saturation to preserve the correlation between the
amplified signal and the ion which induces the initial
modulation.

Figure 11 displays the growth of bunching factor of
shot noise in FEL and shows that saturation is not reached
at the end of FEL section. Figure 12 gives comparison of
bunching factor between the initial density modulation at
the entrance of FEL section and the final amplified signal
at the exit of FEL. This signal has been extracted from the
shot noise using the similar algorithm applied in
modulator simulations. The comparison in Figure 12
clearly shows the widening of the initial modulation and a
gain of 210 in bunching factor over the FEL section,
which is sufficient for cooling.

Diffusion rate for CeC has been obtained using the final
bunching factor shown in Figure 12, and parameters
relevant to CeC experiment at BNL RHIC [16].
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Figure 12: Bunching factor amplitude of modulation
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section.

Kicker

In the kicker, ions interact with amplified modulation
signals carried in electron beam and receive energy kick
towards reference energy, which results in the cooling of
ion beam. We take the output from GENESIS into SPACE
for kicker simulations. Quadrupole setting in the kicker is
symmetric with that in modulator. Electron beam
envelope in the kicker is shown in Figure 13.
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Figure 14 gives a close look at the amplified density
modulation in the kicker section, and the coherent
longitudinal velocity kick it gives to ions towards the
reference energy. Red dot in Figure 14 represents ions
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with reference energy, and should receive zero energy
kick. Green dots indicate ions with energy spread 5.7¢—4
and this is the upper limit for CeC. Using ion beam with
larger energy spread will result in inefficient cooling or
¢ even anti-cooling. Yellow dots are ions with energy
spread 3e—4, which is the value for CeC experiment listed
in Table 1, and this is within the regime of efficient
cooling.

x10°

© SEE=0
5 E/E=3e-4
SE/E=57e-4

o
®

o
@

o

kY

o
o
=

o
N

5
b
lon velocity Vz (m/s)
°

=)
N

Number of electrons / m

)
=

ey

08 1 12
Longitudinal coordinate (m)  x10*

°

08 1 12
Longitudinal coordinate (m)  x10*

Figure 14: Amplified longitudinal density modulation in
the kicker section (left) and the velocity kick it gives to
ions at various longitudinal locations in a single pass
through CeC system (right). Dots indicate specific ions
with typical energy deviation.

We have traced ions with off-reference energies and the
coherent kick they received in the kicker section, as is
shown in Figure 15. As a result, we can predict the
cooling time with only coherent kick included. A more
realistic estimation of cooling time should include
random kicks from surrounding ions and electrons.
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The maximum gain is about 120, which is sufficient for

CeC, and it appears at around 30 THz.
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Figure 16: Evolution of transverse beam size in a four-cell
plasma cascade amplifier.
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Figure 15: Coherent longitudinal velocity kick to a single
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time. Values of velocities are in co-moving frame.

-2

SIMULATIONS OF PLASMA-CASCADE
MICRO-BUNCHING AMPLIFIER

In the plasma-cascade micro-bunching amplifier, we
have used strong solenoids to over-focus the electron
o beam and made use of the fast-growing plasma instability
to boost the initial modulation, which acts as the amplifier
for CeC. Designed parameters of PCA for RHIC and
= eRHIC at BNL are given in [4], and we present
§ simulation studies of PCA using relevant settings.
Transverse beam size evolution in a four-cell PCA from
z numerical simulation is given in Figure 16. We have used
very strong solenoid fields between cells to compress the
S beam and to make the plasma instability happen and
» grow. Figure 17 shows the gain we can get from the PCA.
In Figure 17, we used Fast Fourier transform (FFT) to
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Figure 17: Gain of density modulation for various
frequencies at the exit of PCA, calculated in frequency
domain.

We have studied the evolution of signal over the PCA
section by adding an initial modulation on top of the shot
noise, and we have used the similar algorithm in
modulator simulations to extract this signal from shot
noise in PCA simulations. As is shown in Figure 18, we
introduced an initial density modulation at 25 THz and
observed the increase of the signal in PCA. Note that
Figure 18 only presents the density modulation, and the
sharp drops in Figure 18 indicate that density modulation
has been transformed into velocity modulation.
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Figure 18: Initial density modulation (left) at the entrance
of PCA and the amplification of density modulation
(right) within the PCA section at frequency 25 THz.
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Similarly, we added an initial velocity modulation to
electron beam at the entrance of PCA at 25 THz and had
the amplification in signal shown in Figure 19. Note that
in the evolution plot of Figure 19, only density
modulation is included. So the initial signal is small as we
introduced pure velocity modulation, which has not
converted into density modulation yet at the entrance of
PCA.

A more realistic simulation will use a modulation
signal induced by a real ion, which includes both density
and velocity modulations and has a wider bandwidth
instead of a specific frequency.
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Figure 19: Initial velocity modulation (left) at the
entrance of PCA and the amplification of density
modulation (right) within the PCA section at frequency 25
THz.

Detailed beam dynamics in PCA section have been
investigated, and we present the 2-D density distribution
of modulation signal at several locations along the PCA
beam line in Figure 20. Electrons at the transverse edge of
the beam fall behind the central electrons, as they
experience stronger solenoid focusing which introduces
larger transverse motions to them and reduces their
longitudinal velocities. An increase in density modulation
is observed in Figure 20.
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and z-axis is along the longitudinal direction.
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We have quantified the delay of electrons at the beam
edge compared with the central electrons, and present the
result in Figure 21. The phase difference between central
particle and edge particle is 45 degree, which is obtained
from the fitting in Figure 21.
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CONCLUSION

We present the simulation studies of CeC process using
code SPACE and GENESIS.

We have successfully eliminated the shot noise and
extracted the modulation signals in simulations using a
single ion. Super position principle is justified in SPACE
simulations. Simulation results have been verified
through the comparison with analytical solutions to the
modulator problem.

Start-to-end simulations have been performed for ions
passing through the CeC system with FEL amplifier. We
have studied the dependence of modulation process on
various transverse offsets and off-reference energies of
ions, and predicted the cooling time.

We have explored the use of plasma-cascade amplifier,
which replaces the FEL amplifier in CeC. The gain and
corresponding frequency in PCA have been obtained
through numerical simulations. Detailed beam dynamics
through the PCA have been analysed.

SPACE will be used in the further study of CeC to
provide strong support to the design and operation of CeC
experiment at BNL RHIC.
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THERMIONIC ENERGY CONVERTERS*

N. M. Cook™, J. P. Edelen, C. C. Hall, M. Keilman, P. Moeller, R. Nagler
RadiaSoft LLC, Boulder, CO, USA
J.-L. Vay, Lawrence Berkeley National Laboratory, Berkeley, CA, USA

Abstract

Thermionic energy converters (TEC) are a class of ther-
moelectric devices, which promise improvements to the ef-
ficiency and cost of both small- and large-scale electricity
generation. A TEC is comprised of a narrowly-separated
thermionic emitter and an anode. Simple structures are of-
ten space-charge limited as operating temperatures produce
currents exceeding the Child-Langmuir limit. We present re-
sults from 3D simulations of these devices using the particle-
in-cell code Warp, developed at Lawrence Berkeley Na-
tional Lab. We demonstrate improvements to the Warp code
permitting high fidelity simulations of complex device ge-
ometries. These improvements include modeling of non-
conformal geometries using mesh refinement and cut-cells
with a dielectric solver. We also consider self-consistent ef-
fects to model Schottky emission near the space-charge limit
for arrays of shaped emitters. The efficiency of these devices
is computed by modeling distinct loss channels, including
kinetic losses, radiative losses, and dielectric charging. We
demonstrate many of these features within an open-source,
browser-based interface for running 3D electrostatic simu-
lations with Warp, including design and analysis tools, as
well as streamlined submission to HPC centers.

INTRODUCTION

Thermionic energy converters (TECs) generate electrical
power from external heat sources using thermionic emission.
By driving electrons across a narrow vacuum gap connected
to an external load, electric power is created. For mod-
est gap distances however, the thermionic current quickly
exceeds the Child-Langmuir limit, reducing the peak achiev-
able device power. To overcome space charge limitations an
accelerating grid is used to compensate the negative poten-
tial generated by the beam space charge. The efficiency of
such a device is theoretically limited only by the difference
in temperature between the hot emitter and cold collector.
However, the presence of a grid, along with realistic material
properties of the device, serve to reduce their efficiency. So-
phisticated simulations are needed to properly capture these
dynamics.

Previous efforts to address these needs led to the develop-
ment of an efficiency model and self-consistent simulation
procedure for evaluating TEC designs [1]. In this paper we
provide a brief review of this model and its implementa-

* This material is based upon work supported by the U.S. Department
of Energy, Office of Science, Office of Advanced Scientific Computing
Research under Award Number DE-SC0017162.

ncook @radiasoft.net
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tion using the Warp particle-in-cell framework [2]. We then
illustrate the value of this model in optimizing devices us-
ing a simple case study in grid placement and transparency.
Lastly, we discuss the improvements being made to the elec-
trostatic solver within the Warp to further improve vacuum
nano-electronic device modeling.

EFFICIENCY MODEL

Energy conversion in a TEC is limited by a set of discrete
loss channels, including kinetic, thermal, radiative, and re-
sistive losses. Proper evaluation necessitates the tracking
and quantification of each loss channel. For the Warp sim-
ulations discussed in these studies, we’ve adopted a model
that is well-established in literature [3] and has been applied
in recent experimental studies [4].

The model identifies four main loss mechanism of power
from the TEC system: power carried by electrons leaving
the emitter P, net radiative power from the emitter Pg,
conductive heat loss in the attached circuit P, and finally
power lost from holding the voltage on the grid Pgig. We
note that the simulations assume periodic boundaries, and
so the current and corresponding power quantities are nor-
malized by area. The conversion efficiency of the device is
the ratio of the net electrical power generated divided by the
net thermal power exhausted. If the electrical power that is
generated from circuit load is Pjoaq, the efficiency 7 is:

_ Pload - Pgrid
Pec + PR + Pey

n e))

The net power transmitted from emitter to collector is:

Pec = Je (¢pe + 2kpTe) — Jo (pe + 2kpTe) . 2)

Here, J., the current leaving the emitter, is known exactly
from the simulation. The second term accounts for return
current back to the emitter. The emitter and collector work
functions are ¢. and ¢.. The collector is assumed to be held
at a low temperature (7, < 500° K), thus we analytically
compute the return current J.

The radiative heat loss is based on an analytic calculation
for infinite parallel plates with some shielding from the grid.
This is calculated as:

Pr = €0 (T;‘ - Tg‘) : 3)
where € is an effective emissivity, o is the Stefan-
Boltzmann constant, and 7; and 7, are the emitter and col-
lector temperature respectively.
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The power dissipated from the circuit is calculated as:

L
Peyw =0.5 p_(Tem - env)2 - pew(Jec - tJC)2 s (4)

ew

where J.. is the current density from the emitter that reaches
the collector, known exactly from the simulation. The re-
sistivities pew and pcw account for the emitter and collector
side wiring respectively and are calculated as a function of
temperature.

The power lost in the gate is calculated based on the grid
voltage Vgriq, the current density striking the grid Jgrig and the
estimated return current, taking into account the geometric
transparency, t, of the grid:

Pgrid = Vgrid (Jgrid + (1 - t)JC) . &)

Finally, the power generated by the TEC is simply cal-
culated from net current at the collector J.. and the load
voltage Vipad:

(6)

Pioad = JecVioad-

Simulation Procedure

The efficiency model described by Eq. (1) is only valid
for steady-state operation. Reaching steady-state requires
that the transient dynamics dissipate prior to collecting
electron current information. In particular, fluctuations
in current near the space-charge limit along with
corresponding exter-nal circuit feedback must first subside.

In a TEC, current drawn through a load prompts a subse-
< quent decrease in the effective voltage across the gap. An ex-
% ternal circuit model permits these time-varying adjustments
é to maintain an accurate, self-consistent current value as the
@ device reaches steady-state. We have implemented such a
§ model, using Python hooks into Warp to adjust the gap volt-
8 age concurrently with the simulation. These adjustments can
g be made with arbitrary stride, meaning that fast fluctuations
; driven by noise in the simulation may be period-averaged to
M obtain an accurate correction. The resistance of the load is
8 pre-computed based on the temperature and work functions
£ of the emitter and collector and estimates for circuit material
properties. Further details on this implementation can be
found in [1].

We have developed a general procedure for verifying
teady-state operation along with segregating measurements
from this initial background. The procedure divides a simu-
lation into four phases. The first two phases consist of initial
emission of background electrons, during which current and
circuit fluctuations are allowed to subside. Next, uniquely
tagged “measurement” particles are emitted, from which
statistics are collected for computing efficiencies. During
the final phase of the simulation, background particles are
re-emitted and any remaining “measurement” particles are
allowed to complete their trajectories. This procedure is
controlled using Python hooks into the Warp simulation,
enabling user-defined feedback and consistency checks. Fig-
£ ure

S
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Figure 1: The four phase measurement scheme for validating
steady-state and registering measurement particles [1].

GRID POSITION STUDIES

The need for self-consistent modeling and a comprehen-
sive efficiency model can be seen even when considering a
single design parameter. In this case, we consider the role of
grid position in a TEC and its influence on device efficiency.
We maintain fixed cathode and anode configuration, and
vary the position of a grid with fixed geometry. In this case,
the grid consists of a 4x4 rectangular lattice of struts, each
5 nm in width and depth. Simulations are performed with
varying cathode temperature and grid voltage, and the grid
transparency is computed for each run. In each case, grid
transparency is only weakly coupled to temperature and to
voltage. Figure 2 depicts this dependance on voltage.

We conclude that grid transparency scales roughly lin-
early with position along the z-axis, peaking when the grid
is roughly 80% of the way across the gap. This behavior can
be explained by the relative change in transverse momentum
of the electrons due to the change in grid position. When
the grid is near the cathode, a considerable fraction of the
electrons’ momentum is in the transverse plane, thereby in-
creasing the likelihood of impact with the grid. When the
grid is moved closer to the anode, the transparency increases
due to the effective reduction in transverse momentum. Fig-
ure 3 illustrates this relationship.

Implementing the efficiency model quickly identifies a
preferred operating point amongst otherwise indistinct con-
ditions. Figure 4 reveals that the efficiency peaks for small
voltages before rapidly declining. The reason for this is well
understood from the transparency dynamics and the grid loss
relationship described by Eq. (5). While the transparency
remains relatively unchanged with increasing voltage, the
power lost on the grid increases linearly with voltage. Thus,
the optimal voltage is the smallest value to permit the full
thermionic current to cross the gap.

E-1 Multi-Physics Modeling and Applications
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Figure 2: Grid transparency varies only weakly with grid
voltage for fixed device geometry.
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Figure 3: Electron transverse momenta are much larger at
the point of grid crossing for grid positions nearer to the
cathode. Grid transparency is subsequently reduced.

IMPROVEMENTS TO THE WARP CODE

Highly resolved, self-consistent simulations of emitted
electrons and their interactions with the device geometry are
required to properly implement these models. To this end, we
employ the Warp particle-in-cell framework, currently in de-
velopment at Lawrence Berkeley National Laboratory. Warp
is a three-dimensional, time-dependent, multi-species PIC
framework, which includes a a flexible array of solvers for
obtaining electrostatic self-fields from Poisson’s equations,
or full electromagnetic fields from Maxwell’s equations [2].
Most TECs operate in a low energy regime for which an
electrostatic description will suffice, so we limit our consid-
eration to the electrostatic components of the code.

Here we discuss recent work with the Warp code to
improve the modeling of similar classes of vacuum nano-
electronic devices. Although the Warp code contains myriad
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Figure 4: Efficiency, 7, as a function of grid voltage, in-
cluding kinetic losses and other terms in the model. The
efficiency quickly peaks for small voltages, as the current
crossing the gap and thus the load power Pjy,q saturates. Ad-
ditional applied voltage serves only to increase losses on the
gate, as represented by the increasing Pgye curve.

features, further development is required to improve oper-
ation in the space-charge limited regime, along with the
inclusion of three-dimensional internal dielectric structures.

Self-consistent Emission Models

In order to reach peak efficiencies, TECs must be oper-
ated with a large temperature differential. This is usually
accomplished through increasing the emitter temperature,
thus generating very high peak currents. The combination
of high currents with small device size means that operation
is oftentimes space-charge-limited. Therefore, proper de-
vice modeling requires an emission model which takes into
account beam self-fields as well as external applied fields,
even when operating at high temperatures. To this end, we
have validated the Schottky emission model in Warp for
thermionic emission with large applied fields in the space-
charge limit.

For a cathode at temperature T, with work function ¢,
the current density jt is given by

@)

where kp is Boltzmann constant, and A¢ is the effective
change in work function of the material, resulting from an
external electric field E according to

f e’E
AW = |— .
4rey

This simple model is effective at describing emission
behavior in the presence of modest space-charge fields and
applied fields up to ~ 108 V/m. Warp simulations of a simple
diode with varying applied field and cathode temperature
show good agreement with this model, as can be seen in
Fig. 5. Furthermore, the space-charge forces of the beam are
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S properly accounted for as well, and emission is limited by
g the Child-Langmuir law in these cases, as shown in Fig. 6.
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Figure 5: Normalized current density is plotted as a function
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Dielectric Solver

For the parameter regime under consideration, we use
Warp’s electrostatic multi-grid solver to obtain solutions to
Poisson’s equation. The advantage of this solver for TEC
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modeling is the ability to incorporate complex boundary con-
ditions using the Shortley-Weller method to obtain subgrid-
resolution representations during the solve [5]. As a result, a
higher order stencil can be used to obtain accurate represen-
tations of the fields near surfaces with minimal additional
computational cost. Internal dielectrics may be specified,
but the solver has historically only supported 2D geometries.

We have extended this multi-grid dielectric solver to work
in 3D, and enabled parallel execution of the solver using
Warp’s standard MPI decomposition scheme. We have per-
formed benchmarks against analytically solvable systems,
for instance a dielectric sphere placed between a cathode
and anode held at fixed potential. Figure 7 shows a slice
of the solution to the electrostatic potential, along with a
lineout comparing the result to theory.

X (um)

0.8

0.0 0.2 0.4 0.6

Z (um)

1.0

Figure 7: A 2D slice of the simulated potential between two
parallel plates with a dielectric sphere placed in-between.
Inset, a central lineout shows good agreement with theory.

In addition to extending the available geometries, we have
also added the capability of dielectric structures to capture
charged particles on their surface. Due to the limited charge
mobility, dielectric structures in a TEC may slowly become
charged from electron collisions, leading to the develop-
ment of local field perturbations along the structure’s sur-
face. These fields may alter particle trajectories, changing
the steady-state operation of the system. Warp has been
outfitted with the capability to tag captured particles on di-
electric surfaces. These particles remain fixed at the location
of their intersection with the surface, and contribute to the
surrounding electrostatic potential. Figure 8 shows the ef-
fective charging of a slab of dielectric resulting from the
impacts of incoming electrons.

CONCLUSION

We have developed self-consistent tools using the Warp
code to model thermionic energy converters. We then im-
plemented and tested a well-established efficiency model for

E-1 Multi-Physics Modeling and Applications
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Figure 8: The dielectric particle implementation permits the
buildup of surface charge due to impacts by electrons.

computing the individual loss channels and overall efficiency
of TEC devices. An external circuit model was also included,
which adjusts the potential at the collector to provide real-
istic feedback. These models have proven effective in iden-
tifying design guidelines for basic TEC structures. Further

E-1 Multi-Physics Modeling and Applications
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improvements have been made to Warp to support internal
dielectrics, which are necessary for supporting structures in
realistic devices, and may alter steady state operation.
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> Abstract

The results of the relativistic full electromagnetic Particle-
in-cell (PIC) simulation of a bunched electrons beam accel-
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= 1nhomogeneous magnetic field are presented. This type of
'§ acceleration is known as Spatial AutoResonance Accelera-
tion (SARA). The magnetic field profile is such that it keeps
< the electrons beam in the acceleration regime along their
§ trajectories. Numerical experiments of bunched electrons
'S beam with the concentrations in the range 108-10” cm™3 in
= a linear TE/3 cylindrical microwave field of a frequency
E of 2.45 GHz and an amplitude of 15kV/cm show that it is
‘6 possible accelerate the bunched electrons up to energies of
3 250 keV without serious defocalization effect. A compari-
4: son between the data obtained from the full electromagnetic
S PIC simulations and the results derived from the relativistic
§ Newton-Lorentz equation in a single particle approximation
4: is carried out. This acceleration scheme can be used as a
Z basis to produce hard x-ray.

<

tio:

ttrlb

INTRODUCTION

The last decades, particle accelerators based on the elec-
o tron cyclotron resonance (ECR) phenomenon has been ex-
}g tensively studied. Different technological applications based
§ on this phenomenon has been proposed [1-5]. There are
i different ways to maintain the ECR condition, which use:
o (i) Transversal electromagnetic (TEM) waves in a homoge-
; neous magnetostatic field [6,7], (ii) Transversal electric (TE)
O waves in waveguides placed on inhhomogeneous magneto-
2 static field [8, 9], (iii) TE standing electromagnetic waves
% in cavities affected by a homogeneous magnetic field grow-
z ing slowly in time, known as GYRAC [10, 11] or (iv) TE
o standing electromagnetic waves in cavities affected by an in-
g homogeneous magnetostatic field, known as SARA [12-16];
_qg among others [17]. In the SARA concept the magnetostatic
£ field is fitted along the resonant cavity axis to keep the ECR
3 3 acceleration regime as the electrons move in helical trajecto-
5 ries. The SARA concept has been studied both analytically

and numerically in cylindrical TE}y, cavities [12-15] as
g well as in a TE 1, rectangular cavities [16]. An X ray source
% based on the SARA concept has been certificated [18].

In the present paper, the influence of the self-consistent
- field on the space autoresonance acceleration (SARA) of

2018). Any dis
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bunched electrons beams in the linear T Ej;3 cylindrical cav-
ity is analized, by using a full electromagnetic relativistic
particle-in-cell code. In our numerical scheme, the simula-
tion is carried out in two stages:

1. Calculation of the TE};3 steady-state microwave field
before injecting the electrons bunched

2. Self-consistent simulation of the bunched electrons
beams in the SARA acceleration.

The cylindrical TEj3 cavity, whose radius and length are
4.54 cm and 30 cm respectively, is excited by a 2.45 GHz
source. In our numerical model, to excite the TE;;3 mi-
crowave field of 15 kV/cm tension, an input power of 728 kW
is injected into the cavity through a TE;¢ waveguide. The
electron’s bunched, whose concentrations are in the range
108-10° cm™3, are described in the framework of the Vlasov-
Maxwell equation; which is solved numerically through the
particle-in-cell (PIC) method [19].

The obtained results show that it is possible accelerate
bunched electrons up to energies of 260 keV without serious
defocalization effect. A comparison between the data ob-
tained from the full electromagnetic PIC simulations and the
results derived from the relativistic Newton-Lorentz equa-
tion in a single particle approximation [15] is carried out.
This acceleration scheme can be used as a basis to produce
hard x-ray.

THEORETICAL FORMALISM AND
NUMERICAL METHOD

Physical Scheme and Theoretical Formalism

The electron acceleration in the autoresonance regime by a
standing transversal electric microwave field in an inhomoge-
neous magnetostatic field, known as Spatial AutoResonance
Acceleration (SARA), can be realized in the physical system
shown in Fig. 1.

The cylindrical cavity 1 is placed inside the current coil
set 2 that produces an azimuthally symmetric magnetostatic
field whose value at the end where is the electron gun 5 is
the corresponding to obtain classical resonance. The mag-
netostatic field profile has a relation with the used TE1,
(p = 1,2,3,...) mode 4, which is excited through the mi-
crowave port 3. The electrons gun 5 injects electrons by one
end of the cavity 1 along the magnetostatic field axis, taken
as z axis. The right-hand polarized electric field component
of the microwave field accelerates the electrons by electron

64 B-2 Plasma, Laser, Dielectric and Other Acceleration Schemes
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Figure 1: A physical model scheme. 1) cavity, 2) magnetic
coils, 3) microwave port, 4) electric field profile; the partic-
ular case of TE| 13 mode, 5) electron gun.

cyclotron resonance (ECR) along their helical paths until
they impact the opposite end of the cavity.

For a single particle and by using the paraxial approxi-
mation for the fields, the local electron cyclotron frequency
we(7) in the SARA concept is given by [12]:

we(z)/w =y"'B,(0,2)/ By
+y N ES | Boo)[1 =y ™2 + (v /e /2
X | sin(prz/L)| sin ¢

(D

where, w is the microwave field frequency; vy is the Lorentz
factor; B;(0,z) is the magnetostatic field profile along the
cavity axis, whose value at the injection point is yy By, being
o the Lorentz factor in said point and By = m.w/e is the
magnetic field to obtain clasical resonance (m, and e are the
mass and electric charge of the electron, respectively); Ejj is
the tension of the right-hand circular polarized component
of the electric microwave field; c is the speed of light; v,
is the longitudinal component of electron velocity; p the
index of the TE|, mode; z the longitudinal coordinate of
the electron; L. the length of the cavity and finally, ¢ is the
phase-shift between the electron transversal velocity and the
electric field component of the microwave field.

A continuous sustenance of the exact resonance is possi-
ble only in the particular case of p = 1, because, if p # 1,
the phase-shift ¢ jumps an angle 7 in each node of the stand-
ing electromagnetic wave. For the exact resonance ¢ = m,
equation (1) leads to

we(2) = eB:(0,2)/ym, 2
Therefore; to maintain the resonance condition w = w,, the
magnetostatic field has to be fitted to compensate the increas-
ing of the relativistic factor as the electrons gain energies
along its helical paths. In this case the magnetostatic field
grows monotonously (see Fig. 2a).

For the case p # 1, the magnetostatic field grows in a
non-monotonous way, which has to be fitted to maintain
the phase-shift ¢ in the range 7 < ¢ < 37/2 (see the case
p = 2 in Fig. 2b). This range was named Acceleration Band
because for these ¢ values the electromagnetic field can
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B(0,2)/BO
Figure 2: Typical magnetostatic field profiles (purple lines)

used in the SARA concept for the modes (a) TE;; and (b)
TE;.

B(0,2)/B0

transfers energy to the electrons [12]. It is worth mentioning
that in the SARA concept there is present the diamagnetic
force, which is one of the important factors limiting the
energy which can be achieved in this acceleration mechanism.
In order to analyze the influence of the space-charge on the
acceleration efficiency, a self-consistent simulation should
be considered; being the Particle-in-cell (PIC) the most popular
method used for the electrons beam simulations [19].

Numerical Method

To simulate the proposed system, a numerical scheme
based on two sequential stages is used:

1. Calculation of the steady state for the microwave field
before to inject the electrons beam

2. Self-consistent simulation of the bunched electrons
beams in the SARA acceleration by the TE3 cylindrical
microwave field

In our simulations, the perfect electric conductor (PEC)
boundary conditions for both the cavity and the waveguide
coupled to the microwave port are used. To avoid
nonphysical reflections, a perfectly matched layer (PML) in
the opposite end of said waveguide is used (see Fig. 3). To
simulate the input power, the TE|o mode is excited in a
plane adjacent to the PML into the rectangular waveguide
(see Fig. 3). In order to calculate the electric and magnetic
field on the mesh points we use the Uniaxial perfectly
Matched Layer (UPML) method; which solve the Maxwell
equations in a finite diference time domain (FDTD) scheme
based on a Yee’s cell for systems including PML [20,21].

Perfect electric

Perfectly Matched conductor

Layer

o

Excitation plane
of the EM field

Figure 3: Waveguide-resonant cavity cross section.
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For the second stage, the full electromagnetic particle-in-
cell (PIC) method is used. In this method, groups of particles
close to each other in the phase-space called superparticles
< (SP), are used to describe the evolution of the distribution
function f,(7,V,1) [19].
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The electromagnetic PIC-algorithm in a computational
cycle is showed in Fig. 4, which involves the following steps:

Calculation of the current densities in the mesh points
(green arrows) from the superparticles (SP) positions
and velocities data (blue arrow). In the present work,
the current density is calculate using the conservative
charge method proposed by Umeda et al in order to
fulfill the continuity equation [22].

Calculation of the self-consistent field on the mesh-
grid points from the current density. In the present
work, ES¢ = EM 4+ ES2_ where E" is the microwave
electric field component and ES8 is the self-generated
electric field by the electrons bunch. Similarly, the self-
consistent magnetic field component, B¢, is defined.

Calculation of the total fields, Ep and Ep, acting on the
superparticles. These fields are calculated through the
interpolation of the total fields on the mesgrid points
(see Fig. 4). In the present work, E=E*“and B =
B¢ + B%, where B is the magnetostatic field showed
in Fig. 5.

Calculation of new positions and velocities of the SPs
through integration of their equations of motion. For
this step, the relativistic Newton-Lorentz equation is
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Figure 4: Electromagnetic PIC-algorithm.

solved numerically through the Boris leapfrog proce-
dure.

In our numerical simulations we consider a 2.45 GHz
cylindrical cavity, whose radius and length are 4.54 cm and
30 cm respectively. To excite a microwave field of 15kV/cm
tension, an input power of 728 kW is injected into the cavity
through a T E( rectangular waveguide. It is worth mention-
ing that such high level of the microwave power is because
a non-optimized microwave injection system has been used.

The magnetostatic field profile shown in Fig. 5, where
By(= mew/e) = 0.0875T, is generated by four axisymmet-
ric coils whose parameters are given in Table 1, where R;,

Table 1: Magnetic Coil System Parameters

Coil R; R, Ly J 4

1 6cm 20cm 6cm  1.39 A/mm? -5.75cm
2 6cm 20cm 7.5cm 1.08 A/mm? 8.25cm
3 6cm 20cm 69cm 1.18 A/mm? 19.5cm
4 6cm 20cm 6.1cm 2.07A/mm?  32cm

R, Lp, and z are the internal radius, the external radius, the
width of each coil, and the positions of the coils, respectively,
and J is the coil current density.

In order to analyze the influence of the space charge on the
spatial autoresonance acceleration, simulations with spheri-
cal electrons bunches were carried out and divided in two
cases (see Table 2).

The simulations are considered finished when the elec-
trons impact with the cavity.

sma, Laser, Dielectric and Other Acceleration Schemes
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Figure 5: The profile of the magnetostatic field in the y = 0
plane.

Table 2: Parameters of the Simulations

case 1 case 2

Beam parameters
Electron Bunch Radius 0.5cm 0.5cm
Electron concentration n, = 108 cm™ n, = 10° cm™3
Injection energy 30keV 32keV
Simulation parameters
Ax 0.07cm 0.07cm
Ay 0.07 cm 0.07 cm
Az 0.3cm 0.3cm
At 1.58 ps 1.58 ps
PiC merging factor 2 x 10* 2x10°

RESULTS AND DISCUSSION

Figure 6 shows the obtained steady-state electric field
distribution in the cross section z = L./2 (see Fig. 6a), the
longitudinal plane y = O (see Fig. 6b) and the longitudinal
plane x = 0 (see Fig. 6¢) for the first stage of the simulation.
This graphics show good agreement with the obtained from
the well known analytical expressions of the linear polarized
TE|13 mode whose amplitude is Eé =15kV/cm. The elec-
trons interacts effectively only with the right-hand polarized
electric field component of the microwave field, which has
an amplitude £ = E(l) /2. Figure 7 shows the time evolution
of the phase-shift between the electrons transversal velocities
and the right-hand circular polarized component of the electric
microwave field, for the case 1 (see Table 2) and for the
single-particle approximation studied in [15]. In this graph,
the Acceleration band is shown in blue color.

It can be noted that at the injection point there are present
all the possible values for the phase-shift. This happens
because the electric field has a node in such a point while
the self-consistent field pushes outward the electrons in all
radial directions. The phase-shift acquire mostly the values
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Figure 6: Steady-state electric field distribution in (a) the
cross section z = L. /2, (b) the longitudinal plane y = 0 and
(c) the longitudinal plane x = 0.

around of the value 7/2 due to the deviation produced by
the magnetic field component of the microwave field [12].
Then a fast phase-focalization occurs by the microwave field
at the position z = 5 cm, where all the electrons are close to
the exact resonance, ¢ = 7. We can see that the phase shift

Single particle simulation
» PIC simulation

t=13T

z(cm)

Figure 7: Time evolution of the phase-shift between the
electrons transversal velocities and the right-hand circular
polarized component of the electric microwave field. Red
circles correspond to the case of n, = 103 cm™ electrons
bunched and the green line for the single particle approxi-
mation.

¢ jumps an angle r at the planes z =10cm and z =20 cm,
where the TE{13 microwave electric field has nodes (see
Fig. 6). These jumps don’t remove significantly the phase-
shift from the Acceleration band /2 < ¢ < 31 /2; therefore
the electrons energies grow monotonously, except for the re-
gions 10cm< z < 12.5cm and 20cmsg z < 22.5 cm where
the ¢ values are outside of the Acceleration band (see Fig. 8).
From this figure we can see that there is not any significant
difference between the energy evolution of both the elec-
trons bunched and the single electron. It can be noted in
Fig. 7, Fig. 8 and Fig. 9 that its projections onto the z-axis
are intervals of the width about of 1 cm, the diameter of the
electrons bunched. For this case, the self-consistent field
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Figure 8: Time evolution of the energy for the n, = 10% cm™3

approximation ( green line).

0’8 Single particle simulation t=13
t=11T,
« PIC simulation -
t=9T/
0,6 T ,f/
B t=7T
T\ t=5T
o 0,4 /
L =T 4 BZ
E‘“‘m\?ﬁ_.x' Y
/,/ ‘\\“~~H“.\ ’/
O ,2 T //f \'d,.\ﬁ
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0,0 - . . :
0 10 z(cm) 20 30

Figure 9: Time evolution of the transversal (87 = vr/c) and
longitudinal (8, = v, /c) velocities for the n, = 103 cm™
electrons bunched (red circles) and for the single particle
approximation (green line).

does not significantly affect the electron-beam focalization
(see Fig. 7) and the energy spread of the electrons impacting
on the wall is found not greater than 8% (see Fig. 8).
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0 ity components are shown in Fig. 9. It can be noted the
£ diamagnetic force effect on the longitudinal velocity, which
% decrease until the value 0.08 ¢ when the electrons impact to
2 the cavity. In such position the transversal velocity of the
Z electrons is maximum.

For case 2 (see Table 2), the bunch evolution is found
similar to described in case 1; except for times greater than
5 microwaves period (see Figs. 8 and 11). This effect is
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electrons bunched (red circles) and for the single particle

The evolutions of the transversal and longitudinal veloc-
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attributed to the self-generated electric field, E 58 which is
10 times more intense than for the case 1. The self-generated
electric field tends to expand the electrons bunch in all radial
directions; however, in the transversal plane, the combined
effect of the microwave electric field component EM and
the magnetostatic field contribute to the transversal confine-
ment of the electrons bunch. On the contrary, in the axial
direction, there is not any confinement mechanism for the
electrons bunch; which causes its widening in such direction.
It can be appreciated in Figs. 8 and 11 that its projections
onto the z-axis are intervals of the width about of 3 cm and
4 cm, for the instants t = 7 and t = 9 microwaves periods, re-
spectively. Such widening causes a spread in the velocities

27
PIC simulation
3n/2
—~
©
g T
S
/2

t=3T
7

Ve

=137

o 10

2(cm) 20 30
Figure 10: Time evolution of the phase-shift between the
electrons transversal velocities and the right-hand circular
polarized component of the electric microwave field for the

n. = 10° cm™3 electrons bunched.

300
t=11T ¥

. 200-
% t=9T/\
=
= ~

1009 tisl Ny

t=3T
=T -
O 4 T ' T
0 10 z(cm) 20 30

Figure 11: Time evolution of the energy for the n, = 10’
electrons bunched.
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of the electrons move in diferent acceleration conditions (
see Fig. 10 for t > 9 microwaves period). The energy spread
observed in Fig. 11 is caused by this effect.

We can note that the spread in the velocity is found sim-
ilar for both, the longitudinal and transverse velocity (see
Fig. 12).

0,8 4
0,61 By D
Y \\/-
= 0,41
- - - B
€ L,z
7/ 7
0,21 7
=
pa—
/ -
0,0 : . : .
0 10 z(cm) 20 30

Figure 12: Time evolution of the transversal (87 = vr/c)
and longitudinal (8, = v,/c) velocities for the n, = 10°
electrons bunched.

Figure 13 shows the energy spectrum of the electrons that
impact with the oposite wall of the cavity at the position
z = L. obtained from our numerical simulations for the two
cases considered (see Table 2) . We can note that the energy
spread for the n, = 10% cm™3 electrons bunchs is not greater
than 8%.

0,20
Case 1
Case 2
0,16 1
5
0,12
pd
©
~~
< 0,081
—
A
0,04
0,00 T T ¥ T T T T T T T X
0 50 100 150 200 250 300
W (keV)

Figure 13: Numerical predictions of the energy spectrum
for the electrons impacting on the cavity wall, z,,.11 = Le,
for the n, = 108 cm™ electrons bunched (red line) and for
the n, = 10° cm™3 electrons bunched (blue line).
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CONCLUSION

The realized numerical experiment shows that electrons
bunched can be accelerated up to energies of 250keV in
spatial autoresonance acceleration conditions by using a
TE; 13 mode. It was shown that for the n,=10% cm™> elec-
trons bunch there is not present serious defocalization effect.
For the n,=10° cm™ electrons bunched, the self generated
electric field spread it in longitudinal direction, which affect
the acceleration regime. However, this effect can be reduced
by using a continuos electron beam in the injection process.
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SPARSE GRID PARTICLE-IN-CELL SCHEME FOR NOISE REDUCTION
IN BEAM SIMULATIONS
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Abstract

We demonstrate that the sparse grid combination tech-
nique, a scheme originally designed for grid based solvers
of high-dimensional partial differential equations, can be
effectively applied to reduce the noise of Particle-in-Cell
(PIC) simulations. This is because the sparse grids used in
the combination technique have large cells relative to a com-
parable regular grid, which, for a fixed overall number of
particles, increases the number of particles per cell, and thus
improves statistical resolution. In other words, sparse grids
can accelerate not only the computation of the electromag-
netic fields, but also the particle operations, which typically
dominate the computation and storage requirements.

INTRODUCTION

In charged beams in particle accelerators, the Coulomb
collision frequency is much smaller than the other frequen-
cies of interest, even at the highest achievable beam intensi-
ties. A kinetic description of the beam is therefore required,
in which one solves for the beam distribution function giving
the number of particles in an infinitesimal six-dimensional
phase space volume. Because of the high dimensionality of
the phase space volume, intense beam simulations are very
computationally intensive; even a modest grid resolution
for each of the six dimensions pushes the limits of today’s
largest supercomputers.

To circumvent this difficulty, particle based approaches
to the problem have been widely adopted, usually in the
form of the Particle-in-Cell (PIC) algorithm [1]. The PIC
method has the advantages of being conceptually intuitive,
being well-suited for massive parallelization, and only re-
quiring discretization of configuration space. Detailed PIC
simulations of intense charged beams are routinely run and
relied upon to explain experimental results and to design
new accelerators [2,3]. Even so, the accuracy of these PIC
simulations remains limited due to the probabilistic nature of
the PIC scheme, which requires a large number of particles
to be simulated in order to reduce statistical noise. We will
indeed show in this article that the slow decay of this noise
with the number of simulated particles implies that for a
given target accuracy, standard PIC simulations may even be
more computationally intensive than grid based simulations.

In this work, we present a new algorithm which addresses
this unsatisfying state of affairs by reducing the noise in
PIC simulations. The algorithm is based on the sparse grid
combination technique, a method originally intended to ad-
dress the poor scaling of grid based PDE solvers with di-
mension [4]. We will explain how to apply the combination

* ricketsonl @lInl.gov

D-1 Beam Dynamics Simulations

technique in a PIC setting, and demonstrate its promise by
using our algorithm to solve standard problems in plasma
and beam physics. The structure of the article is as follows.
In the first Section, we compare the asymptotic run time
complexity of a standard grid based kinetic solver and a
standard PIC solver, and arrive at the conclusion that noise
reduction strategies need to be implemented for the PIC ap-
proach to be desirable from a complexity point of view. In
the second Section, we briefly present the sparse grid com-
bination technique in the simple yet enlightening context
of linear interpolation. The combination technique is the
central idea motivating our new scheme. In the third Section,
we explain how the combination technique can indeed be
favorably applied in the context of PIC solvers, and numer-
ically demonstrate the significant reduction in noise from
doing so in the fourth Section. The fifth Section focuses on
the limitations of our new sparse PIC scheme in its current,
somewhat naive implementation, and highlights directions
for further improvement. We provide a brief summary of
our work in the last Section.

THE CURSE OF DIMENSIONALITY VS
THE CURSE OF NOISE

It is well known that grid-based solvers for the kinetic
equations describing beam evolution scale badly with the
dimensionality of the problem. The computational complex-
ity « of a grid-based code can be expressed, in the best case
scenario, as

h—d
A
where £ is the grid size, At is the time step, and d is the
dimension of the problem. If we consider a typical solver
which would be second-order accurate in space and time,
the numerical error & scales like 4% and Ar2, so numerical
error € and run-time complexity k can be related through

the scaling

K~e&
The exponential dependence of x on d is a major reason why
continuum kinetic simulations are computationally intensive.
It is often referred to as the curse of dimensionality.
Particle based algorithms such as the PIC algorithm ad-
dress the curse of dimensionality by approximating the dis-
tribution function in terms of macro-particles which evolve
in configuration space, which is at most three-dimensional.
If N, is the number of particles used in the simulation, we
can write de
Kk~ —2
At
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% At this point, it appears that the dependence of k on dimen-
& sion is much more favorable. However, the proper measure
:Z is to consider the complexity for a certain level of numerical
% error €. The price one pays by adopting a particle based
+£ approach is in its inherent statistical noise, which only de-
S creases with the square root of the number of simulated
£ particles. Specifically, in a standard PIC scheme, if N, is the
‘s number of cells used and dx the number of dimensions of
2 the configuration space, & ~ (N,,/Nc)‘l/2 ~ N;(l/z)h_d’(/z,
—& ~ h% and £ ~ Ar>. Using these scalings in the formula

% for «, one finds

S

d
K ~ ds~ (3 ¥ .

One notes that because of the slow convergence of the nu-
= merical error with the number of simulated particles, the
'S scaling of « is not favorable for the PIC scheme for small
values of d and dx. Even for d = 6 and dx = 3, which
correspond to the largest values one needs to consider in
beam physics, « depends more strongly on ¢ in a standard
PIC scheme than in a standard continuum scheme: £~* vs
£77/2. This is what we may call the curse of noise.

In the remainder of this article, we will present and ana-
lyze the performance of a numerical scheme we propose to
address the curse of noise in PIC simulations. The algorithm
is directly inspired from a numerical method known as the
sparse grid combination technique, which was originally
invented to tackle the curse of dimensionality of grid based
solvers for partial differential equations [4]. As we will show,
it can also be an efficient technique to address the curse of
noise in particle based solvers.

on to the auth

THE SPARSE GRID COMBINATION
TECHNIQUE: ILLUSTRATION WITH
INTERPOLATION

In this section, we present the fundamental idea under-
= pinning the sparse grid combination technique by focusing
s on its application in a key step of the PIC scheme, namely
E the interpolation from values on a grid to points off the grid.
8 For the simplicity of the presentation, we will consider a
e two-dimensional situation. However, the same ideas are ap-
% plicable - and in fact more valuable - in three-dimensional
g situations.

We consider a standard case in which we know the values
of the function u(x,y) on a Cartesian grid discretizing the
square [—1,1] x [—1, 1], with grid width and height %, and
g hy, and we wish to approximate u on the entire domain via
E bilinear interpolation. The error between the exact function
= u and its approximation u at a particular point off the grid is
'{% given by the exact formula [4]

Eu(x,y) - u(x,y) = Ci(ho)hl + Colhy)h3 + C3(h, hy) 23

1
here the C; above are functions with a uniform upper bound.
In the absence of additional information about u, one typ-
ically chooses hy = h, = h and finds an error of O(h?).
= Furthermore, the computational complexity « of the optimal
‘q"é scheme scales linearly in the number of grid points, so that
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k = O(h™?). We conclude that « scales with the numerical
error & according to k ~ !, In arbitrary dimension D, the
same reasoning leads to the optimal complexity k ~ /2,
where we observe an exponential dependence on D — this is
precisely the curse of dimensionality.

The combination technique is designed to reduce the
strong dependence of x on D by using cancellation across
different “sparser” grids. Suppose the desired resolution
is hy = 27V for some positive integer N. Let ki = 27,
h, = 277 and u; ; be the approximation of u on the cor-
responding grid. Then, consider the quantity 1y defined

by
uy = Z ll,"j— Z lli’j.

i+j=N+1 i+j=N

)

In each of the sums, i and j are strictly positive integers. The
combination (2) is depicted graphically in Figure 1.
7= log; N,

n+4 14

n -+

Figure 1: A graphical depiction of the combination of grids
used in (2). (Top) The green ‘+’ signs represent grids that
give a positive contribution, while red ‘-’ signs are sub-
tracted. Cancellation arises from pairing neighboring grids
along vertical and horizontal axes. (Bottom) An illustration
of the sparse grids giving a positive contribution (in green),
and the sparse grids giving a negative contribution (in red),
for the case N = 4. The blue grid is the equivalent full grid
one would use in a standard PIC simulation

By considering Figure 1 and the error formula (1), we see
that a great deal of cancellation occurs in computing the error
corresponding to up. Specifically, for any particular i be-
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tween 1 and N — 1, a grid with horizontal spacing k. appears
exactly once in each of the two sums in (2). For those two
grids, the term C (hx)h)z( that appears in (1) cancels exactly,
because it is independent of /. The only contribution from
the O(h2) term thus comes from the grid with , = 27V,
Analogous reasoning for the y-direction leads to the result

u—uy =Ci(hn)h3, + Co(hy)hy 3)
1 L L.
+ 3 {Z Z C3(h, ) — Z C3(h;,h‘§)},
i+j=N+1 i+j=N
4)

where we have used the fact that h', /), = hy /2 wheni + j =
N + 1 and h;h; = hy wheni + j = N. The expression
in braces contains 2N — 1 terms which are all uniformly
bounded by constants, so we find that

lu=uy| = O(NhY) = O(h} | loghn)). (5)
In other words, uy approximates u nearly as well as an ap-
proximate solution using iy = h, = 27N This is illustrated
in Figure 2, in which we plot the maximum error when inter-
polating the function u(x, y) = sin(27x) cos(3ry) at 50 ran-
domly located off-grid points in the square [-1,1] x [-1,1].
For each value of N, the interpolation error for the 50 points
are plotted, with black dots for the sparse grids technique,
and red stars for standard linear interpolation. The results
confirm our asymptotic scalings. We however note a draw-
back of the sparse grid combination technique, which is
explicit in this figure and which we will return to later in this
article: the leading term in the sparse grid error depends on
C3, which is proportional to the fourth-order mixed deriva-
tive uyxyy. This is the reason the constant for the purple
curve in Figure 2 is larger than the constant for the yellow
curve, and highlights the fact that the sparse grid technique
requires functions to be quite smooth to be more efficient
than the standard scheme.

Now, to understand why this technique leads to a favor-
able run time complexity, observe that each grid used in the
combination technique has O(h&l) grid points, and there
are O(N) grids, implying the scaling x = O(hz_vl |log hnl),
which we can write in terms of the error £: x ~ £~1/2|log |?.
For three dimensional problems, this scaling generalizes
to [5]

-1/2

(6)
We see that with sparse grids, the dimensionality of the
problem affects the complexity of the algorithm only through
a weak logarithmic dependence. At least asymptotically, one
can thus achieve the same accuracy considerably faster with
the combination technique than with a single regular grid.

K~& |10gs|4.

COMBINING SPARSE GRIDS WITH PIC

Sparse grids are not limited to interpolation, and can
also be applied to another expensive stage in a standard
PIC scheme, in which we assign a charge density to each
macroparticle, through the introduction of a shape functions
S. To see why this is so, note that the numerical error of ap-
proximating the true particle density p with the approximate
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Figure 2: Numerical error as a function of the number of
grid points N for the linear interpolation of the u(x,y) =
sin(27rx) cos(3my) at randomly located off-grid points in the
square [—1,1] x [-1,1]. The black dots correspond to the
error obtained with the sparse grids combination technique,
and the red stars correspond to the error obtained with stan-
dard interpolation. The asymptotic scalings O(N~2) and
O(N~21log N) are shown with continuous lines for compari-
son.

density o can be written as [5]
p(xi) = 0(xk) = Cr()hy +Calhy) g + Cs(hy, hyh i +
(7
where & is a random variable with E[&;] = 0 and Var[&;] =
‘@’JT(X” m with Q the total charge of the beam. The
first three terms on the right-hand side of Eq. (7) can be
interpreted as the grid-based error of the scheme, while the
last term is the particle sampling error. The grid based er-
ror has exactly the same form as in Eq. (1), so applying
the combination technique to the evaluation of o will yield
the same benefits as before for this contribution to the total
error. Furthermore, we have shown in [5] that the sparse
grids combination technique also eliminates the curse of
dimensionality for the particle sampling error, which scales
as Egamp ~ |log hN|D_1(Nth)‘1/2 in a sparse grids im-
plementation of a problem with spatial dimension D. These
results prompt us to consider the following sparse grids mod-
ification to the standard PIC algorithm:

(i) Push particles exactly as in standard PIC.

(ii) Assign to each particle a sequence of shape functions
Sij(x—xp) = 7(2°(x = x,))7(27 (y — yp)) /27, where
7 is the “hat" function such that 7(x) = 1 —|x|if |x| < 1
and 7(x) = 0 otherwise, and approximate the overall
charge density via

p=O= Z Qi,j — Z Oi,j»

i+j=n+1 i+j=n

(3)
where o; ; is defined at grid points xi » = (k27%,6277)
by

0i,j(Xk,0) = Ng Z Sij(Xp — Xk ¢) (&)
P p
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and extended to the entire domain using bilinear inter-
polation.

(iii) Use a grid-based Poisson solver to compute ¢; ; and
E; ; by solving —V2<pi,j = 0i,j

(iv) Evaluate E at the particle positions x,, via
E(xp) = >, Eij(xp)— > Eij(xy).
i+j=n+1 i+j=n

Use this to repeat step i.

(10)

The run time complexity « in terms of the error ¢ of this
sparse-PIC algorithm is k ~ D% ~ De73|log &P-Y and
depends weakly on the dimension of the problem [5]. The
improvement over standard PIC can be intuitively understood
in the following way. The figure of merit for the statistical
error in a PIC scheme is the number of particles per cell
P. = Np/N., where N, is the number of cells. Since N,
scales inversely with the cell volume, N, ~ h~3 on a regular
grid in 3-D. However, on a 3-D sparse grid, N, ~ (4h)7!.
W thus achieve many more particles per cell, even with the
S total particle number fixed, by using a hierarchy of sparse
rids. Observe furthermore that in a typical PIC scheme,
the cell size has to be smaller than the DeBye length in all
dimensions. In contrast, in sparse PIC only few grids have
to resolve the DeBye length, and when they do, they only
g do so in one cell direction. In the next section, we will show
that these theoretical results are confirmed in practice, with
significant speed up as compared to a standard PIC scheme.

In addition to the stark algorithmic advantages described
& above, sparse PIC also holds the promise of tremendous
2 benefit in massively parallel implementations. On mod-
é ern distributed memory architectures, PIC’s spatial grid is
o typically domain-decomposed across many compute nodes.
§ Thus, at each time step, particle data must be moved onto the
§ node corresponding to its location on the grid. This creates
= considerable communication and load-balancing overhead,
« both of which play increasing roles in determining overall
Z computation time as architectures advance. The sparse com-
8 bination grids being promoted here, however, require far
2 less memory to store than their full-grid counterparts - for
% example, a 2048 x 2048 x 2048 full grid of double precision
g floats requires 64 gigabytes of storage, while the analogous
8 sparse combination grid requires only 1.44 megabytes. With
2 sparse grids, it thus becomes trivially cheap to replicate the
g entire spatial grid on every compute node. By doing so,
£ particles may remain on a single node for the entirety of the
simulation, eliminating data motion and making load bal-
ancing for particle operations trivial - one simply initializes
"> each node with exactly the same number of particles!

o
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NUMERICAL EXAMPLE

To illustrate noise reduction through the sparse grids com-
ination technique, we consider the time evolution of a Gaus-
sian electron distribution in a periodic simulation domain.
Two things are expected to happen: 1) the electron distri-
ution is subject to periodic Langmuir oscillations at the
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plasma frequency; 2) the amplitude of the density distribu-
tion decreases due to nonlinear Landau damping. This is
indeed what we observed. The measure of interest for this
article is the level of statistical noise in the density distribu-
tion after one Langmuir oscillation, which can be visualized
in Figure 3. This figure demonstrates the remarkable sav-
ings in terms of computer time and memory usage sparse
grids bring about: with 100 times fewer particles, the sparse-
PIC scheme yields comparable accuracy as the standard PIC
scheme.

Since sparse grids are designed to combat the curse of
dimensionality, the savings are even more significant for
3-dimensional simulations, as we have shown for Landau
damping in three dimensions in [5]. We chose not to plot
the results here, because they are not as visually striking.
However, we will highlight the central conclusions. We
found that sparse PIC consistently uses less memory than
standard PIC for a given target accuracy, often by an order
of magnitude. For a target error in the electron density,
sparse PIC also consistently uses less computation time than
standard PIC; for the electric field, which is less affected by
sampling noise, the computation times can be comparable.

A WORD OF CAUTION

This article summarizes very recent progress for a project
that is still in its infancy. We therefore would like to empha-
size drawbacks of the sparse grids technique as presented
here, which one will need to address in order to obtain a
scheme which is indeed superior to the standard PIC scheme
in most situations of physical interest. First, it is clear from
the presentation in the third Section (“The Sparse Grid Com-
bination Technique: Illustration with Interpolation™) that
the combination technique requires a structured grid. This
may not be too stringent a constraint for the simulation of
the acceleration phase in cyclotrons, but may be more chal-
lenging in other situations, such as axial injection into the
cyclotron [3]. Furthermore, as we also highlighted in the
third Section, the combination technique is not well suited for
functions which have fine structure in all directions, which
can be understood from the fact that the sparse grids never
have fine resolution in all directions. Put differently, sparse
grids perform best when the structure of the solution is
aligned with the grid in a tensor product-like structure [6].
We have verified this empirically in [5] by considering a
physical problem for which the solution is more efficiently
represented in cylindrical coordinates. We found that in
this situation the performance of the standard PIC scheme
was superior to that of the sparse PIC scheme in the simple
Cartesian implementation presented in this article.

Because our work is still at a very early stage, we do not
see these drawbacks as condemning the sparse PIC algorithm
to only be used for the very specific cases considered here.
Instead, it is a motivation to improve the young version of our
scheme we presented in this article, in order to make it more
robust and versatile. A promising avenue for improvement is
to rely on higher order interpolation and higher order shape
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Figure 3: Time snapshots of the electron density from three

simulations of the same nonlinear Landau damping problem.

All have 1024 x 1024 effective resolution. Compared to the
top figure, the sparse grid solution (middle) has comparable
statistical resolution but runs 30 times faster. Compared to
the bottom figure, the sparse scheme runs in comparable
time, but with considerably improved statistics.

functions, in order to reduce the grid-based error due to the
sparse grids combination technique. Combining the sparse
grids combination technique with adaptive mesh refinement
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[7] may also have a strong potential, as it would allow us to
better resolve the fine scale structures the sparse grids are
missing. Finally, one could numerically construct optimized
coordinate systems to be used by the sparse-PIC solver as
the solution evolves, which would be designed to optimally
align with the solution at each time step.

CONCLUSION

We have presented a new strategy for reducing statisti-
cal noise in PIC simulations based on the sparse grid com-
bination technique, a numerical method which had previ-
ously only been considered for grid based solvers. We found
that our algorithm could lead to major savings in memory
and computation time because the number of particles re-
quired to reach a certain level of accuracy is drastically re-
duced as compared to the requirements for the standard PIC
scheme. This is because the sparse grids used in our nu-
merical scheme all have larger cells than in a standard PIC
scheme, thus increasing the number of particle per cells for a
given total number of particles. And by virtue of the sparse
grid combination technique, the price we pay for this is only
a slight increase in the grid-based error.

Our straightforward algorithm underperforms in situa-
tions in which the solution is far from aligning with the
directions of the grid and has fine structure in all dimensions.
We are currently considering improvements to our scheme
to tackle these issues.
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Abstract

Fluctuations of beam parameters and uncertainties of
quadrupole gradients during measurements have effects on
the reconstruction of initial particle distributions. To
evaluate these effects, the concept of a distribution
discrepancy is proposed. Results suggest effects of
fluctuations of beam parameters are small, while
uncertainties of quadrupole gradients are the main factors
that affect the reconstructed distributions. By comparing
the measured distributions with distributions produced by
tracking the reconstructed initial distributions, it is proved
that the real or quasi-real (closest to real) initial distribution
can be obtained as long as the minimum distribution
discrepancy is found.

INTRODUCTION

The Beam Test Facility (BTF) at SNS consists of a 65
kV H- ion source, a 2.5 MeV RFQ, a beam line with
advanced transverse and longitudinal beam diagnostic
devices and a 6kW beam dump (as shown in Fig. 1). One
of the main goals of the BTF is to provide a platform for
conducting R&D for novel accelerator physics and
technological concepts related to high intensity hadron
beam generation, acceleration, manipulation and
measurement [1]. Of particular importance is to conduct
the first direct 6D phase space measurement of a hadron
beam [2] which will be used to high intensity beam halo
study [3].

Reconstruction of particle distributions from 6D phase
space measurement is not trivial. Therefore, reconstruction
of a 2D distribution without considering coupling between
horizontal, vertical and longitudinal planes can be carried
out as the first step, which can help validate the approach
of reconstruction of particle distributions and obtaining of
the real initial distribution which may be affected by beam
parameters and quadrupole gradients, gaining experiences
for the eventual reconstruction of 6D phase space particle
distributions.

There are usually two methods to reconstruct the initial
particle distributions by PIC simulation codes, one is
fitting the RMS beam sizes of the measured distributions,
the other is a tomography-like technique [4]. At SNS, a
more direct method based on emittance data in both
transverse directions and the backward tracking ability of
PyORBIT is used [5,6], and a dedicated PIC back-tracking
simulation code based on PyORBIT has been developed.
The simulation code can transform measured particle

* Work supported by NSF Accelerator Science grant 1535312
T email address: zzhang87@utk.edu

Content from this work may be used under the terms of the CC BY 3.0 licence (© 2018). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and D

) SUPAF10

(Omom)
|
(=)}

ICAP2018, Key West, FL, USA JACoW Publishing

doi:10.18429/JACoW-ICAP2018-SUPAF10

RECONSTRUCTION OF PARTICLE DISTRIBUTIONS AT RFQ EXIT AT
SNS BEAM TEST FACILITY*

Z. Zhang', S. Cousineau!, Department of Physics and Astronomy, University of Tennessee,
Knoxville, USA
A. Aleksandrov, Oak Ridge National Laboratory, Oak Ridge, USA
!also at Oak Ridge National Laboratory, Oak Ridge, USA

distributions into bunches for backward tracking, create
backward lattice to track the bunch from measurement
location to entrance of the lattice. In the work presented
here, the lattice is the section of the BTF from the RFQ exit
to the first slit (Slit 1) which is used to measure the
transverse particle distributions. There are four
quadrupoles (Q1, Q2 Q3 and Q4) in the lattice, which can
be seen in Fig. 1. This paper mainly focuses on the
investigation of influences of beam parameters and
quadrupole gradients on the reconstructed particle
distributions and how to obtain the real initial distributions.

Quadrupoles Quadrupoles T

Beam
dump

1

Bunch shape
monitor and
beam stop

Figure 1: Layout of beam test facility at SNS.

VALIDATION OF BACK-TRACKING
SIMULATION CODE

The back-tracking simulation code needs to be verified
that it can accurately backward track a distribution before
it is applied to the distribution reconstruction.

First, an ideal Gaussian distribution is used to validate
the back-tracking code. An ideal Gaussian distribution is
generated at the RFQ exit and tracked to the slit 1 by the
forward-tracking code. Then the back-tracking code tracks
the distribution at slit 1 backward to the RFQ exit with the
same quadrupole settings, and the final distribution is
compared with the initial distribution. Specifically,
corresponding particle coordinates are compared between
the two distributions, and the maximum particle
coordinates discrepancy in phase space is used as a
measure of comparison. The parameters of the initial
distributions are o =—1.99, A = 20 mm/mrad, & =
0.16 mm'mrad, o =—1.99, £ = 20 mm/mrad, & =
0.16 mm-mrad, respectively, and the particle number is ten
thousand.

Figure 2 displays the initial Gaussian distributions
(black) and the distributions produced by back tracking
(red). It illustrates the two distributions are coinciding
completely in both x-plane and y-plane. Detailed
comparison results show that the maximum particle
coordinates discrepancies in x and y planes are
(5.65%1075 mm, 5.05%1074 mrad), (5.0X1075 mm,
5.0x107* mrad) for 0 mA and (6.37%1075 mm, 8.21%107* mrad),
(5.31x1075 mm, 8.6x107* mrad) for 50 mA, which prove that
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the back-tracking simulation code can reconstruct ideal
distributions accurately.

« Initial

< Initial

+ Backtrack + Backtrack

xp (mrad)

7 X (mm) y (mm)

Figure 2: Initial particle distribution and distribution
produced by back tracking.

Next, the back-tracking code is tested with measured
distributions. If the distributions, produced by forward
tracking the reconstructed distributions which are
generated by backward tracking the measured distributions,
are the same as the measured ones, the back-tracking code
is validated. In contrast to the ideal distribution which is
generated in both the transverse and longitudinal phase
spaces by the forward-tacking code, the measured
distributions have no particle distribution in the
longitudinal phase space. Thus, a longitudinal distribution
is generated by forward tracking the RFQ output
distributions and assigned to the measured distributions to
form a complete input distribution for the back-tracking
code. By comparing the measured distributions with the

distributions produced by forward tracking the
reconstructed  distributions, the maximum particle
coordinates discrepancies are (3.47%x1075 mm,

1.10x107* mrad) and (7.89%1075 mm, 8.8%1075 mrad) in x-
plane and y-plane, respectively. This result certifies that the
back-tracking simulation code is reliable for measured
distributions, too.

RECONSTRUCTION OF INITIAL
PARTICLE DISTRIBUTION AT RFQ EXIT

Distribution Discrepancy

Due to the uncertainties of quadrupole gradients and
fluctuations of beam current during measurements, the
reconstructed initial distribution by one measured
distribution may deviate from the real initial distribution.
Therefore, the real initial distribution needs to be
confirmed by two or more measured distributions
produced by different quadruple settings. In order to
investigate the influences of beam parameters and
quadrupole gradients on the reconstructed distributions
and to obtain the real initial distribution, the concept of
distribution discrepancy is proposed.

Assume there are two particle distributions in X-xp
phase space (red distribution and blue distribution, as
plotted in Fig. 3), and their particles are divided by the
same grids into different squares according to their
coordinates. Then the distribution discrepancy, denoted by
DistD, is defined by the following formula:

NT. Nb.
Di tD:z L — |
18 L [TnT T TND

ij
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Where i and j are the grid number in x and xp direction, »
and b mean the red distribution and blue distribution, N; f

and Nl-’"j stand for the particle number of red distribution

and blue distribution in the (i, j) square, TN" and TN? are
total particle number in the red distribution and blue
distribution, respectively. Big grid numbers produce high
position and angle resolutions. Here grid numbers
100x100 are chosen in x-xp and y-yp phase spaces, which
means the position and divergency angle resolutions are
about 0.05 mm and 0.4 mrad. If the two distributions are
reconstructed by two different quadrupole settings, a small
distribution discrepancy means they are not only close to
each other, but also all close to a specific distribution which
is the real initial distribution. While it is difficult to find the
real initial distribution which requires the distribution
discrepancy to be zero, a quasi-real initial distribution
which is the closest to the real initial distribution can be
obtained as long as the minimum distribution discrepancy
is found.

In order to enhance the reconstruction accuracy, four
measured distributions of 20 mA produced by four
different quadruple settings are used to find the real or
quasi-real initial distributions at the BTF RFQ exit. In this
way, every two reconstructed distributions are compared
with each other which means there are total six distribution
discrepancies. The quasi-real initial distribution is obtained
when the maximum distribution discrepancy (max_DistD)
among the six reaches the minimum value.

9

8

N

N W s 0 oo

1

0
0 1 2 3 4 5 6 7 8 9

Figure 3: Particle distributions comparison.

Effects of Assigned Longitudinal Beam
Distribution and Beam Current

The assigned longitudinal beam distribution is
produced by the forward-tracking code with the 20 mA
RFQ output distributions. Therefore, a study of effects of
the assigned longitudinal beam distribution on distribution
discrepancies is conducted by studying the effects of the
parameters of the RFQ output longitudinal distribution.
The Twiss parameters and emittance of the RFQ output
longitudinal distribution are a, = 0, , = 0.6 mm/mrad
and ¢, = 0.2 mm-mrad, respectively, according to the
RFQ design result [7], and a range around these values (as
shown in Fig. 4) is used in the study. The top two and the
bottom left plots in Fig. 4 display the relationship between
max_DistD and the parameters of the longitudinal
distribution at the RFQ exit. They demonstrate that the
effects of the assigned longitudinal beam distribution on
distribution discrepancies are very small, and consequently,
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the designed RFQ output longitudinal distribution can be
used to generate the initial distributions at RFQ exit.
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Figure 4: Effects of assigned longitudinal distribution and
beam current on distribution discrepancies.
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The bottom right plot in Fig. 4 shows fluctuation of
beam current has a small effect on distribution
discrepancies, too. Thus, 20 mA can be used for the
reconstruction of initial distributions.

Effects of Quadrupole Gradients

The quadrupole gradients used for the study are
obtained from the quadrupoles control system by
comparing the current readings from the power supplies
with the known relationship between gradients and
currents [8]. The uncertainty of the current readings causes
uncertainty in quadrupole gradients. Figure 5 illustrates the
relationship between max_DistD and gradient variations of
the fourth quadrupole during the fourth measurement, in
which the setting gradient is 6.875 T/m according to the
current reading. It can be seen from Fig. 5 that a change
from —5% to 5% of the gradient causes about 27% and 45%
variations of distribution discrepancies in x-xp phase space
(max_DistD(x)) and y-yp phase space (max_DistD(x)),
which means the uncertainty of quadrupole gradients have
a great impact on the initial particle distributions at RFQ
exit. Figure 5 shows the effects of gradient uncertainty of
only one quadrupole during one measurement. There are
total four measurements and each quadrupole of every
measurement has influence on the distribution
discrepancies. Therefore, all the influences have to be
investigated to obtain the initial distributions. Due to the
large amount of gradient combinations a script was written
to handle the calculations and to analyze the results.
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< uncertainty (c4 G4 means gradient of the fourth quadrupole
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Generation of Initial Particle Distributions

It has been found that the minimum max_DistD(x) and
max_DistD(y) do not occur at the same gradient setting
combination during data analysis, in other words,
max_DistD(y) is 0.460 when max DistD(x) is the
minimum value of 0.256, while max_DistD(x) is 0.430
when max_DistD(y) is the minimum value of 0.261. The
initial particle distributions should take place when both
max_DistD(x) and max DistD(y) have relative small
values with the same quadrupole settings. Hence, to
facilitate finding the best pair of max DistD(x) and
max_DistD(y) the average and difference values are
calculated, and finally max_ DistD(x) 0.281 and
max_DistD(y) = 0.270 are found to be the best result.
Figure 6 displays the initial distributions when
max_DistD(x) = 0.281 and max_DistD(y) = 0.270, which
are the combined results of the four separate reconstructed
initial distributions and are considered to be very close to
the real initial distributions.

xp /mrad
o

yp /mrad
o

x /mm y /mm

Figure 6: Generated particle distributions at RFQ exit.

The particle distributions in Fig. 6 are forward tracked
to the first slit where the tracked distributions are compared
with the measured ones, and Fig. 7 displays one of the
comparison results. In Fig. 7, the red plots are the
measured distributions and the black plots are forward
tracked distributions. It demonstrates the measured
distributions and the tracked distributions agree well with
each other except for a small area with low particle density
in both x-xp and y-yp phase spaces in the tracked
distributions. The Twiss parameters and emittances of the
measured and tracked distributions are also nearly the same
(as listed in Table 1). Considering the measurement errors,
these results suggest the reconstructed initial particle
distributions in Fig. 6 are reliable and using the minimum
distribution discrepancy to obtain the real or quasi-real
initial distributions is reasonable.

5« Tracked 5+
* Measured

* Tracked
= Measured

xp (mrad)
N
T

yp (mrad)
)
T

X (mm) ; y (mm)

Figure 7: Comparisons between measured distributions
and forward tracked distributions which are produced by
using the generated initial distributions as input.
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Table 1: Twiss Parameters and Emittances of the Measured
and Tracked Distributions

Distribution Measured Tracked
O 0.11 -0.10
S (mm/mrad) 0.80 1.09
& (mm-mrad) 1.71 1.81
o 0.91 0.95
B (mm/mrad) 3.10 2.79
& (mm-mrad) 2.27 225

The above results were obtained by using the “Hard
Edge” magnetic fields of the quadrupoles, meanwhile,
using the measured field distributions of the quadrupoles
could produce the same results.

CONCLUSION

In order to evaluate the effects of fluctuations of beam
and uncertainties of quadrupole gradients on the
reconstruction of initial particle distributions the concept
of distribution discrepancy is proposed. Studies using this
concept suggest the effects of beam parameters are very
small. It has been found that variations of quadrupole
gradients influence the initial distributions greatly,
therefore, all the possible combinations of quadrupole
gradients have to be studied. The combination which
produces small distribution discrepancies in both x-xp and
y-yp phase spaces is considered to be able to generate the
initial particle distributions which are very close to the real
ones. Distributions produced by forward tracking the
reconstructed initial distributions are compared with the
measured ones, and results show they agree well with each
other, which suggests using the minimum distribution
discrepancy to obtain the real or quasi-real initial
distributions is reliable.
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Abstract

At the CERN accelerator complex, it seems that only
- the highest energy machine in the sequence, the LHC,
= with space charge (SC) parameter close to one, sees the
predlcted beneficial effect of SC on transverse coherent
ﬁ instabilities. In the other circular machines of the LHC
E injector chain (PSB, PS and SPS), where the SC parame-
= ter is much bigger than one, SC does not seem to play a
g major (stabilising) role, and it is maybe the opposite in the
SPS. All the measurements and simulations performed so
< far in both the SPS and LHC will be reviewed and ana-
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INTRODUCTION

In the PSB, transverse instabilities (which still need to
be fully characterized) are observed without damper dur-
ing the ramp, where space charge could potentially play a
role but no important change of instability onset was
observed along the cycle when changing the bunch length
(and shape) for constant intensity.

In the PS, a Head-Tail (HT) instability with six nodes is
predicted at injection without space charge and observed
with natural chromaticities and in the absence of Landau
octupoles, linear coupling and damper.

In the SPS, a fast vertical single-bunch instability is ob-

served at injection above a certain threshold (depending
& on the slip factor), with a travelling-wave pattern along
< the bunch. Several features are close to the ones from the
: predicted Transverse Mode-Coupling Instability (TMCI)
& between modes - 2 and - 3 without SC (for Q’ ~ 0).
S F inally, in the LHC, the predicted HT instability with
> one node for a chromaticity of about five units, with nei-
A ther Landau octupoles nor damper, is observed only above
O a certain energy, as confirmed by simulations with space
é’ charge. Furthermore, the intensity threshold for the TMCI
o at injection for a chromaticity close to zero (which has not
E been measured yet as it is much higher than the current
2 LHC intensities) is predicted to be significantly increased
2 by space charge according to simulations.

Considering the case of a TMCI with zero chromaticity,
a two-particle approach would conclude that both SC
3 and/or a reactive transverse damper (ReaD) would affect
= TMCI in a similar way and could suppress it (see Fig. 1).
2. Using a two-mode approach (instead of the previous
g two-particle approach), a similar result would be obtained

<% in the “short-bunch” regime (i.e. TMCI between modes 0
B and — 1, such as in the LHC) as both a ReaD and SC are
5 expected to be beneficial: the ReaD would shift the mode
g 0 up and SC would shift the mode — 1 down, but in both
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cases the coupling would therefore occur at higher inten-
sities. However, the situation is more involved for the
“long-bunch” regime (i.e. TMCI between higher-order
modes, such as in the SPS). As the ReaD modifies only
the (main) mode 0 and not the others (where the mode-
coupling occurs), it is expected to have no effect for the
main mode-coupling (as confirmed in Fig. 2, using the
Vlasov solver GALACTIC [3]). As concerns SC, it modi-
fies all the modes except 0, and the result is still in discus-
sion and the subject of this paper, which is structured as
follows: the first section is devoted to the many SPS stud-
ies, while the LHC results will be discussed in the second
section before concluding and discussing the next steps.

a Instability
growth-rate

Figure 1: Two-particle approach for the TMCI following
Ref. [1] but adding a reactive transverse damper (ReaD).
This combines the results from Ref. [1] (with SC only)
and Ref. [2] (with reactive damper only).
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Figure 2: Usual TMCI plots for the LHC (left) and SPS
(right) assuming a Broad-Band resonator impedance (with
Q’ =0), without / with ReaD (50 turns) in blue / red [3].
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SPS

A fast vertical single-bunch instability with protons (p")
was observed at the SPS injection in 2003 using a longi-
tudinal emittance of ~ 0.2 €Vs, i.e. much smaller than the
nominal one of 0.35 eVs, to probe the transverse single-
bunch limit of the machine (see Fig. 3) [4].

p=26GeV/c N,~1210" p/b
g ~02eVs<g ™ =0.35eVs

|Synchr0tr0n period ~ 7 msl

2 1 Fry
08 E_'\. ‘J\f.\“wwﬂ’%ﬂ,ﬂ "r Peak

0.6

bet

relative intensity

=> Instability suppressed
by increasing
the chromaticity

£ =08

& ~0 0
1

Lol Ll Ll Ll 1 " PRLFTYRIFYIT] FETTRTETA FAAT] Yo I
0 5 10 15 20 25 30 35 40 45 0 5 10 15 20 25 30 35 40 45

time in ms time in ms

Figure 3: (Left) observation of a fast (compared to the
synchrotron period) vertical single-bunch instability with
protons (p*) at the SPS injection in 2003. (Right) stabili-
sation by increasing the chromaticity. bet stands for beam
current transformer, which measures the total intensity,
whereas Peak measures a bunch length dependent bunch
intensity.

<

" _HEADTAIL SIMULATION

Figure 4: Comparison of the intra-bunch motion between
measurements (upper) and HEADTAIL [5] simulations
(lower) using a single bunch with 1.2 10! p/b, an rms
bunch length of 0.7 ns and zero chromaticity, interacting
with a Broad-Band resonator (with a resonance frequency
of 1 GHz, a quality factor of 1 and a shunt impedance of
20 MQ/m).
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This instability featured a travelling-wave pattern along
the bunch (with a frequency close to 1 GHz), which was
in relatively good agreement with HEADTAIL simula-
tions using a Broad-Band resonator model (with a reso-
nance frequency of 1 GHz, a quality factor of 1 and a
shunt impedance of 20 M(2/m), as can be seen in Fig. 4. A
travelling-wave pattern along the bunch should be the
sign of a TMCI as the coupling between two HT modes
(which are standing-wave patterns) generates a travelling
wave, as can be seen in Fig. 5 [6]. This was confirmed in
Fig. 6 for the case of the SPS, using a Broad-Band resona-
tor with a shunt impedance of 10 MQ/m. A TMCI be-
tween modes — 2 and — 3 (for the main mode-coupling,
i.e. after some mode-coupling decoupling due to the
“long-bunch” regime) is predicted in the absence of SC. A
similar result was predicted with the full impedance mod-
el which was developed in parallel [9,10].

The next question was: why do we observe “what looks
like a TMCI (with a travelling-wave along the bunch)”
whereas space charge should suppress it, according to
some past theoretical analyses, with the pioneer work of
M. Blaskiewicz in 1998 [11] followed by several other
analyses [12-15]? Can we observe the coupling of the
(negative or positive) modes? How do measurements
compare to HEADTAIL simulations? According to
Ref. [11], the negative modes should rapidly disappear for
a strong SC parameter, defined as the ratio between the
space charge tune spread (for a KV distribution or half the
tune spread for a Gaussian distribution) and the synchro-
tron tune (see Fig. 7). So do we still see the negative
modes predicted without SC (or do we see the positive
ones or another mechanism taking place)?

First simulations with the combined effect of an imped-
ance and SC, using a 3" order symplectic integrator for
the equation of motion, taking into account non-linear SC
forces coming from a Gaussian shaped bunch revealed a
minor beneficial effect of SC, raising the intensity thresh-
old by ~ 5-10%, as shown in Fig. 8. It is more difficult to
see what happens exactly to the modes but it could still be
compatible with a mode-coupling between modes — 2 and
— 3, as the main activity appears at about the same posi-
tion as without SC.

Direct measurements of the modes in the SPS were
tried and resulted in Fig. 9. Here again, it is difficult to
conclude but it could still be compatible with a mode-
coupling between modes — 2 and — 3, as the main activity
appears at about the same position as without SC.

An indirect measurement of mode-coupling (in addition
to the travelling-wave pattern resulting from mode-
coupling between two HT modes with standing-wave
patterns) in the “long-bunch” regime consists of measur-
ing the beam stability vs. increasing bunch intensity, as
the bunch should be first stable until mode-coupling (of
the low-order modes) and then stable again after de-
coupling before becoming very unstable at the main
mode-coupling. This is what was predicted from HEAD-
TAIL simulations using both a Broad-Band resonator
model and a more realistic impedance model of the SPS
and this is what was measured, as reported in Fig. 10.
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This observation was another argument to state that
mode-coupling was taking place even if the direct meas-
urement of mode-coupling was still missing...

0.0 0.15
05 0.10 — '
. -10 0.05
3 1 3
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Pick-up signal
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-0.001
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Figure 5: The coupling of two HT modes (standing-wave
patterns) generates a travelling-wave pattern. Example
from the DELPHI Vlasov solver for a coupling between
modes 0 and — 1 [6].
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Figure 6: Comparison between MOSES [7] and HEAD-
TAIL simulations (using SUSSIX [8] to process the out-
put data) using the parameters of Table B.3 (for MOSES)
and B 4 (for HEADTAIL) of Ref. [9].
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Figure 7: Mode-frequency shifts vs. the SC parameter for
the case of the Air-Bag Square well (or ABS) model [11].
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Mode spectrum of the vertical coherent motion
as a function of bunch current
Measured with an SPS single bunch
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Measured spectral lines
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Figure 9: Direct measurements of the modes in the
SPS [9].
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Figure 10: Indirect measurement of mode-coupling by
trying to identify in the SPS the regions of stable and
unstable bunch intensities (see Fig. 6.26 in Ref. [9]). The-
se measurements were performed for a longitudinal emit-
tance of 0.16 eVs, and rms bunch length of 0.7 ns and a
chromaticity as close to zero as possible.

As 1) the SPS instability seemed to be relatively well
described by TMCI using a Broad-Band resonator (with-
out SC) and ii) in this case (“long-bunch” regime) a sim-
ple formula exists within a numerical factor 2 as men-
tioned in Refs. [17-18] (see Eq. (1)), which was recently
checked in Ref. [19], it was proposed to modify the optics
to increase the slip factor [20]: the “Q20” optics (named
like this as the integer part of the tune is 20) replaced the
previous “Q26” optics (where the integer part of the tune
was 26). Within the TMCI formalism, the simple formula
can be derived using a two-mode approach (considering
the two most critical modes overlapping the maximum of
the real part of the impedance): bunch stability is reached
when the head and the tail are swapped sufficiently rapid-
ly (due to synchrotron oscillations) compared to the insta-
bility rise-time, i.e. when the synchrotron period divided
by m is equal to the instability rise-time derived from this
simple model (sm): Ty = 7 T7}jc;. This leads to the fol-
lowing stability criterion for the threshold number of
protons N, g, which can be written in two forms (e.g. in
the vertical plane)
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where f; is the synchrotron frequency, O, the unperturbed
(low-intensity) vertical tune, £ the total energy, 7, the full
(40) bunch length in s, e the elementary charge, ¢ the
speed of light, f; the resonance frequency of the Broad-
Band (Q = 1) resonator, Z, the shunt impedance, § the
relativistic velocity factor, & the longitudinal emittance
and 7 the slip factor, given by

pe- o frw o L _1_1

dp/p vy oy

It is interesting to note that i) within the framework of
this model the simple formula giving the instability rise-
time well above the TMCI threshold (which was checked
with MOSES and HEADTAIL, within the same factor 2
as before for the intensity threshold [21]) can be written
as Tiner = (Ts / ) X (Np ¢ / Np) and ii) in the second
form of Eq. (1), the notion of synchrotron oscillations
disappears. This equation is the same as for coasting
beams, but written with peak values, where the Landau
damping is provided by the momentum spread. What is
important is the product of the longitudinal emittance and
the slip factor, i.e. the distance to transition. As the longi-
tudinal emittance should be kept at 0.35 eVs for the
beams to be sent from the SPS to the LHC, the only pa-
rameter on which one can act is the product of the vertical
tune times the slip factor. For machines made of simple
FODO cells it can be shown that the slip factor is approx-
imately given by the horizontal tune (y; = Q,¢), Which
means that if one wants to modify y;, one should modify
the horizontal tune. The SPS slip factor as a function of
the horizontal tune is depicted in Fig. 11. For the Q26
optics, y; = 22.8, whereas for the Q20 optics, y; =~ 18.
This means that for the Q20 optics, the product of the slip
factor times the horizontal tune gives 1.80 1073 X
20.13 =~ 0.0362, whereas for the Q26 optics it gives
0.62 1073 x 26.13 =~ 0.0162 (considering for this case a
non-integer part of the tune of 0.13, which can be slightly
different in practice but this does not change the picture).
Therefore, according to Eq. (1) the intensity threshold
should be increased by the factor 0.0362 / 0.0162 = 2.2.
This is in good agreement with measurements, as can be
seen in Fig. 12, where an intensity increase of a factor 4.0
/1.6 = 2.5 was observed.

These results are also in good agreement with HEAD-
TAIL simulations from 2014 for different optics (adding
also the case of the Q22 optics, which is a better optics for
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[a)
2 . . . .
8 some RF considerations), with full impedance model but
g still without SC (see Fig. 13).
% A good agreement was also achieved between meas-
2 urements and simulations looking at different longitudinal
+ emittances, using the full impedance model but still with-
g out SC (see Fig. 14), even if the Q26 was maybe a bit
2 more critical in measurements than in simulations.
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& than in Fig. 10, which explains why the intensity thresh-
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Figure 13: Comparison of the bunch intensity thresholds
between measurements and HEADTAIL simulations.

Finally, a good agreement was also reached between
measurements and pyHEADTAIL [22] simulations with
SC this time for the Q20 optics, still considering the
Broad-Band resonator model, as the intensity threshold
was found close to the no-SC case (see Fig. 15). However,
a detailed analysis of the modes involved seems to reveal
different modes involved at the start of the instabil-
ity: without SC, a mode-coupling between azimuthal
modes — 2 and — 3 (with radial mode 0) is observed while
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with SC, a mode-coupling between azimuthal modes 1
and 2 (with radial mode 1) seems to be found [23].
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Figure 14: Comparison of the bunch intensity thresholds
between measurements (left) and HEADTAIL simulations
(right) looking at different longitudinal emittances, using
the full impedance model but still without SC.
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Figure 15: pyHEADTAIL simulations with the Q20 optics
comparing the cases without SC (left) and with SC
(right).

The comparison of the intra-bunch motions in Fig. 16
between measurements and HEADTAIL simulations
without SC reveals also a good agreement in particular for
the Q20 optics. For the Q26 optics, the measured intra-
bunch motion seems to be more towards the tail than in
the simulations, as recently pointed out by A. Burov, who
discovered a new destabilising effect of SC, which could
be responsible for this effect [24]. This disagreement was
not present in the first studies (without SC) of Fig. 4,
which means that both impedance and SC could have a
similar effect, which needs to be disentangled. The Q20
optics seems less subject to this effect but it is true that
the Q26 optics has a much higher SC parameter (~ 27)
compared to Q20 (~ 5).

New pyHEADTAIL simulations without and with SC
were performed for different shunt impedances of Broad-
Band resonators and the very interesting results are de-
picted in Fig. 17. It is seen that in the absence of SC, a
higher shunt impedance leads to an intra-bunch motion
pushed towards the tail. The effect of SC seems three-
fold: i) its pushes the intra-bunch motion even more to-
wards the tail; ii) it increases the frequency of oscillation
and iii) it increases or reduces the oscillation amplitude.
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The (simple) 2-mode approach (with a mode-coupling
between two consecutive modes m and m + 1), which was
used in the past in the case of the (very) “long-bunch”
bunch regime to reveal almost no effect of SC on
TMCI [25,26], can be extended also to the general case,
leading to the intensity threshold of Eq. (2)

Qs [Va&+ (a+ D2 =& + | =2|8037,,] @

where g, = AQs. / (2Qg) and g = |m| + 2 k (with 0 <
k < +oo defining the radial mode number). This means
that the same intensity threshold as the no-SC case is
obtained, i.e. it is the same as Eq. (1), except that Q; is

now multiplied by the term +/q% + (q+ 1)?—

Vqéc + g%, which is equal to 1 when g >> g and to 0
when qg. >> ¢. In particular, the same scaling with re-
spect to the other parameters is obtained and therefore the
same mitigation measure should be applied.

Based on these new results, another measurement cam-
paign is planned to try and disentangle between the im-
pedance and SC effects by varying the SC tune spread.
However, it is worth emphasizing that a solution has been
already found in practice for this instability in the SPS
and that it is not a performance limitation anymore.

LHC

Using the impedance model of the High-Luminosity
(HL-) LHC at injection and considering the case of zero
chromaticity, it was found with pyHEADTAIL simula-
tions that the TMCI between modes 0 and -1 without SC
is suppressed over the intensity range studied [26].

For the chromaticity Q” =+ 5, a HT instability with one
node (m = - 1) is observed without SC whereas it is com-
pletely suppressed with SC [26]. Studying the effect of
energy during the ramp, which reduces the SC tune spread
(by increasing the transverse emittances at injection ener-
gy), the instability re-appears at ~ 2 TeV. This energy is
the energy at which the first transverse single-bunch in-
stability was observed in the LHC during the first ramp
performed in 2010 with neither Landau octupoles nor
transverse damper [27].

CONCLUSION

A beneficial effect of SC is predicted in the (HL-) LHC
(working in the “short-bunch” regime) for both the HT
instability and TMCI. SC simulation with pyHEADTAIL
gives an explanation of the first single-bunch HT instabil-
ity observed in the LHC in 2010 with neither Landau
octupoles nor transverse damper. This might be good to
re-do a controlled experiment to confirm it. Furthermore,
SC simulation also predicts that SC increases significantly
the TMCI intensity threshold (Q* = 0) at (HL-) LHC in-
jection. This could not be studied at the moment as the
TMCl is currently out of reach in the LHC.

As concerns the SPS (working in the “long-bunch” re-
gime), several past measurements were close to the case
without SC. The intensity threshold was increased consid-
erably in practice by increasing the slip factor (based on
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theoretical analysis without SC) and this is working very
well: Q20 optics has replaced Q26 optics in the SPS for
all the beams to be sent to the LHC. However, a recent
theoretical analysis by A. Burov [24] predicts a detri-
mental effect of SC (even below the TMCI intensity
threshold without SC), which was confirmed by recent SC
simulations with Q26. The (simple) 2-mode approach was
also extended to the general case and the same intensity
threshold as the no-SC case is obtained, except that the
synchrotron tune is now reduced by SC. However, the
same scaling as without SC is obtained and therefore the
same mitigation measure should be applied. A new meas-
urement campaign is planned to analyze all this in detail.
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Figure 16: Comparison of intra-bunch motions between
measurements (left) and simulations with HEADTAIL
(right) for different cases with Q26 and Q20 optics.
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Figure 17: Intra-bunch motion from pyHEADTAIL simu-
lations without and with SC for different shunt impedanc-
es of Broad-Band resonator impedances.
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CHALLENGES IN EXTRACTING PSEUDO-MULTIPOLES
FROM MAGNETIC MEASUREMENTS

S. Russenschuck, G. Caiafa, L. Fiscarelli, M. Liebsch, C. Petrone, P. Rogacki
CERN, Geneva, Switzerland

Abstract

Extracting the coefficients of Fourier-Bessel series, known
as pseudo-multipoles or generalized gradients, from mag-
netic measurements of accelerator magnets involves techni-
cal and mathematical challenges. First, a novel design of a
short, rotating-coil magnetometer is required that does not
intercept any axial field component of the magnet. More-
over, displacing short magnetometers, step-by-step along
the magnet axis, yields a convolution of the local multipole
field errors and the sensitivity (test function) of the induc-
tion coil. The deconvolution must then content with the low
signal-to-noise ratio of the measurands, which are integrated
voltages corresponding to spatial flux distributions. Finally,
the compensation schemes, as implemented on long coils
used for measuring the integrated field harmonics, cannot
be applied to short magnetometers. All this requires careful
design of experiment to derive the optimal length of the in-
duction coil, the step size of the scan, and the highest order
of pseudo-multipoles in the field reconstruction. This paper
presents the theory of the measurement method, the data ac-
quisition and deconvolution, and the design and production
of a saddle-shaped, rotating-coil magnetometer.

INTRODUCTION

The magnetic measurement section within the magnet
group of CERN’s technology department is responsible for
the qualification of all superconducting and normal conduct-
ing magnets in CERN’s accelerator complex. To supplement
the long rotating-coil magnetometers and stretched-wire sys-
tems (the section’s workhorses for magnetic measurements)
we have recently developed moving induction-coil arrays, ax-
ial and transversal rotating-coil scanners [1], and induction-
coil transducers for solenoidal magnets. Applications of
these tools require, however, a sophisticated post-processing
step based on the regularity conditions of electromagnetic
fields. To this end, the magnet bores can be considered
as trivial domains, i.e., simply connected and source-free
with piecewise smooth, closed and consistently oriented
boundaries. Calculating the transversal field harmonics as a
function of the coordinate in the magnet’s axial direction, for
example, by using the numerical field calculation program
ROXIE [2], or measuring these harmonics with a very short,
rotating-coil scanner, allows the extraction of the coefficients
of Fourier-Bessel series, known as pseudo-multipoles [3] or
generalized gradients [4].

However, the raw measurement data from the field trans-
ducers are induced voltages that are integrated using a dig-
ital integrator, triggered by an angular encoder. Develop-
ing these signals into Fourier series results in convoluted

C-1 Magnet Design and Measurements

functions of the spacial flux distribution, because strictly
speaking, point-like measurements of the magnetic flux den-
sity are not possible.! Before such signals can be used as
boundary data for harmonic analysis or boundary-element
methods (BEM), a deconvolution is required.

A careful design of experiment is required, considering a
low signal-to-noise ratio of the measurand, the sensitivity
of the induction coil with respect to transversal harmonics,
the step-size of the longitudinal scan, and the compensation
schemes for the main-field component. In this paper we
present the design and production of the transversal-field
scanner and the challenges in applying the pseudo-multipole
theory to measurement data.

Figure 1: Representation of the magnetic flux density in 3
different planes of an orbit corrector for the ELENA project.
Notice the large z-component in the end fields. Computed
with the CERN field computation program ROXIE [2].

PSEUDO MULTIPOLES

The local field distribution in short magnets, such as the
one shown in Fig. 1, cannot be expressed by the usual field
harmonics (Fourier series) for the integrated fields because
they do not constitute a complete orthogonal basis of the

! Transversal Hall sensors come close but their active area (the Hall plate)
typically has a diameter of 2-3 mm.
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% transversal field distribution in the magnet ends. In other
E words, the field distribution in the magnet extremities is not
= holomorphlc and therefore does not obey the 7"~! scaling
=‘ laws derived for the integrated fields. Following Erdelyi [5]
+£ and Caspi [6], and using a combination of a Fourier series
in ¢ and a power series in r around the axis yields
(o]
ém = Z FY(Cu(r, 2) sinng + Dp(z) cos ng),

n=1

(1
where

an(r’z) =

che

Con(2) 5 .
R2n+1)n+2)

An+1)

Cn.n(2) - 2

In the interest of brevety, the similar expressions for the
skew components 23,,(1) have been omitted here. To re-
duce the burden on notation we will henceforth, and without
loss of generality, assume ideal magnets without skew field
component, i.e., Dy ,(z) =0

In three dimensions, the single harmonic component
3 (index n to describe the ¢ dependence) will contain pseudo

multipoles accounting for the transverse field components
S no longer exhibiting a pure 7"~! dependence on the radius.
-Z In the straight section of the magnet the partial derivatives
% with respect to z vanish and the equations will become
= identical with the well known 2D equations, as expected.
: The field components at any radius w1th1n the bore of the

ork must maintain attribution to the author(s), title of the worl

of this

£ magnet are then given by B, po ar » By = —po l ag(;,,
and B, = —po—5* ¢'" . Consequently,
By = —ug Z r"1Ch(r,2) sinng,
n=1
By = —po Z n "1 Cp(r,z) cosng,
n=1
rz
=~ Z n( ) sinng, 3)
where
Cn(r,2) =
2 4)
+2)C , +4)C
1 Con(2)— (n+2)Cpn(z) 5 (+4)Cpp(2) o @

n+) | TRmrhn+2)

A dipole field (n = 1) rolling off at the magnet’s extrem-
ity gives rise to a pseudo sextupole and higher-order (odd
and only odd) pseudo multipoles, while a quadrupole field
gives rise to higher-order, even pseudo multipoles. Pseudo-
multipole terms have the same angular dependence as the
leading terms C,,_,(z2).

It is common practice to speak of feed down when lower-
order multipoles are generated from higher-order multipoles
by axis misalignment of the magnet or the measurement
shaft. We might equally speak of feed-up when higher-order
multipoles are generated due to field variations of the lower-
order multipoles along z. Since the pseudo terms are even
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derivatives of the leading terms, their z integrals over the
entire magnet will be zero, as to be expected.

It is important to note that the coefficients C, ,(z) are still
unknown at this stage. This is the reason for choosing calli-
graphic characters in the typesetting. Although the C,,_,(z)
are the leading terms of the series expansion, they are not
identical to the B, (z) components in the Fourier expansion
of the (measured or calculated) transverse field. Fortunately,
because all the pseudo-multipole terms can be calculated
from the leading terms, the problem is reduced to extracting
the Cy, »(z) from measured or calculated data on the domain
boundary. It is worth mentioning, that even if these terms
were confused, the reconstructed field would still obey the
3D Laplace equation. A powerful Maxwellification so to
say.

THE TRANSVERSAL FIELD SCANNER

Measuring the transversal field harmonics with a short
rotating coil (measurement radius rg) yields a convoluted
function of the multipole field components B, (7o, z). Using
this data we must solve the differential equations

Bp(ro,z) = —Ho r(r)l_lan(ro,z) =
(2)
g _ 120G ,
Ho Ty 1 Cn,n(z) A+ 1) ot
(n+ 4)(3(4 (2) e )
R2m+ Dn+2) 0"
forn = 1,3,5,...,N. Applying a Fourier transform to the

functions B, (7o, z) and C, ,(z) it follows from Eq. (5):

—F{Bn(ro,2)}

Cnn(2)} = , 6
FA{Cun(2)} o ri-TUK (6)
where
UK - (n+2)iw)? 5,  (n+4)(iw)* 4
L L TF G R+ Hn+2) 0

is the feed-up term of order 7, up to the highest z—derivative
K. Let B, denote the measured function given by the field
harmonic B,, convoluted by the z-dependent coil-sensitivity
factors s, of the measurement coil.2 In this case, the Fourier
transform of C, ,(z) yields
—F {Bu(ro,2)} 1
F{sn(ro,2)} Ho rg_lUylf '
If we were able to produce an infinitely short induction
coil, 5, would become a delta function in z and its Fourier
transform would become one.

The Fourier transform of the leading term F{C,_(z)}
can be extracted from the Fourier transform of the measured
data B,,(r0, 7). The final step then consists in recovering the
function C,,,(z) from the spectrum by means of the Fourier
integral

F{Cnn(2)} = (M

1 o .
Con@) = 5- / FACon(@)} 6 der. ()

2 The calculation of the sensitivity factors is deferred to the next sections.
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THE SENSOR DESIGN

The shafts used for the field measurements are usually an
assembly of induction coils of different radii which are series-
connected to compensate for the induced voltage signal for
the main dipole or quadrupole field component. The size and
arrangement of these coils is based on the #"~! scaling laws
derived from the 2D field solution. The flux linkage through
the induction coil can be calculated from the Stokes theorem:
D(p) =N / /Brda=N f o curl A-da, and the z-component
of the magnetic vector potential can be expressed as

(e8]

-
Az(re,z) = Z ;C (Bp(re,z) cos ne),

n=1

(C)]

assuming that there are no skew components in the field.
The flux linkage through the induction coil can then be
calculated from

z0+€/2
M@=/
Z

0—C/2

(Z sgm (Bp(re,z) sin np| dz, (10)

n=1

where s = % Fe sin (”—2‘5) , is called the coil-sensitivity

function, and ¢ is the coil’s opening angle that may be a
function of z. The coil radius is denoted r.. The physical
unit of the sensitivity is [s"] = 1 m. If the coil is short and
used to map the field in the magnet end region, a number of
challenges arise: Because of the absence of a simple scaling
law between the multipole coefficients at r; and r,, these
cannot be disentangled from the measurements, when the
signals are compensated on the analogue side. The induction
coil must be saddle-shaped, i.e., its radius on the shaft must
be constant, because otherwise, a voltage is induced in the
induction-coil ends when it is rotated around its axis; see
Fig. 2.

Because the induction coil is shorter than the magnet and
the size of its coil ends cannot be neglected with respect to its
straight section, the sensitivity s@" will become a function of
z. This, in turn, becomes the test function of the convolution
of the harmonic content along z.

A solution for these problems is the nesting of induction
coils of the same radius and choosing the number of turns and
their opening angles to compensate for the main dipole field.
The shaft design is based on PCB technology, manufactured
as a flexible stack of two double-layer PCBs, bent around a
precision machined shaft; see Figs. 3 and 4. Spring-loaded
roller bearings allow the displacement and centering of the
shaft within an aluminum tube, which is inserted in the
magnet bore. A clamping mechanism is used for fixing the
flexible PCB on the shaft in order to reduce the tolerances
on the coil’s radius and alignment.

The main coil in the center has a small opening angle
to provide sensitivity to the higher-order field components.
Some constraints apply due to the manufacturing process
of the PCB. A compromise had to be found between the
maximum number of turns, and thus the coil’s sensitivity,
and the lengths of the coil ends.

The compensation coil should be sensitive to the dipole
component only. This is achieved by a shell-type coil with
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Figure 2: A (classical) tangential coil rotated by a certain
angle traces out two patches of the cylindrical mandrel but
also the surfaces between the chord and the apex, which
intercepts the B, field component. Such a coil must therefore
be made long enough so that it covers the entire fringe-field
region of the magnet and it is thus guaranteed that the B,
components are zero at the coil ends.

Figure 3: Image of the sensor showing the flexible PCB coil
and clamping mechanism. The ends of the nested induction
coils are all on the same radius and therefore trace out no
surface when rotated. Therefore no voltage is induced by
the axial field component.

about 60 degree opening angle. This opening angle and the
spacing between turns has been optimized to fine-tune the
dipole sensitivity of the compensation coil.

For short coils, the end-effects must be considered; they
will lead to a different geometric-mean length and magnetic
length of the coil depending on the multipole order. The
graphs of the compensated sensitivity functions in the end
region of the induction coils are given in Fig. 5.

An uncertainty analysis yielded a maximum allowable
error in the track positions of about 30 um and in the ra-
dius positioning of about +200 um.> Metrological measure-
ments were performed using a coordinate measuring ma-
chine (CMM). The uncertainty in the spanned surface, due
to the tolerances in the track positioning in the PCB pro-

3 Although the measurement radius can be calibrated in a reference
quadrupole magnet, a radius deviating from nominal (19 mm), will lead
to a lower compensation ratio because of a change in arc length.
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Figure 4: Image of the PCB coil. Notice the additional
tracks (dashed) and copper patches designed to minimize
he concentration of corrosive acid between the tracks of the
compensation coil.

duction, and the uncertainty of the coil calibration in the
reference magnets are both on the order of one unit in 10*.
While the presence of open circuits is obvious, short circuits
between turns are difficult to detect with resistance measure-
ments, because of the varying thickness of the tracks. For
that reason we still need to validate the sensor in the straight
section of a long reference dipole magnet.

The outer diameter of the shaft (and its bearings) is guided

. in a tube of 50 mm inner diameter. In this way the transducer

fits into the aperture of the section’s reference dipole.* The
mole design reduces the space needed for a displacement
system; the shaft can either be positioned using a cableway
or extension tube, or it can be mounted on an arm of a
displacement stage (mapper).

MEASUREMENT UNCERTAINTY

In order to study the deconvolution and the design of
experiments, we must first discuss the highest achievable ac-
curacy to date, which is by a transversal-field scanner of the
classical design with radial coils in PCB technology. In the
center of the reference dipole magnet there is no axial field
component and therefore the results will yield a meaningful
lower bound for the measurement uncertainty. An uncom-
pensated measurement, using only the main coil, results in
a precision of about one unit in 103. With a compensation
ratio of the main component exceeding 3000, the precision
is increased to one unit in 107. From this result, the known
surface of the induction coil, and the maximum flux den-
sity in the magnet, we can conclude that the minimum flux

4 Although magnets like the one shown in Fig. 1 constitute the ultimate
application of the saddle-shaped coil magnetometers, the metrological
characterization was done in the reference dipole and quadrupole magnets
featuring long and homogenous straight sections that can be used for
cross-calibration of the different coil transducers and Hall sensors.
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Figure 5: Sensitivity functions s'*"(z) along the axis of the
rotating-coil magnetometer (from the center to the coil-end
region). The straight section has been shortened by 20 mm to
better visualize the roll-off. Notice the compensation for the
main (dipole) field sensitivity s; also notice the different
shapes of the roll-off, depending on the multipole order.
Because the compensation coil is longer than the central coil
(coil ends indicated by the vertical lines), the cross-section
of the central coil is designed to compensate for the end
effects, i.e., the overshoot into the negative values of s;.

linkage in the induction coil must be larger than 1078 pVs.
Unfortunately, a compensation ratio of more than 1000 is not
achievable with the nested saddle-shaped coils. The design
value is about 630, limited by the different lengths of the
nested coils. The completed transducer achieves a compen-
sation ratio of no more than 27 because of the tolerance on
the measurement-coil radius.

Another uncertainty results from positioning errors (lon-
gitudinal position and instability of rotation) during the scan-
ning and measurement process. While the standard deviation
of the harmonics, extracted from the compensated signal,
is reduced by two-orders of magnitude, one would expect
more because of the high compensation ratio of 3000. This
is a result of the coil eccentricity and rotational instability.

For the longitudinal positioning error we obtain about
20 um per meter distance from the laser tracker and about
60 um for the alignment, resulting in a total uncertainty of
about 0.1 mm. In the case of integral measurements of a
long magnet, obtained by combining the results of multiple
position scans, this error stays below 10~ as random errors
will average out. For local measurements in the magnet’s
fringe-field region we must expect uncertainties on the order
of 1-2% for a 100 mm long coil. This is severe because
feed-down corrections for axis misalignment cannot be done
as in the magnet straight section.

C-1 Magnet Design and Measurements
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We are therefore placing special attention on accurate
longitudinal positioning of the shaft, the stabilizing of the
rotation, and the centering within the magnet bore.

DECONVOLUTION OF THE MEASURED
SIGNALS

The challenge is now to find a suitable order n of the
pseudo-multipoles C, , and the highest order m of deriva-
tives C (’"), in order to minimize the reconstruction uncer-
tainty of the local magnetic field. The uncertainty of the
method will also depend on the step size chosen for the dis-
placement of the transducer and on the signal-to-noise level
of the measurand.

Let B,,(ro, zi ) denote the measured, transversal field com-
ponent of order n, sampled at positions zx,k = 1,...,K
along the magnet axis, affected by noise n(zx). In the follow-
ing, we omit the notation of the radial dependencies. The
noisy, convoluted signal is then given by

B, [k] = (sn * By)[K] + n[k]. (11)
To save on notation we write
B, (f) = sn(/)Bu(f) + n(f) (12)

instead of F{B[k]} = F{sn[k1}F{Bnlk]} + F{n[k]} for
the corresponding equation in the frequency domain. To re-
construct the transversal field harmonics we apply a discrete
filter g[k]:

B,[k] = glk] * Balk],

Bu(f) = g(NBa(f),  (13)

where the hat denotes the reconstructed (estimated)
multipole-field distribution B, (zx); see Fig. 6.

Bu(f)

—_—

Bn(f)

sn(f) 9(f)

Figure 6: Signal path in the frequency domain. We distin-
guish the estimated spectrum B,,(f), the measured spectrum
B, (f) and the true harmonic B, (f).

A straightforward method of deconvolution uses the in-
verse of the sensitivity spectrum g(f) = 1/s,(f), which
results in an amplification of the noise n( f) for frequencies
where the spectrum s,,(f) has small values. An alternative
approach is to use a filter that minimizes the expected mean-
squared error in the frequency domain:

B[] =B [[B.() - Bu()]|

:E[

2
Bu(f) - &(f) (sn(f)Bn(f) + n(f))| ] :
(14)
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Assuming that the noise is uncorrelated and has zero mean, a
minimum of the mean-squared error, Eq. (14), can be found
by the Wiener-Kolmogorov filter

1 52 ()2
gw(f) = o) s B (15)
" E[B,(f)]

where the second expression in the denominator is the
inverse of the expected signal-to-noise ratio SNR(f) =
E[Bn(f))? JE[N(f)]*. Filtering with gw (f) will therefore
damp frequencies with low SNR(f). The value of gw (f)
will approach the inverse of the sensitivity s,,(f)~! for fre-
quencies with a high SNR(f).

In Fig. 7 the deconvolution was applied to a noisy Bs,
which was generated from simulations with added Gaussian
random noise. As expected, the convolution by the inverse

6
2‘_)><10 T

I I I
0 0.1 0.4 0.5 0.6 m

_ |
- - B3(z) by division
—Bs(2)

Bs(2)

N
TN

I L I L
0.2 0.25 0.3 0.35

z—

Figure 7: Top: Simulated B3 along the axis of the magnet
shown in Fig. 1 with added Gaussian random noise, signal-
to-noise ratio of 107#. Center: The deconvolution using the
inverse of the sensitivity spectrum and a filter g(f) given by
Eq. (15) compared to the simulated B3(z). Bottom: Absolute

error |B3(z) — B3(z)).

spectrum of s,,(f) leads to an amplification of the noise. The
absolute error between B3(z) and the Wiener deconvolution
lies below 2.5% of the maximum of B3(z).

DESIGN OF EXPERIMENT

The most sensitive parameters for the deconvolution of
the measurand are the coil length and the sampling step-size.
In order to be sensitive in all relevant frequencies of B, (f),
the spectrum of the sensitivities impulse response s(f), i.e.,
the frequency spectrum of the induction coil’s sensitivity
function, should be non-vanishing in the frequency band
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[a)
% imposed by the highest spatial frequency in the measurand.
5 To optimize the coil length (or estimate whether or not an
% available transducer has high enough sensitivity) we consider
2 the sensitivity function as a rectangular pulse in the spacial
+4 domain. Its spectrum will have the shape of a (sinx)/x
§ function, containing zeros at the frequencies f; = k/I;, for
;’g’ k = {0,1,...,K}, where [ is the length of the pulse, i.c.,
5 the hard-edge model of the induction coil. An infinitely
short and highly sensitive coil, corresponding to a Dirac-
< shaped impulse response, is technically not possible. The
maximum sensitivity is limited by the number of turns in
one layer of the flexible PCB. As shown above, a minimum
flux linkage of @ = 1078 Vs in the main induction coil is
required. Denoting the minimum required accuracy of field
harmonic by Bp;,, the minimum length of the induction coil
can be estimated to /s min = @min/(fsBmin), Where g is the
height of the coil’s impulse response in the hard-edge model.
Therefore the optimum coil length [ is given by

title

(Dmin
hsBmin

1
<l < ,
fn,max

(16)

where f;, max denotes the expected (computed) highest fre-
S quency in B,,(f). In other words, the coil must be short
2 enough to resolve the highest spatial frequency, but long
%‘ enough to accommodate enough turns for a sufficiently high
g sensitivity S,. In this case, the shape of the sensitivity func-
'S tion is not critical for the Wiener deconvolution. Simula-
'ZE tions show that a smooth roll-off in the coil sensitivity is
:5 even preferable; for the magnetic field distribution shown in
2 Fig. 7 the optimal ratio between the coil’s straight section /;
_- and its overall length [ is about 0.5. This yields sufficient
g flexibility for the coil design. A higher sampling rate will
N lead to a better resolution of the multipole-field distribution,
S as the maximum meaningful frequency will increase by the
% Nyquist sampling theorem. This implies that the maximum
step-size be

rk must maintain attribution to the author(s)

1C

Az < .
2 fn,max
The minimum step-size is, however, constraint by the posi-
tioning accuracy of 0.1 mm. Resolving frequencies of s(f)
higher than f;, max yields no improvement.

CONCLUSION

The theory of pseudo-multipoles is known from the lit-
erature. The extraction of the leading term in the Fourier-
Bessel series requires the solution of a differential equation
by means of a discrete Fourier transform. This yields a nat-
ural way to deconvolute the measured distribution of the

a7
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multipole content. We have studied and presented the limita-
tions of point-like measurements with Hall sensor stacks and
thus motivated the measurement technique using induction-
coil sensors. These require a novel design emplying saddle-
shaped, iso-perimetric coils in order to avoid interception of
the axial field component.

The compensation of the main signal cannot be accom-
plished with the classical arrangement of tangential (or ra-
dial) induction coils at different radii, because no easy scal-
ing law exists.

The study of the Wiener filter for the signal deconvolution
allows a design of experiment based on the optimal num-
ber of coeflicients and required z-derivatives of the leading
terms, and the step size in the field-scanning process. Unfor-
tunately, the signal-to-noise ratio is nowhere near the values
obtained with standard rotating coil sensors.

Nevertheless, and to our knowledge for the first time, it
is possible to extract the transversal field components (and
only those) from measurements in the coil-end regions. A
reasonable approach will therefore be to validate the design
and construction of accelerator magnets using such sensors
and to gauge the numerical (FEM, BEM) models for the use
in beam-tracking studies. These can then be performed using
simulated field distributions that are sufficiently smooth to
extract higher-order pseudo-multipoles.

With the presented methodology and hardware it will also
be possible to better characterize fast-ramping magnets and
magnets with strong hysteresis effects, where 10~ predictive
models do not exist.
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Abstract

In the scope of the Physics Beyond Colliders study at
CERN a future operation of the NA62 experiment in beam
dump mode is discussed, enabling the search for dark sec-
tor particles, e.g. heavy neutral leptons, dark photons and
axions. For this purpose, the 400 GeV/c¢ primary proton
beam, extracted from the SPS, will be dumped on a massive
dump collimator located in the front end of the K12 beam
line. Muons originating from interactions and decays form a
potential background for this kind of experiment. To reduce
this background, magnetic sweeping within the beam line
is employed. In this contribution, the muon production and
transport has been investigated with the simulation frame-
work G4beamline. The high computational expense of the
muon production has been reduced by implementing sam-
pling methods and parametrizations to estimate the amount
of high-energy muons and efficiently study optimizations of
the magnetic field configuration. These methods have been
benchmarked with measured data, showing a good quali-
tative agreement. Finally, first studies to reduce the muon
background by adapting the magnetic field configuration are
presented, promising a potential background reduction by a
factor four.

INTRODUCTION

The North Area at the Super Proton Synchrotron (SPS)
at CERN has a long history of fixed target experiments and
R&D studies. Extracted from the SPS, a 400 GeV /¢ proton
beam is directed via transfer lines to two experimental halls
(EHNT1, EHN2) and an underground cavern (ECN3) located
at the CERN Prévessin site. In ECN3, a high-intensity sec-
ondary hadron beam, that has been created at a beryllium
target, is transported via the K12 beam line towards the
NAG62 experiment [1]. This experiment aims to measure the
branching ratio of the very rare decay K* — n*vv. First
results of this operation have been presented recently [2].
Besides the main measurement program, a future proposal
for NA62 suggests the search for dark sector particles such as
heavy neutral leptons, dark photons and axions in “dedicated
dump runs” [3]. For this purpose, the beryllium target will
be removed and the primary proton beam will be dumped
on a 3.2 m long massive dump collimator (TAX) in order to
create the hypothetical dark sector particles. The decay of
these particles into Standard Model particles, e.g. muons in

* marcel.rosenthal @cern.ch
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the final state, might be observable by the NA62 experiment.
The implementation of this proposal is studied by the the
Conventional Beams Working Group (CBWG) within the
Physics Beyond Colliders (PBC) framework. Muons directly
produced in the primary interactions within the TAX pose an
crucial background for this kind of experiment, e.g. through
random spatiotemporal track combinations of muons and an-
timuons. Studies to understand the trajectories of this muon
background are essential to further optimize the magnetic
sweeping of the K12 beam line, when operated in beam
dump mode. To investigate and reduce this muon back-
ground, the optimisation of the magnetic sweeping along the
K12 beam line is performed. Monte Carlo studies based on
the program G4beamline [4] have been combined with ana-
lytical parametrisations of the muon distributions to reduce
the computational demands. In this contribution, bench-
marking results with recorded data as well as first results
from the optimization studies are shown.

THE K12 BEAM LINE MODEL

The simulation of production and transport of the muon
background is computationally highly expensive and re-
quires the precise knowledge of the magnetic field maps
in the entire K12 beam line. A G4beamline model, includ-
ing a simplified model of the NA62 experiment, has been
developed to investigate the particle production, transport
and decay of the particles in the beam line. It is illustrated in
Fig. 1. The 400 GeV /¢ protons with a nominal intensity of
3 x 10'2 protons per burst impinge on a 400 mm-long beryl-
lium target (T10), which corresponds to about one nuclear

Figure 1: The G4Beamline model of the K12 beam line and
NAG2 experiment.
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Be-target

B B
400 GeV/c protons

Figure 2: Model of the T10 target region (up) and TAX
'3 (down). The 400 GeV /c proton beam enters from the left
in the upper figure. The green volume illustrates an air
= volume, in which an upstream monitor, the T10 target and
E two collimators are located. The TAX consists of 2 copper
« and 2+4 iron blocks with bores for the beam passage.
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° interaction length. The target is followed by a set of collima-
O tors and a small-aperture, radiation-hard quadrupole triplet
2 defining the maximum acceptance of the secondary beam,
: mostly consisting of pions, protons and kaons. To maximize
> Y the number of signal events in the fiducial decay volume of
<C the NA62 experiment, the beam line optics is tuned for a
% transfer of positively charged particles with a momentum
é of 75 GeV/c [5]. Behind the quadrupole triplet, a momen-
© tum selection is performed, mainly by a 3.2 m long massive
Z dump collimator (TAX) centered in a four bend achromat.
g The model of the target region and the TAX are shown in
o Flg 2. The first pair of bends of the achromat induces a ver-

< tical deflection to the charged particle beam, which amounts
M to —110 mm for the 75 GeV/c-beam fraction, allowing it
8 to pass the 1-cm diameter bores in the TAX and being re-
£ turned to the central axis by the second pair of bends. Other
8 momentum slices, especially the non-interacting primary
é 400 GeV /¢ protons, are dumped on the TAX with different
f vertical offsets, i.e. —20.625 mm for the primary protons.
S Muons mainly created in pion and kaon decays upstream
-“.2 of the TAX are not stopped and form a halo around the se-
z lected hadron beam. Various magnetic elements, i.e. muon
% sweeping dipole magnets with a field-free region for the
2 hadron beam passage and scraping magnets with a toroidal
2 field around the axis are employed to reduce this halo before
E the beam enters the decay volume of the NA62 experiment
S at about 102 m downstream the production target. The de-
.« tailed study of muon halo requires the simulation of the
= magnetic fields within the magnet apertures but also in the
£ iron yokes in the entire beam line. For the current version
= of the model these field distributions have been extracted
% from existing measurements and simulations previously im-
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plemented in the simulation tool HALO [6]. Within the
experiment, several detector components are employed to
identify the particles leaving the decay volume, i.e. four
straw spectrometer stations for track reconstruction and mo-
mentum identification, two charged particle hodoscopes and
a muon veto system at the end of the line. A more detailed
description of the beam line and the various sub-detectors
can be found in Ref. [1].

Nominal Configuration

The current implementation of geometry has been vali-
dated with a simulation based on nominal beam optics for the
current NA62 operation. Figure 3 illustrates the distribution
of the pion momentum in front of the decay volume. Itis cen-
tered around 75 GeV /¢ with a momentum spread of 1.15 %.
The latter can be further adjusted by additional momentum-
selection collimators within the beam line. Similar shapes
are observed for kaons and protons. The corresponding par-
ticle rates (Table 1) obtained with the FTFP_BERT physics
list of Geant4 were compared to the reference values esti-
mated in Ref. [1] using the HALO software together with
the Atherton formula for particle production [7]. Both es-
timates yield pion and kaon rates in very good agreement
within a few percent, while a slightly enhanced proton rate
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Figure 3: Simulated pion momentum distribution at z =
102 m for 108 protons on target. The nominal beam is cen-
tered around 75 GeV /¢ with a momentum spread of 1.15%.

Table 1: Fluxes at 102 m After Target per 1.1 x 10'? Incident
Protons per Second

Particle Reference [1] (MHz) G4beamline (MHz)

Pions 525 547
Protons 173 308
Kaons 45 45
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is observed in the Geant4 based simulation with respect to
the reference estimate.

Beam Dump Configuration

In dedicated beam dump configuration, the beryllium tar-
get is removed from the beam line to reduce the muon halo
background originating from the production and decay of
pions and kaons upstream of the TAX. The residual material
budget in the target region is reduced to about 1% com-
pared to the nominal setup including the beryllium target [8].
The remaining material is modeled by the vacuum windows,
beam instrumentation elements and the surrounding air in
the target region, as shown in Fig. 2. After passing this re-
gion, the primary proton beam passes the quadrupole triplet
and is dumped directly on the TAX. The two independently
moveable parts of the TAX (TAX1+TAX2) are vertically
displaced with respect to each other to prevent the passage
for any particle coming from the upstream direction of the
beam line. The muon background investigated in this study
is composed from the contributions of upstream decays and
the production within the TAX.

MUON SIMULATION ALGORITHMS

The simulated muon spectrum and spatial distribution
obtained directly after the TAX is depicted in Fig. 4. It
shows the concentration around the proton impact point, that
is vertically shifted due to the first two bends of the first
achromat. The radial symmetry is slightly broken due to the
existing tungsten inserts around the bores, which are located
above and below the proton impact point. Furthermore, a
rate decrease with increasing momentum of several orders
of magnitude is observable, drastically limiting the statistics
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Figure 4: Simulated muon spatial distribution and spectrum
after the TAX obtained for 10° incident protons.
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for high-energy muons. Since the dump simulation of the
400 GeV /¢ protons is computationally highly expensive (cur-
rently ~10 protons per second for an illustrated sample of
10° incident protons), an increase of the number of incident
protons for the study of multiple magnetic configurations is
not reasonable. Instead, two methods based on the recorded
particle information directly after the TAX have been em-
ployed to reduce the computational effort and increase the
statistics for higher momenta.

Method 1: Sampling

In the first method, the recorded particles behind the
TAX are binned according to position, momentum and type.
From the number of particles in each multi-dimensional bin
a probability distribution is deduced to generate new and
individually-sized samples representing the particle distri-
bution after the TAX. These samples are employed to study
the particle transport starting after the TAX removing the
computationally expensive simulations of the interacting
protons in the TAX. The limiting factor of this method is
the underlying particle sample. Due to the low statistics for
higher momenta as shown in Fig. 4, the calculated proba-
bility distribution is not representing the full phase-space
for these particles. Thus, certain momenta appear only at
similar locations or are entirely missing.

Method 2: Parametrization

A second method has been implemented in order to re-
duce the variance for higher momenta. For that purpose, the
muons and antimuons created in and recorded directly after
the TAX are first sorted in bins of different longitudinal mo-
menta. The horizontal and vertical phase space of each bin
can be parametrized by a two dimensional Gaussian distribu-
tions in each bin, respectively. This is shown exemplary in
Fig. 5 for a longitudinal momentum of p, = 25 GeV/c and
the horizontal phase space. The evolution of the parameters
describing the Gaussian distributions can be illustrated with
respect to the longitudinal momentum, as depicted exem-
plary for the horizontal width of the antimuon distribution in
Fig. 5. This evolution is further parametrized by analytical
functions up to a longitudinal momentum of 80 GeV /¢ and
extrapolated for momenta up to 350 GeV/c¢ to estimate the
high-momenta muon distribution, where the statistics of the
underlying sample is limited. To additionally increase the
statistics of the high-momenta muons, the new samples are
created uniformly distributed in momentum, but a weighting
factor representing the probability of appearance is assigned.
This allows for a re-normalization of the simulated muons
recorded in the NA62 detectors, after the tracking through
the K12 beam line elements downstream of the TAX is per-
formed. Bases on this method, samples representing the
major contributions of the muon background are created.

Comparison

To validate the algorithms, the generated samples have
been compared with each other. Figure 6 depicts the mo-
mentum spectrum and vertical distribution of antimuons
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and D

irectly after the TAX obtained with both methods and with
similar number of particles in the samples. The momentum
spectrum is very well represented in both methods, but for
2 the second method the variations at higher momenta could
+ be drastically reduced. Simultaneously, also the vertical dis-
$ tribution, the core below 200 mm is in very good agreement
;‘5’ between both methods, while larger relative differences are
only observable at bigger distances. A similar effect is ob-
servable in the horizontal distribution. Overall, a satisfactory
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Figure 5: Parametrization of the transversal width o, for
different longitudinal momenta p_.
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agreement between both methods could be shown. Due to
the reduced computational expenses and a better representa-
tion of the high-momenta muons, the second method is used
in the muon background studies described in the following.

COMPARISON TO MEASURED RATES

Based on the previously described method, a comparison
to measured data from the NA62 experiment has been per-
formed. For this purpose, recorded data taken in short runs
in beam dump mode has been used. The trigger selection
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Figure 7: Comparison of measured (up) and simulated distri-
butions (down) of positively charged muons in beam dump
configuration reconstructed at 180 m, close to the first straw
chamber of NA62. The color scale represents the number of
tracks per 10° incident protons and bin. The measured data
is downscaled by a factor five.
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required at least one hit in the charged particle hodoscope
(CHOD) of NA62. The charged particle tracks were recon-
structed using the information of the straw detector cham-
bers, yielding the momentum, the charge, and the position
at the first straw chamber. These information were used to
compare the spatial distributions and spectra of positive and
negative tracks between recorded data and simulation. Since
the simulation currently focuses on the study of muons, a
time-associated hit in the muon veto detector MUV3 was
requested for the reconstructed tracks. Figure 7 depicts the
radius 7 = 4/x2 + y2 and momentum of the positive charged
tracks obtained in measurement and simulation at 180 m,
close the first straw chamber of NA62. Both distributions
feature two accumulations in similar regions. In separate
studies of the muon distribution originating in upstream de-
cays, the accumulation at about 75 GeV /¢ and a radius of
250 mm could be associated to the muon production before
the TAX, while the large accumulation at lower momenta
and larger radii at about 800 mm originates from processes
occuring within the TAX. The good qualitative agreement
validates the implementation of the magnetic configuration
in the G4beamline model. Quantitatively, the calculated
muon rates in the data sample are a factor five larger than
observed in the present simulation, showing an enhanced
contribution from muons originating from the TAX region
in the recorded data. This excess is investigated in present
studies.

FIRST RESULTS OF OPTIMIZATION
STUDIES

To further reduce the muon background in beam dump
operation, optimization studies of the magnetic layout of
the beam line have been performed. For this purpose, the
muon distribution at the MUV3 detector at the end of the
NAG62 experiment z ~ 247 m has been investigated. The
simulated muon momentum spectrum at the MUV 3 detec-
tor plane using this configuration is illustrated in Fig. 8. A
similar spectrum for muons and antimuons is observed in
the present nominal beam dump configuration. The extrapo-
lation boundary for higher momenta leads to the hard cut at
350 GeV/c. Figure 9 depicts the spatial distribution on the
MUV3 detector plane in initial configuration.

The entire sensitive region of the MUV3 detector is pop-
ulated by muons. The accumulation in the vicinity of the
beam pipe is dominated by a contribution of muons with a
slightly lower momentum than 75 GeV/c. This is related to
the beam optics optimization for 75 GeV /¢ in the nominal
configuration, leading to a favored transport of positively
charged muons in this momentum region. Energy losses
slightly reduce the final momentum by a few GeV/c.

First studies aim for a reduction of the muon background
at the MUV3 plane applying only a minimal amount of
changes to the existing beam line. To eliminate the 75 GeV/c-
component observed from the muons in upstream decays,
the first quadrupole triplet is optimized for the transport of
the 400 GeV /¢ protons and the quadrupoles downstream of
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Figure 8: Simulated momentum spectrum of muons (red)
and antimuons (green) at the MUV3 detector for the initial
configuration in beam dump mode. The rate is normalized
to 1.1 x 10'2 protons per eff. second. A cutoff at 350 GeV/c
is applied.
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Figure 9: Simulated muon spatial distribution at the MUV3
detector for the initial configuration in beam dump mode.
The color scale represents the number of hits per 10° incident
protons and bin.

the TAX are turned off. Additionally, a deflection close to
the production location in the TAX is preferable to further
improve the muon sweeping. For that purpose, the mag-
netic setup of the first achromat surrounding the TAX is
investigated. The first two bending magnets are turned off,
letting the proton beam impinge centrally on the TAX. The
magnetic field of the second two dipoles is scanned to study
the influence on the remaining muon rate with respect to
the initial nominal configuration in beam dump mode. The
results are shown in Fig. 10. The highest rate is observed for
disabled sweeping within the first achromat. In this case, the
muon flux is increased by a factor five. Operating the mag-
nets with same strengths but opposite sign shows a general
enhancement of the muon rates, since the angular deflec-
tion of the consecutive magnets cancels each other. For
same sign, the muon rates are reduced by increasing the
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Figure 10: Remaining muon rate with respect to the initial
configuration in beam dump mode. The two bending mag-
nets after the TAX (B1B,B1C) have been scanned in steps
of 1T field strength in the center of the gap.

field strengths up to a certain point. At this point, the deflec-
tion for low momenta muons in the first bend is sufficiently
strong to let them reach the iron yokes of the second bend.
Thus, the return field of the second bend deflects them back
towards the sensitive part of the muon veto detector. This
-z significantly enhances the rate due to the large amount of
“s low-momenta muons. For maximum field of the the first
S magnet at —1.82 T, an optimum for the second magnet is
§ found at about —0.3 T. The spatial distribution for this par-
‘E ticular setting is depicted in Fig. 11.
The accumulation close to the beam pipe disappeared due
= to the change of the magnetic configuration. The observable
& horizontal deflection arises from the three muon sweepers
§ with vertical magnetic field, while the left-right asymmetry
© is related to the optimized sweeping of positive muons in the
:.3/ nominal setup using a muon scraper with toroidal field that
§ is located downstream in the K12 beam line. Overall, the
total simulated muon flux is reduced by a factor four in this
setting compared to the nominal dump configuration. Taking
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only muons above a threshold of 15 GeV/c into account, the
reduction can be further maximized by operating the two last
bending magnets of the first achromat at their maximum field
of —1.82T. In this configuration the simulated muon rate
above 15 GeV/c is reduced by a factor 20, but the rate of low-
momenta muons is enhanced simultaneously, as explained
above.

CONCLUSION & OUTLOOK

The study of the muon background in beam dump op-
eration of the NA62 experiment required the development
of a new model of the K12 beam line that transports the
beam to this experiment. Using the available magnetic field
maps, this model has been implemented in the G4beamline
software framework, which allows for investigation of the
production, transport and decay of particles. The produc-
tion of the initial muon population created by the dumped
400 GeV /¢ proton beam is strongly suppressed and hence
requires a substantial amount of computational power. Con-
sequently, methods reducing the computational time by es-
timates of the distribution at higher momenta have been
successfully implemented. Benchmarking of the simulated
muon background distribution with already measured data
showed a promising qualitative agreement. A further reduc-
tion by a factor four could be achieved by small changes to
the beam line, mainly by the optimization of the first two
bending magnets behind the TAX. These results will be fur-
ther used to quantify the benefit of bigger upgrades of the
K12 beam line for an operation of the NA62 experiment in
beam dump configuration.
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Abstract

The 2015 Nuclear Science Advisory Committee Long
Rang Plan identified the need for an electron-ion collider
(EIC) facility as a gluon microscope with capabilities be-
yond those of any existing accelerator complex. To reach the
required high energy, high luminosity, and high polarization,
the eRHIC design, based on the existing heavy ion and polar-
ized proton collider RHIC, adopts a very small S-function
at the interaction points, a high collision repetition rate, and
a novel hadron cooling scheme. A full crossing angle of 22
mrad and crab cavities for both electron and proton rings
are required. In this article, we will present the high priority
R&D items related to the beam-beam interaction studies for
the current eRHIC design, the simulation challenges, and
our plans and methods to address them.

INTRODUCTION

The key EIC machine parameters identified in the 2015
Long Range Plan [1] are: 1) polarized (70%) electrons,
protons, and light nuclei, 2) ion beams from deuterons to the
heaviest stable nuclei, 3) variable center of mass energies
~20-100 GeV, upgradable to ~140 GeV, 4) high collision
luminosity ~1033-10%* cm™%sec™!, and possibly have more
than one interaction region. To reach such a high luminosity,
both designs of eRHIC at Brookhaven National Laboratory
(BNL) and JLEIC at Thomas Jefferson National Accelerator
Facility (JLab) aimed to increasing the bunch intensities,
reducing the beam sizes at the interaction points (IPs), and
increasing the collision frequency, while keeping achievable
maximum beam-beam parameters for involved beams [2, 3].

The relative priorities of R&D activities for a next gener-
ation EIC were published in the 2016 NP Community EIC
Accelerator R&D panel report [4]. The panel evaluated the
R&D items needed for each of the current EIC design con-
cepts under considerations by the community. Beam-beam
interaction have been identified as one of the most impor-
tant challenges needed to be addressed to reduce the overall
design risk.

We join the expertise from BNL, JLAB, Lawrence Berke-
ley National Laboratory (LBNL), and Michigan State Uni-
versity (MSU) to address 4 challenging items related to the
EIC beam-beam interaction in the two EIC ring-ring designs,
namely, 1) beam dynamics study and numerical simulation
of crabbed collision with crab cavities, 2) quantitative un-
derstanding of the damping decrement to the beam-beam
performance, 3) impacts on protons with electron bunch

* Work supported by Brookhaven Science Associates, LLC under Contract
No. DE-AC02-98CH10886 with the U.S. Department of Energy.
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swap-out in eRHIC ring-ring design, and 4) impacts on
beam dynamics with gear-changing beam-beam interaction
in JLEIC design.

To address the above critical items related to EIC beam-
beam interaction, we propose new beam-beam simulation
algorithms and methods to the existing strong-strong beam-
beam simulation codes, together with a deep physics under-
standing of the involved beam dynamics. At the completion
of this proposal, we should have a clear understanding of the
beam-beam interaction in the next generation EIC designs
and be able to provide robust counter-measures to possi-
ble beam-beam interaction related beam lifetime reduction,
beam emittance growth, beam instabilities, and luminosity
degradation. This work would significantly mitigate the
technical risks associated with the EIC accelerator designs.

In this article, we will only focus on the simulation chal-
lenges related to the eRHIC beam-beam study, or the first
three R&D items listed above. They are the common chal-
lenges to the eRHIC and JLEIC designs. JLEIC design also
have another challenge: impacts on beam dynamics with
gear-changing beam-beam interaction, which will not be
discussed here.

eRHIC DESIGN PARAMETERS

For the present eRHIC design, the maximum beam-beam
parameters for the electron and proton beams are &, = 0.1
and &, = 0.015, respectively. The choice of the beam-beam
parameter of & = 0.1 for the electron beam is based on the
successful operational experience of KEKB, where it was
achieved with a transverse radiation damping time of 4000
turns. The choice of the beam-beam parameter for the proton
ring is based on the successful operational experience of
RHIC polarized proton runs, where a beam-beam parameter
of &, = 0.015 was routinely achieved.

To avoid long-range collisions, a crossing-angle collision
scheme is adopted. For the present design, the proton and
electron beams collide with a total horizontal crossing angle
of 22 mrad. Such a crossing angle scheme is also required
by the experiment to avoid separator dipoles in or near the
detector, thus minimizing the background in the interaction
region (IR). To compensate the luminosity loss by the cross-
ing angle collision, crab cavities are to be used to tilt the
proton and electron bunches such that they collide head-on
at the IP. Table 1 shows key beam-beam interaction related
parameters of the current eRHIC design. Without cooling,

the design luminosity is 4.4 x 1033 cm™2s~!. With cooling
in the proton ring, it is 1.05 x 10**cm=2s7!.
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[a)
% Table 1: Machine and Beam Parameters for eRHIC Design
Parameter Unit Protonring Electron ring
Circumference m 3833.8451
Energy GeV 275 10
Bunch Intensity 10'! 1.05 3.0
Working point - (29.31, 30.305) (51.08, 48.06)
synchro. tune - 0.01 0.069
By cm (90,5.9) (63, 10.4)
rms emittance nm (13.9,8.5) (20,4.9)
Bunch length  cm 7 1.9
Energy spread 1074 6.6 5.5
Crossing angle mrad 22

To compensate the geometric luminosity loss due to the
crossing angle, crab cavities are to be installed to tilt the
proton and electron bunches by 11 mrad in the x — z plane
at IPs so that the two beams collide head-on. The crab
cavities provide a horizontal deflecting force to the particles
in a bunch. Ideally, the deflecting electric field should be
g proportional to the longitudinal position of particles. For
+ the local crabbing scheme, the horizontal betatron phase
advances between the crab cavities and IP are 7/2. The
voltage of the crab cavity is

ust maintain attribution to the author(s), title of the work, publisher.
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Here c is the speed of light, Ej is the particle energy in eV,
JrF is the crab cavity frequency, and 6. is the full crossing
angle. B3 and .. are the horizontal  functions at the IP
and the crab cavity, respectively.

A higher frequency of crab cavities requires a lower crab

cavity voltage. However, due to the sineous wave shape of
the crab cavity voltage, particles in the bunch tail may not be
& perfectly crabbed. In the folllowing, we assume 338 MHz
S for the crab cavities in both proton and electron rings. The
; final choice of the crab cavity frequency is not made yet.
M With crabbed collision between the electron and proton
O bunches, we focus on the emittance growth and luminosity
2 degradation. For this purpose, we combine strong-strong and
E weak-strong beam-beam simulation methods. The strong-
£ strong beam-beam simulation is used to reveal any possible
‘E coherent beam-beam instability in a few electron damping pe-
§ riods. If there is no clear coherent beam-beam motion from
-ﬁ; the strong-strong beam-beam simulation, then a weak-strong
= beam-beam simulation is to be used to evaluate the long-
'g’ term stability of the protons. In the weak-strong simulation,
2 the equilibrium electron beam sizes from the strong-strong
z simulation are used.
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SIMULATION CHALLENGES

Dynamics Study and Numerical Simulation of
€ Crabbing Collision with Crab Cavities

For collision with a crossing angle and crab cavities, when
the bunch length is comparable with the wavelength of the
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crab cavity, the sinusoidal form of the crab-cavity voltage
may lead to the transverse deviation of particles at the head
and tail as the function of the longitudinal position of the
particles. As an example, Figure 1 shows the proton and
electron bunch profiles in the x — z plane in the head-on
collision frame.
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Figure 1: Electron and proton bunch profiles in the head-on
frame.

In 2017, supported by the NP proposal award (PI: Yue Hao
and Ji Qiang), a special synchro-betatron resonance, which
coupled through beam-beam interaction, was found due to
the imperfect crab kick, using a strong-strong beam-beam
simualtion code [5]. The resonance raises from the beam-
beam induced coupling between the transverse motion of
the electron beam and the synchrotron motion of the proton
beam, and causes luminosity reduction of ~1% per second
from the simulation, which depends on the frequency of the
crab cavity and the proton synchrotron tunes as shown in
Figure 2.
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Figure 2: Luminosity degradation as function of proton
synchrotron tune.

As we know, numerical noise in the self-consistent strong-
strong beam-beam simulation can cause artificial emit-
tance growth and may block the true physics driven emit-
tance growth. Currently, the computational method used
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in those simulations is based on a particle-in-cell method
with Green’s function to calculate the beam-beam force self-
consistently.

To verify the small emittance growth observed from the
strong-strong simulations, the most challenging task is to
separate the beam degradation due to the nonlinear reso-
nance from the artificial emittance growth induced by the
numerical noise in the strong-strong beam-beam simulation
code. The numerical noise reduction is an essential step for
the further understanding of the EIC crab crossing scheme.

At present, the only crab crossing scheme is accomplished
by KEKB [6]. The beam-beam induced synchro-betatron
resonance can be suppressed by the synchrotron radiation
damping of both colliding beams. The situation is quite
different in an EIC, since the ion beam does not have fast
damping. Therefore, to achieve a more reliable prediction, it
is desired to develop special codes and/or simulation meth-
ods, which exclude or largely reduce the artificial numerical
noise in the beam-beam simulation.

Quantitative Understanding of the Damping
Decrement to the Beam-beam Performance

To reach the beam-beam parameter 0.1 for the electron
rings of eRHIC and JLEIC, based on the experience at
KEKB, it requires a radiation damping decrement of 1/4000,
or a radiation damping time of 4000 turns, in the transverse
plane. To achieve the same radiation damping decrement
at the low electron beam energies, super-bends are being
considered for the electron ring lattice design in eRHIC. The
purpose of these complicated three-segment super-bends is
to be able to radiate additional synchrotron radiation energy
at low electron energies to increase the radiation damping
rate.

Since the connection between the damping decrement
and the achievable beam-beam parameter is empirical, we
carried out beam-beam simulations to study the beam-beam
performance with different radiation damping decrements
with strong-strong beam-beam simulation codes [7]. Fig-
ure 3 shows the evolution of the horizontal beam size of the
electron beam with different radiation damping times.
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Figure 3: Equilibrium electron horizontal beam size as a
fucntion of the radiation damping time.
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In these simulation studies, we did not observe coher-
ent beam-beam motion with the different damping times as
shown in Fig. 3. Simulation results show that with a longer
damping time, it takes a longer time to reach the electron
equilibrium beam size. However, there are not significant
differences in equilibrium beam sizes and luminosities even
when the radiation damping time is up to 12,000 turns, or 3
times the design value.

Lepton beams can tolerate beam-beam tune shift parame-
ters ~0.1 that are about ten times larger than corresponding
values for collisions between hadron beams. The common
understanding of these facts is the presence of radiation
damping in lepton beams and the absence of damping in
the hadron beam. It is of great importance for EIC running
with low electron energies. Therefore, further investigations
with dedicated simulation methodology and computer codes
are required to study the effects of damping decrement to
the beam-beam performance, and establish the connections
between the damping decrement and the maximum beam-
beam parameter at various collision energies for the current
EIC ring-ring designs.

Impacts on Protons with Electron Bunch Swap-out
in eRHIC Ring-ring Design

In the current eRHIC ring-ring design, a rapid cycling
synchrotron (RCS) is chosen as the baseline injector to the
main electron storage ring. The RCS will be accommodated
in the existing RHIC tunnel. It will be capable of accelerating
the electron beam from a few hundred MeV up to 18 GeV and
maintaining the electron polarization during acceleration.

The required electron bunch intensity of up to 50 nC in
the eRHIC electron storage ring exceeds the capabilities of
the electron gun, and such a high bunch intensity would
also lead to instabilities at an injection energy in the RCS.
These limitations necessitate accumulation of electrons in
the electron storage ring.

To minimize detector background during the injection
process, an accumulation in the longitudinal phase space is
being proposed. After one electron bunch in the electron
storage ring is kicked off, it will be replace with 5 electron
bunches from the RCS. The bunch intensity from the RCS
is about 10 nC. The time interval between the injected RCS
bunches is 1 second, or 7800 turns. To maintain high electron
polarization in the electron storage ring, we will replace one
electron bunch in 1 second and replace all electron bunches
in 5 minutes.

With zero dispersion throughout the detector and the up-
stream beamline, the newly injected bunches travel on the
same closed orbit in the region as the stored beam. However,
the beam-beam effect of the injected electron bunches from
the RCS on the stored proton beam needs to be studied. The
beam-beam parameter for the corresponding proton bunch
changes during the electron bunch replacement.

A weak-strong study simulation code was developed to
study the proton bunch emittance blow-up during the elec-
tron bunch replacement [8]. In the code, the proton bunch
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is represented by macro-particles and the electron bunches
are represented by rigid charge distribution. The 4-d beam-
beam kick is used. The effect of radiation damping is simply
included by adjusting the position and the energy deviation
of the rigid electron bunches.

Figure 4 shows the calculated horizontal and vertical emit-
tance evolution over the course of 100 electron bunch re-
placements from the above weak-strong code. Since each
bunch is replaced every 5 minutes, the time for 100 bunch
replacements is about 9 hours. From the plot, the emittance
growth from the beam-beam interaction during the electron
bunch replacement is less than 4%/hour.

24 T T T T
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emittance [nm]
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Figure 4: The simulated emittance evolution of the proton
bunch during 100 electron bunch replacement.

The above 4-d weak-strong simulation to study the elec-
% > tron bunch replacement in the eRHIC ring-ring design is
& not self-consistent. The injected electron bunch may not
© have a 4-d Gaussian charge distribution. During the period
g ¢ of the electron bunch passing through the proton bunch, its
o beam size can be altered by the beam-beam force too. And
O the electron bunch does not always collide with the proton
>q bunch at IP. A self-consistent 6-d strong-strong beam-beam
2 simulation code is needed to study the beam-beam effects
O during the electron bunch replacement.
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PROPOSED RESEARCH AND METHODS

Both strong-strong and weak-strong beam-beam simula-
tion codes are to be used to address the above simualtion
challenges in the eRHIC beam-beam studies. We choose
g Dr. Qiang’s code BeamBeam3D [9] for the strong-strong
E beam-beam simulations, and Dr. Luo’s code SimTrack [10]
= for the weak-strong beam-beam simulations. To meet the
"2 needs for the required EIC beam-beam simulations, we will

£ make several modifications to these existing codes.

der the terms of the

ork

s Beam Dynamics Study and Numerical Simulation
£ of Crabbed Collision With Crab Cavities

In the most of existing beam-beam strong-strong beam-
beam simulation codes, the particle-in-cell and Green’s func-
tion methods are used to solve the 2-dimensional Possion
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equation to obtain the electro-magnetic fields from one slice
of one bunch. To reduce the numerical noises in the strong-
strong beam-beam simulations, we propose to use a spectral
method that uses a finite number of global basis functions to
approximate the charge density distribution. Such a spectral
method helps smooth the numerical noise associated with
a finite small number of macro-particles (in comparison to
the real number of particles in a bunch) and mitigate the
numerical noise driven emittance growth.

Figure 5 compares the emittance growth evolution by
using the standard Green’s function method and the spectral
method in a single slice beam-beam force model [11]. It is
seen that the spectral method yields much less numerical
noise driven emittance growth than Green’s function method.
This example shown here is the nominal LHC parameters
without crossing angle and with a single interaction point.
For those parameters, it is expected that there should be little
emittance growth under the stable operational condition. In
our plan, we would like to extend the above spectral method
to multi-slice beam-beam interaction model. We also plan
to implement this method on the massive parallel computers
using a hybrid parallel programming model.
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Figure 5: Comparison of calculated emittance growth with
Green’s fucntion and spectral method.

With the new code development, we will try to find the
scaling behavior of the luminosity degradation due to the
sychro-betatron resonance as function of the beam-beam pa-
rameters of both beams, as well as the crab cavity frequency
and the crossing angle. we also will evaluate if the non-zero
dispersion function or the non-7/2 phase advance at the lo-
cation of crab cavities will lead to beam quality degradation.
The effects of the noises in the voltage and phase of crab
cavities will be evaluated too.

Quantitative Understanding of the Damping
Decrement to the Beam-beam Performance

To fully understand the effects of synchrotron damp-
ing time on the beam-beam performance, the lattice non-
linearity should be included into the strong-strong beam-
beam simulation. The equilibrium emittances are decided

D-1 Beam Dynamics Simulations
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by the ratio of the radiation damping and the nonlinear lattice
caused diffusion. Both the beam-beam and the lattice nonlin-
earities generate diffusion. The beam-beam force decreases
like 1/r while the nonlinear magnetic force increases like
polynomials with the particle amplitude. The simulation
shows that without the lattice nonlinearities, the diffusion
solely due to beam-beam interaction is weak.

For most of the existing strong-strong beam-beam simu-
lation codes, the ring is simply represented by a 6 X 6 linear
matrix to save the computing time involved in the beam-
beam interaction calculation. However, from single particle
element-by-element weak-strong beam-beam simulations,
we learned that the interplay between the beam-beam inter-
action and the lattice non-linearities plays a crucial role to
the dynamic aperture.

To include the lattice non-linearities without time-
consuming element-by-element particle tracking in the
strong-strong beam-beam simulation code, we propose the
following methods: 1) Replace the linear ring map by a
nonlinear map to up to a certain order. The nonlinear map
should be symplectic in order to avoid artificial diffusion. To
shorten the tracking time, a low order map, for example up to
the 5th order, is planned during the first test. A higher order
map can be implemented later as necessary. 2) Implement
high order nonlinear field errors in the interaction region.
According to the RHIC experiences, these high order field
errors play an important role in the dynamic aperture reduc-
tion. 3) In the longitudinal plane, we plan to use the real RF
cavities instead of linear synchrotron oscillation.

With the proposed lattice nonlinear in the strong-strong
beam simualtion codes, we will be able to study the effects
of the damping decrement to the beam-beam performance.
We will establish the connection between the damping decre-
ment and the maximum beam-beam parameter for eRHIC.

Impacts on Protons with Electron bunch Swap-out
in eRHIC Ring-ring Design

Instead of early 4-d weak-strong simulation method, we
propose to use the self-consistent 6-d strong-strong beam-
beam code BeamBeam3D to simulate the electron bunch re-
placement in the eRHIC ring-ring design. To be suitable for
this study, some modifications to BeamBeam3D are needed.

In the eRHIC ring-ring design, one electron bunch in
the storage ring will be knocked out every 5 mins. 5 RCS
bunches with a smaller bunch charge will be injected in the
same bucket in the longitudinal phase space. The interval
between these 5 injections is 1 second. In the code, we will
first simulate the interaction between an electron bunch and
a proton bunch up to several electron damping times to reach
the equilibrium. After the 5 RCS bunches are injected, we
also need to continue to track the beam-beam interaction
between the newly injected electron bunch and the proton
bunches up to a few damping times.

With these code modifications, we will evaluate the emit-
tance growth during the electron bunch replacement. We
will record the proton bunch emittance’s change during the
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electron bunch kick-off, each RCS bunch injection, and the
final equilibrium. The emittance blow-up will be compared
with the analytical estimate based upon a linear beam-beam
force assumption and that from the previous weak-strong
beam-beam simulation. We also will study the effects of
any errors or noises during the electron bunch replacement,
for example, the injection jitters, the fluctuation in the RCS
bunch intensities, and so on.

SUMMARY

In this article, we have presented the high priority R&D
items related to the beam-beam interaction for the current
eRHIC design. To mitigate the technical risks associated
with the EIC accelerator designs, we joined beam-beam
simualtion expertises from 3 labroatories and 1 university.
We outlined the new beam-beam simulation algorithms and
methods to the existing strong-strong beam-beam simula-
tion codes. At the completion of this proposal, we should
have a clear understanding of the beam-beam interaction
in the next generation EIC designs and be able to provide
robust counter-measures to possible beam-beam interaction
related beam lifetime reduction, beam emittance growth,
beam instabilities, and luminosity degradation.
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Abstract

At the Belgian company Ion Beam Applications (IBA),
- several in-house developed computational tools are used to
E simulate beam dynamics from a range of proton and elec-
5 tron accelerators. The main beam dynamics simulation tool
E is the “Advanced Orbit Code” (AOC), which integrates the
< equations of motion in any 2D or 3D magnetic field map
5 w1th superimposed time variable or fixed electric fields.
-2 CLORIBA is the in-house closed orbit code for cyclotrons,
=

-2 which provides the tunes and isochronicity conditions for
% the isochronous cyclotrons. A tool developed especially for
£ the super conducting synchro-cyclotron (S2C2) is the
: phase space motion code, which tracks energy, RF phase
E and orbit centre coordinates in the synchro-cyclotron. The
2 calculation tools are described briefly and some examples
& are given of their applicability on the IBA accelerators.

INTRODUCTION

The computational tools at IBA are oriented towards
three main categories of accelerators. The first types are
isochronous cyclotrons, which operate at a fixed RF fre-
quency. The three most common isochronous cyclotrons
z are the 18 MeV proton cyclotron called the Cyclone®
' KIUBE, used for production of radioactive F-18 [1], the 70
<C MeV proton cyclotron called the Cyclone® 70, mainly
& used for production of radiopharmaceuticals other than F-
§ 18 (for ex. Sr-82) and the 230 MeV proton cyclotron the
© Cyclone® 230. The latter is used in proton therapy sys-
g tems. The second type of accelerator is the superconduct-
o ing synchro cyclotron (the S2C2) [2], which is so far the
= only superconducting cyclotron at IBA and operates at a
= variable RF frequency (from 90 to 60 MHz). This acceler-
>‘ ator delivers a pulsed (1 kHz) 230 MeV protons beam with
U pulse lengths of 10 ps. The last type of accelerator which
o Will be covered is the rhodotron electron accelerator, which
is a special arrangement of magnets around an accelerating
. cavity. This accelerator typically delivers a 10 MeV elec-
£ tron beam [3].

title of the work, publisher, and D

trlbutlon of this work

of the C

CALCULATION TOOLS

The main beam tracking code used at IBA is the “Ad-
vanced Orbit Code” (AOC) [4]. This code was originally
developed by W. Kleeven and solves the equations of mo-
tion for a range of particles (protons, electrons, etc...) rele-
z vant to IBA accelerators. The independent integration var-
_% iable is the RF phase advance (1), which is related to time
S in the following way:

be used under the ter

T = w, Ltf(t') dt’,
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BEAM DYNAMICS SIMULATIONS OF MEDICAL CYCLOTRONS
AND BEAM TRANSFER LINES AT IBA

J. Van de Walle®, E. Forton, V. Nuttens, W. Kleeven, J. Mandrillon, E. Van der Kraaij,
Ion Beam Applications, 1347 Louvain-la-Neuve, Belgium

where w, is the angular RF frequency and f(t") is an arbi-
trary function of time. For isochronous cyclotrons f(t")=1.
The differential equations are solved with a 4" order Runge
Kutta integrator with variable step size. As input AOC can
handle 2 or 3D static magnetic field maps, 3D potential
maps on which a RF frequency is applied and static electric
potential maps. In case of a 2D static magnetic field map,
the magnetic field can be expanded around the median
plane up to 3 order. AOC is mainly used in studies related
to extracted beam emittances, resonance studies and to op-
timize magnetic designs.

At IBA an in-house closed orbit code called CLORIBA
was developed. This code is available in both C++ and py-
thon (pyCLORIBA). The code uses the established algo-
rithm developed by Gordon [5] to determine the tunes and
phase slip.

A last computational code is called “phase space mo-
tion” and was developed especially for the S2C2. This code
tracks the energy, RF phase, orbit centre coordinates and
the vertical beam motion of protons in a synchro-cyclotron.
It uses a 4™ order Runge-Kutta integrator with adaptive
step size and takes as input the harmonic components of
the magnetic field map, the frequency sweeps as a function
of time and the voltage profile as a function of time.

The utilization of these three calculation tools will be il-
lustrated in the following paragraphs.

ISOCHRONOUS CYCLOTRONS
Closed Orbit Program

The first step after the mechanical and electrical assem-
bly of an isochronous cyclotron is a magnetic mapping to
ensure the isochronicity of the magnetic field, so that a con-
stant RF frequency can be applied and the beam is acceler-
ated up to full energy without beam losses. These measured
2D maps serve as input to CLORIBA. A python script was
developed which calculates the tune curves, the phase slip
and the needed magnetic shimming which needs to be per-
formed to make the cyclotron isochronous. An example 2D
magnetic map from the Cyclone® KIUBE with the closed
orbits on top of it is shown in Figure 1. The yellow regions
in the centre of the poles are the regions where the “pole
insertions” are placed. These are removable pieces of iron
which can easily be machined to obtain isochronicity of the
machine. The amount of machining of these pole pieces is
directly calculated in pyCLORIBA based on the closed or-
bit analysis and magnetic perturbation maps calculated
with the OPERA3D software.

F-1 Code Development, Status and Comparison with Measurements
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Example: Cyclone® KIUBE
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Figure 1: (Upper) measured 2D field map of the Cyclone
KIUBE with closed orbits shown in black. (lower) top view
on lower half of the Cyclone® KIUBE.

Extracted Emittance Calculation

AOC is often used to calculate the extracted beam emit-
tance from the cyclotrons. As an example, a typical layout
of the Cyclone® 70 cyclotron with associated beam lines
is shown in Figure 2.

In this figure, two closed orbits at 60 and 70 MeV are
plotted together with the reference extracted beam path cal-
culated with AOC. Since this cyclotron accelerates H- ions,
the extraction happens by stripping. The stripper position
is optimized in AOC to have the extracted beam directed
towards the switching magnet which is shown in the bot-
tom part of the figure. From the front of the switching mag-
net, envelope calculations of the horizontal and vertical
beam are performed with the TRANSPORT code [6]. Cru-
cial for these envelope calculations are the input emittances
at this position. Figure 3 shows the extracted beam emit-
tance from the Cyclone® 70 at the level of the switching
magnet as calculated with AOC. The calculated emittance
is compared with measured emittances. The measurement
was performed in one the beam transfer lines with the var-
iable quadrupole method. The comparison is fair for the
vertical emittance, whereas the measured horizontal emit-
tance is much larger and can probably be attributed to a
degraded stripper foil at the moment of the measurement,
which is influencing to a large extent the horizontal quality
of the extracted beam.
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Figure 2: (Upper) 3D view on the Cyclone® 70 cyclotron
with 1 switching magnet and 3 transfer beamlines at each
side. (lower) top view on the cyclotron with in blue and red
the closed orbits at 60 and 70 MeV. The red dot indicates
the stripper position, the yellow line is the simulated ex-
traction path and the small green dot in front of the switch-
ing magnet is where the optics calculations with
TRANSPORT start.
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Figure 3: Horizontal (top) and vertical (bottom) emittances
out of the Cyclone® 70. The red ellipse is fitted to the cal-
culated distributions and the black ellipse is the measured
emittance.
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THE SYNCHRO-CYCLOTRON (S2C2)

Main Characteristics

publisher, and D

The S2C2 [2] (shown in Figure 4) is a superconducting
4 synchro-cyclotron with a central field of 5.7 T, accelerating
g protons up to 230 MeV. The RF frequency sweeps from
& around 90 MHz at injection to 60 MHz at extraction over a
% period of 500 ps. During another 500 us the RF frequency
L sweeps the other way around, leading to a repetition rate of
> 1 kHz. The beam pulses have a temporal length of about
10 ps. In order to ensure longitudinal phase stablhty,

< small acceleration (dee) voltage is applied of maximum 10
% kV. The intensity of the beam pulses is regulated by chang-
ing the dee voltage from 7 to 10 kV.

—l\ - TS

Figure 4: Side view of the S2C2

Simulation Challenges

Because of the small energy gain per turn in a synchro
cyclotron, the number of turns from injection to extraction
2 is about 40000. To simulate the beam dynamics from the
S injection to extraction, a full detailed tracking in AOC
N would be very time consuming (e.g. a full tracking of 1
z ~ proton takes about 20 minutes). Therefore the simulation
: was split into three parts. The injection part, where losses
0 in the central region and the phase acceptance in the RF
O bucket are determined is simulated in detail with AOC,
>4 typically up to 5 MeV. The acceleration part, from 5 MeV
A up to close to the extraction energy (typically 225 MeV) is
O performed with a code called ‘phase space motion’. This
£ code primarily tracks the energy, RF phase and the orbit
centre coordinates. From these parameters, the RF bucket
and the emittance can be evaluated at high energy (225
MeV). In the tracking the following equations are inte-
grated:

Any distribution of this work must maintain attribution to the author(s), titl

E
— = eFppVpp si ,
dt eFrpVrp sin(p)

dy

E - ZH(FRF - Fp),
dx; dyc
dt’ dt

1s work may be used under the terms of the

where Fgp and VRF are the RF frequency and voltage, ¢ is
E the RF phase, F, is the particle revolution frequency (de-
= pendmg on its energy and the average magnetic field) and
8 x,., y, are the orbit centre coordinates. These equations are

O
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integrated with time steps of 0.1 ps, which makes the inte-
gration much faster compared to a detailed tracking with
AOC (about 5000 steps instead of several million).

Finally, the extraction process is simulated again in de-
tail with AOC, where the input parameters for the beam are
taken from the output beam parameters in the phase space
motion code.

In the following paragraph, the phase space motion code
is described a bit more in detail.

The Orbit Centre Coordinates

Figure 5 shows the orbit centre coordinates of the closed
orbits in the S2C2. The orbit centres of the accelerated pro-
tons will oscillate around these orbit centres.

-

4 2314 Mev

Y [mm]
o

180 MeV

Figure 5: Closed orbit centre evolution in the S2C2.

The equations of motion for the accelerated proton orbit
centre coordinates are derived from the following Hamil-
tonian (see [7]):

1
H(xc::)/c) = E(Vr - 1)(X + Ve ) += (Alx + Blyc)
+ (Daxc + Dm)(x +y2)

1 1
+Z<A2 +§A2) (x2 —y2)

1 1,
+§](Bz + EBZ)nyC

48 (D1(4x — 3x,(x? +yc))
+ D3y (x2 +2) — 479)) + 9,

where the factor 4, B, C and D are related to the harmonics
of the magnetic field. The sub-indices are related to the har-
monic number and the ' indicates a radial derivative. De-
tails on these parameters can be found in [7]. A more intu-
itive picture of this complex Hamiltonian is illustrated in
Figure 6, where the Hamiltonian is plotted as a potential
energy surface. As can be seen at 220 MeV, far below the
extraction energy of 230 MeV the orbit centre coordinates
are trapped in a potential well and the orbits are stable,
whereas closer to the extraction energy (at 229.6 MeV), or-
bit centre coordinates can become unstable if they are far
from the global minimum. This global minimum coincides
with the orbit centre of the closed orbit, which is shown
with the black dot. The small difference between the black
dot and the global minimum in the coloured surface is due
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to the fact that the closed orbit calculation takes into ac-
count all harmonics, whereas the Hamiltonian only up to
the 3™ harmonic was taken into account. The main conclu-
sion from these plots is that when the accelerated orbits are
too much off-centred (far from the closed orbit centre), the
beam can be extracted at a lower energy.
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Figure 6: Illustration of the Hamiltonian describing the or-
bit centre motion in terms of a potential energy surface for
2 energies: 220 MeV (far from extraction: stable orbit cen-
tre) and close to extraction at 229.6 MeV (orbit centres can
become unstable for large off-centrings with respect to the
closed orbit)

Experimental Observations

Some experimental observations were made when the
S2C2 was attached to the proton gantry, which is a rotata-
ble beam line taking the proton beam from the accelerator
up to the patient (see [8] for details). The gantry is a large
spectrometer, where the dispersion is maximized near the
end of the beam line and an energy selection can be made
with a momentum slit. The proton gantry is an extremely
sensitive equipment which shows small fluctuations in
beam energy and intensity.

A first experimental observation which was made on the
prototype S2C2 is related to small energy changes of the
proton beam when the dee voltage is changed. Figure 7
shows the beam optics in the proton gantry at 230 MeV
from the exit of the S2C2 up to isocenter. The green dashed
lines are quadrupoles, the red shaded areas are dipoles and
the blue lines are slits. The proton trajectories are color
coded according to their energy. As can be seen, the disper-
sion is maximized on the last slit. At that place in the gantry
we have a dispersion of about 140 keV/mm.
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Figure 7: Proton trajectories in the dispersive plane of the
proton gantry. See text for details.

F-1 Code Development, Status and Comparison with Measurements

ICAP2018, Key West, FL, USA

JACoW Publishing
doi:10.18429/JACoW-ICAP2018-SUPAGO9

The measured beam profiles at the level of the momen-
tum slit for two different dee voltage settings is shown in
Figure 8.

30 Dee voltage = 10 kV
(blue) and 7 kV (brown)

Figure 8: Beam profiles on the momentum slit in the dis-
persive plane. An energy shift is present for different dee
voltages.

It is clearly seen that a small energy shift is present of
about 200 keV. This effect could be explained by an inac-
curate cantering of the proton source at the centre of the
S2C2. From simulations with AOC and phase space mo-
tion, it was seen that for different dee voltages, the orbit
cantering at injection depends on the dee voltage when the
source is not precisely positioned. Since it is clear from the
right part of Figure 6, different off-centrings for different
dee voltages can lead to a different extracted beam energy
(since the orbit centres become unstable at a different mo-
ment of the acceleration) When the source is accurately po-
sitioned, this effect is largely suppressed.

A second observation is shown in Figure 9. The upper
figure shows the frequency sweep near the extraction fre-
quency as a function of time. The lower figure shows the
“normal” situation, where the beam pulse is extracted at the
extraction frequency. The middle figure shows extracted
beam pulses which are observed before and after this ex-
traction frequency. These observations were made with a
highly sensitive diamond detector.

The origin of these beam pulses was found from the
phase space motion code. Figure 10 shows the origin of the
problem. It concerns protons which are lost from stable RF
bucket very close to the extraction frequency. This can be
seen in the middle figure, where a proton is lost at 228
MeV. The phase space motion code can track this proton
for another RF period. Fast energy oscillations are ob-
served and at times when the proton revolution frequency
coincides with the RF frequency, a short acceleration (or
deceleration) can be observed before the fast energy oscil-
lations set in again. Another resonance effect is seen in the
orbit centre coordinates at a RF frequency fg = f+(v, —
Df, where fj, is the protons revolution frequency and v, is
the horizontal tune. This resonance condition can be under-
stood from the structure of the equation of motion of the
orbit centre coordinate:

SUPAG09
107

©= Content from this work may be used under the terms of the CC BY 3.0 licence (© 2018). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI.



~ 13th Int. Computational Accelerator Physics Conf.
O ISBN: 978-3-95450-200-4

dx,
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where the term f8, x. is responsible for this resonance:
B, oscillates with the same frequency as the energy:
(fs — fp) and x, oscillates with the frequency (v, — 1)f,.
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right next to the electron gun, where the electron has a low
energy, any fringe field from this magnet can influence the
trajectory of the electron beam and potentially induce im-
portant losses. Since the TT50 rhodotron deals with beam
currents up to 10 mA, beam losses have to be avoided. At
the same time, the TT50 magnets were made from perma-
nent magnets, which are fixed in strength. Other rhodo-
trons use electromagnets, where beam tuning can more eas-
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© ily be done. This contributed to the uncertainty on the
g=| E beam dynamics and stability during the design phase of the
o = TT50. Therefore, the AOC code was updated to incorpo-
;5 Py rate full 3D fields (from the permanent magnet bend di-
5 & oles) which can be positioned in 3D space as needed. As
! g p p P
2 T such a full model was created of the TT50 and all magnetic
2 E effects and possible perturbations (in magnet position,
g o strength, tilt, etc...) could be simulated. Full details on this
= work can be found in [3].
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when the resonance in the orbit centre coordinates is large 10600800 1000 1200 1400
and the proton is close to the extraction energy, the orbit Time [us]
off centering can become so large that the orbit centre co-
ordinate enters into the unstable region and the proton will
leave the S2C2.

|
1600

Figure 10: (Upper) 1 period of the frequency sweep (1 ms)
with the “synchronous” extraction frequency (fs) indi-
cated. (middle) fast energy oscillations of a proton which
is lost (desynchronized) close to the extraction frequency.
(lower) orbit centre coordinates of the desynchronized pro-
ton. Resonances are observed at specific frequencies, coin-
ciding with the observed beam pulses.

THE RHODOTRON (TT50)

Figure 11 shows a simulated layout of the TT50 rhodo-
tron. This electron accelerator brings electrons up to 10
MeV. The electrons are accelerated by a central cavity and
are bend back towards the cavity after each passage by
magnets which are located in the circumference of this cav-
ity. There are 9 magnets in total with field level from 1000
to 5000 Gauss. Since the most powerful magnet is located
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Figure 11: View on the simulated TT50 rhodotron: 9 mag-
nets surrounding a central cavity, the electron gun and sev-
eral correction coils. The orange line is the simulated elec-
tron beam in AOC.

BEAM LINE SIMULATIONS WITH AOC

Thanks to the developments on the AOC code related to
the TT50, it has become possible to construct full beamline
models in AOC and to track particles in a sequence of full
3D maps of quadrupoles, dipoles, steering magnets, etc...
As such, the proton gantry was simulated in AOC. Figure
7 shows the proton trajectories at 230 MeV from the S2C2
exit up to isocenter. A benchmark simulation for the AOC
model of the proton gantry consists in the scanned beam
pattern at isocenter. In this case, the proton beam is scanned
by two perpendicular scanning magnets in between the last
two dipoles. As such, a pattern is built at isocenter over an
area of about 15x20 cm?. Due to imperfections in the dipole
field of the last bend magnet (which has a large aperture),
the scanning pattern at isocenter is slightly distorted. This
distortion is not clearly visible in the pattern shown in Fig-
ure 12, but careful analysis shows deviations from the re-
quired position of up to 2 mm. This effect is known as the
“pillow effect” and can be compensated by small correc-
tions on the scanning magnets. The simulation of this pil-
low effect is a stringent test for the accuracy of the tracking
code and the 3D magnetic field map of the last dipole.
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Figure 12: The “pillow” effect of the scanned beam at the
isocenter, simulated with AOC.

REFERENCES
[11 S. Zaremba et al., in Proc. of Cyclotrons’16, Zurich,
Switzerland, Sept. 2016.
doi:10.18429/JACoW-Cyclotrons2016-TUPO3

[2] J. Van de Walle et al., “A Diamond Detector Test Bench to
Assess the S2C2 Beam Characteristics”, in Proc. of
Cyclotrons’16, Zurich, Switzerland, Sept. 2016.

doi:10.18429/JACoW-Cyclotrons2016-MOP19

[3] W. Kleeven, in Proc. of IPAC’18, Vancouver, BC, Canada,
Apr. 2018.

doi:10.18429/JACoW-IPAC2018-MOPML020

[4] W. Kleeven et al. “Extraction System Design for the New IBA
Cyclotron for PET Radioisotope Production”, in Proc. of
IPAC’16, Busan, Korea, May 2016.

doi:10.18429/JACoW-IPAC2016-TUPOY002
[5] M. M. Gordon, Part. Acc. 16 (1984), p. 39-62

[6] U. Rohrer et al.,
http://aea.web.psi.ch/Urs_Rohrer/MyWeb/trans.htm

[7] H. L. Hagedoorn and N. F. Verster, “Orbits in an AVF cyclo-
tron”, Nucl. Instr. Meth., vol. 18 -19, pp. 201-228, 1962.

[8] E. Pearson et al., “Magnet Developments and Commission-
ing for the IBA Compact Gantry”, IEEE Trans. on Applied
Superconductivity, Vol. 24, 2014.

SUPAG09

Content from this work may be used under the terms of the CC BY 3.0 licence (© 2018). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI.

@

109 @



~ 13th Int. Computational Accelerator Physics Conf.
O ISBN: 978-3-95450-200-4

2 Abstract

A proton therapy facility based on an isochronous super-
conducting cyclotron is under development in HUST
(Huazhong University of Science and Technology). A fast
kicker magnet will be installed in the upstream of the de-
grader to perform the beam switch function by kicking the

proton beam to the downstream beam stop. The rising and

£ falling time of the kicker is about 100 ps, and the maxi-
= o . . . .
-2 mum repetition rate is 500 Hz. This paper introduces sim-
£ ulation and optimization of the eddy current and dynamic
£ magnetic field of the fast kicker, by using FEM code
g OPERA-3D. For kicker materials, laminated steel and soft
£ ferrite are compared and the MnZn ferrite is chosen. De-
% signing considerations includes the eddy current effect,
E field hysteresis, and mechanical structure of the kicker will
£ also be introduced.

INTRODUCTION

HUST proton therapy facility (HUST-PTF) is based on
an isochronous superconducting cyclotron and spot scan-
ning technique. Two 360-degree rotation gantry treatment-
rooms and one fixed beamline treatment station will be
": constructed at first stage. A detail description of the facility

£ parameters can be found in Ref. [1]. During the treatment
& process of the pencil beam spot scanning, the proton beam
~ is applied to the patient for only a few milliseconds, and
& then kicked away. After repositioning and/or readjustment
- of the beam energy, the beam is directed back to the pa-
: S tient [2]. A fast kicker magnet will be installed in the up-
° stream of the degrader, to perform the ‘beam off” function
Si by kicking the proton beam to the downstream beam stop.
>  This paper mainly compares two material schemes for
A the kicker magnet yoke and analyses the eddy current and
O field hysteresis effect of kicker magnets. The design of me-
& chanical structure is also introduced.

PHYSICAL SPECIFICATIONS

The kicker magnet system is one of the key compo-
nents of spot scanning technique. The layout of the kicker
system is shown in Fig 1. In HUST-PTF, vertical kicker
scheme is adopted. The main parameters of the kicker
magnet are listed in Table 1. The kicker magnet is located
at 1.24 m before the degrader. There is a quadrupole (Q3)
between the kicker magnet and the degrader, whose defo-
cusing direction is the same to the kicker deflected direct
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DESIGN STUDY OF A FAST KICKER MAGNET APPLIED TO
THE BEAMLINE OF A PROTON THERAPY FACILITY

Wenjie Han', Xu Liu, Bin Qin
Institute of Applied Electromagnetic Engineering
Huazhong University of Science and Technology, Wuhan 430074, Hubei, China

Figure 1: Layout of kicker system.

ion. The proton beam is deflected by the kicker magnet,
then passing through a drift, the quadrupole between the
kicker magnet and the degrader will further bend the proton
beam to a Faraday cup (FC). According to the simulation
of beam trajectory, the gap and pole width of kicker magnet
is determined, the distance from beam stop to the center of
the kicker magnet is about 1.24 m. The minimum integral
field is 0.0252 T-m, deflecting the 250 MeV proton beam
an angle about 10.36 mrad. The beam offset at the FC is
about 18 mm (7 mm for the beam size, 3 mm for the thick-
ness of FC, 8 mm for the radius of FC). As for the power
supply, the kicker magnet is excited by pulse current with
a maximum repetition frequency of 500 Hz and a ris-
ing/falling time of 100 ps. The current ramping speed is up
to 5040 kA/s and the magnetic field ramping speed is up to
1010 T7/s.

Table 1: Parameters of the Kicker Magnet

Name Parameter
Deflection angle 10.36 mrad
Magnet gap 50 mm
Integral field 0.0252 T'm
Magnet length 200 mm
Number of coil turn 4 Turns/pole
Field strength 0.101T
. =+ 30 mm (vertical

Good field region +14 mm (lforizont;l)
Coil Induction 44 uH
Max repetition Frequency 500 Hz
Rise/fall time 100 ps

MAGNET DESIGN

Kicker magnet applied to HUST-PTF is a window frame
type magnet with two bedstead coils. To insure the re-
quired rapid change of the magnetic field, eddy currents in
the core must be evaluated. Soft ferrite or laminated silicon
sheets can be chosen as the material of the magnet cores.

C-1 Magnet Design and Measurements
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Simulation and Parameter Setting

To study the eddy current effect in kicker magnet, the 3D
transient electromagnetic simulation and steady-state ther-
mal simulation are performed in the Vector Fields Opera
18 simulation code [3]. The procedure of electromagnetic
and thermal analysis is shown in Fig 2.

El‘mgﬂ"‘\[dl #

lmenbl

ELEKTRA/TR Analysis TEMPO Static Analysis

/l‘*‘i

| Field Integral |

I Heat Density Table | | ‘Themal Distribution |

Figure 2: Procedure of electromagnetic and thermal analy-
sis.

The excitation current of coils is a trapezoidal wave with
a ramp/down time of 100 pus and a steady time of 900 ps,
Electromagnet simulations with the adaptive time step are
carried out on the ELEKTRA/TR program to obtain the
field integral and eddy current loss in a period. The time
setting is dense at the rise/down time to get a precise sim-
ulation result. The coordinates table of centroid in each el-
ement generated from the unsolved TEMPO model is then
imported into the ELEKTRA/TR program to evaluate the
heat loss [4]. A table file of average heat density value over
a cycle is calculated by

Zheati *(ti =)
HEAT == >
t

Q)
where HEAT is the average power of each element, n is the
total number of simulation point, # is the simulation setting
time of point i.

Then the average power of each element is import to the
unsolved TEMPO Static Analysis and carried out, the tem-
perature distribution of the kicker magnet will be presented.

In electromagnet simulations, the laminated steel is de-
fined as anisotropic with a packing factor about 0.95, and
there is no current along the laminated direction. The
MnZn ferrite is regard as one block, it is isotropy with low
conductivity. For TEMPO/SS, the magnet is assumed to be
natural cooling with the transfer coefficient of 14 W/(K-m?)
and the ambient temperature 20°C. The detail parameters
of laminated steel are shown in Table 2, and the detail pa-
rameters of MnZn ferrite is shown in Table 3.

Laminated Steel Yoke

Generally, laminated silicon steel sheets for iron core are
used to reduce the eddy current and the heat loss. However,
the laminated magnets are still not free from the eddy cur-
rent, it will reduce the magnetic field rising speed. and the
hysteresis effect is going to be large. Slits in the end lami-
nations of iron core are proven to be an effective method to
reduce the eddy current [5]. The laminated steel yoke with
slits is considered for the magnet design. The field integral
curves of current raising process are shown in Fig. 3. With-
in 100 ps, the field integral can reach 82.7%. With slits in
the end of limited laminated steel yoke, the field integral
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can only reach 83.8%. The field integral curves of current
falling process are shown Fig. 4. When the current is fall-
ing down to zero, the remanence is respect to be large. and
it takes a long time to eliminate remanence. The tempera-
ture distributions are shown in Fig. 5. The maximum tem-
perature decrease from 99.5°C to 71.6°C. This means slits
in the end laminations of iron core can reduce eddy heat
efficiently, but it does little for the response speed.

Table 2: Parameters of Laminated Steel

Name Laminated Other
Direction Direction

Conductivity 3.5e+6 S/m 0

transfer coefficient 5.4 W/m/K 368 W/m/K

Table 3: Parameters of MnZn Ferrite

Name MnZn
Conductivity 0.33 S/m
transfer coefficient 5 W/m/K
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Figure 3: The field integral curves of current raising pro-
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Figure 4: The field integral curves of current falling pro-
cess.
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Figure 5: The temperature distribution: (a) laminated steel
without slits; (b) laminated steel with slits.
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MnZn Ferrite Yoke

Due to low electric conductivity, MnZn ferrite usually
works in 1 kHz—1 MHz. In low frequencys, it has little eddy
current, and there's almost no temperature rise, but it is
easy to saturate in the corners. The drive current and field
integral curve are shown in Figs. 6 and 7. In the rising pro-
cessing, the integral field can be up to 100% within 100 ps.
In the falling processing, the remanence is almost zero. As
for the temperature rising, the temperature of the yoke is
only the ambient temperature about 20°C. The magnetic
field distribution is shown in Fig. 8, and there is little satu-
ration region.

100%

---Drive current
—MnZn ferrite
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Figure 6: The MnZn ferrite field integral curves of current
rising process.
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Figure 7: The MnZn ferrite field integral curves of current
falling process.

Sarface contowrs: BID
-4 TIZSSSEN00

450000084003
4 000000E4000
3 sconcomas
3. o0oo00z+ocs
2 S0
2 00030084003
1 sconcoz0cs
1 0000008+003

5. nogcoE+oce

1.82757TEVO01

Figure 8: The field distribution of MnZn ferrite.
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Mechanical Structure

The mechanical performance of ferrite is hard and frag-
ile. When the volume is too large, the homogeneity would
become worse. In HUST-PTF, the kicker magnet is made
out of six blocks attached to steel plates with runaway type
ceramic vacuum chamber. The inner aperture is 15 mm for
horizontal, 34 mm for vertical. The kicker magnet is fixed
by four bolts. see in Fig. 9.

Figure 9: The ferrite yoke of the fast kicker magnet with
runaway type ceramic vacuum chamber.

CONCLUSION

This paper shows the layout of the kicker magnet in
HUST-PTF and describes the design consideration of the
magnet yoke. The simulation methord of eddy current and
temperature rise in fast ramp magnet is introduced. Two
different materials are compared for the kicker magnet
yoke: 1) laminated steel; 2) MnZn ferrite material. The
eddy current in laminated steel is large. With slits in the
end of laminated steel, the temperature can reach the re-
quirement of the steel, the maximum temperature is 71°C,
but the field hysteresis and remanence is expected to be
large. Within 100us, the normalized integral field changes
from 82.7% to 83.8%, and it takes a long time to eliminate
the remanence. As for the MnZn ferrite, the field integral
follows the change of the current, and the temperature of
the yoke is only the ambient temperature about 20°C, there
is no field hysteresis caused by eddy current, and the field
saturation region is little. Finally, MnZn ferrite is chosen,
and the yoke is made out of 6 blokes, fixed with bolts
through embedded holes and the vacuum is runaway type
ceramic vacuum chamber.
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COMPUTATIONAL ACCELERATOR PHYSICS:
ON THE ROAD TO EXASCALE

R. D. Ryne*, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

Abstract

The first conference in what would become the ICAP
series was held in 1988. At that time the most powerful com-
puter in the world was a Cray YMP with 8 processors and a
peak performance of 2 gigaflops. Today the fastest computer
in the world has more than 2 million cores and a theoretical
peak performance of nearly 200 petaflops. Compared to
1988, performance has increased by a factor of 100 million,
accompanied by huge advances in memory, networking, big
data management and analytics. By the time of the next
ICAP in 2021 we will be at the dawn of the Exascale era.
In this talk I will describe the advances in Computational
Accelerator Physics that brought us to this point and describe
what to expect in regard to High Performance Computing
in the future. This writeup as based on my presentation at
ICAP’ 18 along with some additional comments that I did
not include originally due to time constraints.

INTRODUCTION AND BRIEF HISTORY

The first conference in what would become the Computa-
tional Accelerator Physics series was held 30 years ago in
San Diego, California in January 1988. At the time I was
28 years old. The meeting was called the Conference on
Linear Accelerator and Beam Optics Codes [1]. I think there
are three of us here now who were present for that meeting:
Martin Berz, Herman Wollnik, and me. I'll describe the
ICAP conference series in a moment, but first want to briefly
address the the origins of the field of Computational Accel-
erator Physics. This summary is based on the paper, “Oh
Camelot! A memoir of the MURA years,” by F.T. Cole [2].

As is well known, Lawrence invented the first cyclotron
in 1930 inspired by the work of Rolf Wideroe on resonance
acceleration. In 1940 Donald Kerst built the first betatron, a
2 MeV electron machine. Soon after WWII Edwin McMillan
was at Los Alamos waiting to return to Berkeley. According
to Cole, McMillan told him that, in a single evening, he
worked out the concepts for the sychrocyclotron and the
synchrotron. Independently in the Soviet Union Vladimir
Veksler did the same. Two proton synchrotrons were built
in the early 1950’s to go beyond a GeV, the Cosmotron at
Brookhaven and the Bevatron at Berkeley.

Along with progress in circular accelerators there were
also developments in linear accelerators. Luis Alvarez de-
veloped the first proton linac at Berkeley in 1948. Also,
developments in radar during WWII led to high frequency,
GHz power sources that Hanson and Panofsky used to de-
velop electron linacs at Stanford.

A revolution in accelerator physics took place in 1952
with the invention of strong focusing by Courant, Snyder,

* rdryne@1bl.gov
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and Livingston. As it turns out, Nick Christopholis had
actually filed for a patent on strong focusing in 1950 and it
was eventually granted in 1954. John Blewitt (BNL) applied
alternating-gradient focusing to high intensity linacs. Also,
the concept of Fixed Field Alternating Gradient (FFAG) was
invented independently by multiple researchers, including
Symon in 1954.

Strong focusing provided a totally new approach to high
energy accelerators. A new lab, CERN, was founded after
the war. Thanks to Lew Kowarski CERN acquired its first
electronic computer in 1958. The CERN PS was commis-
sioned in the Fall of 1959. The 30 GeV AGS at BNL began
operation in 1960.

THE BEGINNING OF COMPUTATIONAL
ACCELERATOR PHYSICS

So far I've described some key developments in accelera-
tor physics through the 1950’s. The 1950’s also brings us
to the first digital computations for accelerator modeling.
While there was plenty of activity in the field, I would partic-
ularly like to mention the work of L. Jackson Laslett. Laslett
was a pioneer in using digital computers for orbit calcula-
tions and for calculating electromagnetic fields. There are
records of Laslett performing his simulations on a computer
known as the ILLIAC I, a computer comprised of 2800 vac-
uum tubes. While working for the Midwestern Universities
Research Association Laslett observed and analyzed sensi-
tive dependence on initial conditions — what we now call
chaos. He did this in the mid 1950’s. His studies actually
predate the work of Edward Lorenz who discovered chaos in
weather simulations and whose 1962 paper launched chaos
theory. Of course mathematicians going back to Poincare
had predicted dynamical behavior that we now describe as
chaotic dynamics.

I would also like to mention another important event of the
1950’s involving scientific computing that included someone
who would later become heavily involved in Computational
Accelerator Physics. That event was the simulation of the
Fermi-Pasta-Ulam (FPU) problem, and the person involved
was Mary (Tsingou) Menzel [3]. Mary was the programmer
for the FPU problem on the MANIAC computer at Los
Alamos National Laboratory (LANL). I met her in the 1980’s.
By then she was a member of the Accelerator Technology
Division at LANL and I was a graduate student who spent
my summers there. I remember Mary telling me there were
cans of water on top of the computer for cooling!

Along with computational developments, there were also
key theoretical developments in the 1950s. Most notably,
Kolmogorov published his original paper in 1954, which
set the stage for the KAM Theorem. A key consequence,
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% relevant to long-term dynamics in circular accelerators, is
g that, under sufficiently small perturbations of an integrable
.2 Hamiltonian system, there remains a set of initial conditions
=‘ whose orbits are quasi-periodic. Let me also mention that
~ J im Ellison is in the audience, and Jim’s former student Scott
£ Dumas has published a wonderful book on KAM history [4].
As evidence of the growing appreciation of computing,
© let me mention that the 1967 issue of CERN Courier was
£ devoted to “the electronic computer and its use at CERN”
= [5]. Since this conference is attended by a large number of
\é programmers I thought it would be interesting to show this
Z quote from that issue:

f the

€

The designers of the early computers assumed that pro-
2 gramming would be done by small groups of specialists,
S probably mathematicians, and that it would be undesirable
2 to make the task too easy. For example, von Neumann and
£ Goldstine, who in 1946 proposed what is essentially the mod-
£ ern computer, argued against built-in floating-point arith-
E metic: “The floating binary point represents an effort to
£ render a thorough mathematical understanding of at least
2 part of the problem unnecessary, and we feel that this is a
step in a doubtful direction.”

In 1972 a second issue of the CERN Courier was pub-

lished that was devoted to computers [6]. The opening article
& was by Lew Kowarski and titled, “Computers: Why?” It is
g remarkable how prescient Kowarski was about how comput-
= ers would be used in the future. In the article he states, “We
h are only beginning to discover and explore the new ways of
'1:1 acquiring scientific knowledge which have been opened by
& the advent of computers. ..” He then goes on to state eight
_. modes of application: (1) numerical mathematics, (2) data
g processing, (3) symbolic calculations, (4) computer graph-
N jcs, (5) simulation, (6) file management and retrieval, (7)
- pattern recognition, and (8) process control.

tion to the ai

rib

m!

of this work

g

g

S EARLY ACCELERATOR CODES

[ap]

E The preceding developments in digital computing and in
8 accelerator theory and dynamical systems theory would lead

& to the topics that we address in these conference series. The
o = code TRANSPORT came on the scene in the 1960’s. It was
g original developed by Karl Brown at SLAC [7]. A second-
& order version was released around 1969. (For those of you
é:ﬁ familiar with the Berkeley Lab’s Computational Research
_GE Division, the division head, David Brown, is Karl’s son.)
g Dave Cary, at Fermilab, developed a third-order version
'3 TRANSPORT. Ed Heighway, at Los Alamos, developed a
E version called TRANSOPTR for design optimization.

2 A breakthrough in single-particle optics came with the

E invention of Lie Algebraic methods. In the USA this was
S led by Alex Dragt and his group at the University of Mary-
= land [8] Alex was a originally a theorist in elementary par-
= ticle physics. He later applied his skills to plasma physics,
S and with John Finn published the Dragt-Finn factorization
E theorem [9]. This shows how a Taylor series, as represented
‘q"é in a code like TRANSPORT, can be represented as a factored
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product of Lie transformations, as in a code like MaryLie.
See Fig. 1.

Alex’s involvement in Accelerator Physics came by acci-
dent. He was planning a sabbatical in the Plasma Physics
Division at Los Alamos in 1978/79 when the division folded.
Fortunately Richard Cooper suggested to Alex that he do his
sabbatical in the Accelerator Theory group that he headed in
the Accelerator Technology Division at Los Alamos. This
launched Alex’s involvement in Accelerator Physics. And
the rest is history. ..

= EMQ[ + EET@";" +EEEU§’§‘C’ +o.

-fzie:f_s: :f4:.“

S —

&l =ME =+ f, :+%:f3 2+ fy i+l )E

Figure 1: Correspondence between a map represented as a
Taylor series and a map represented as a factored product of
Lie transformations.

Alex and his student Etienne Forest published an article
on the equations of motion for the matrix M and for the
polynomials f3, fs ..., in the Lie algebraic representation of
the transfer map [10]. This opened the door to computing
transfer maps for realistic beamline elements, i.e., for ele-
ments with fringe fields. The application of this became a
portion of my Ph.D. thesis, known as the “genmap” capa-
bility in MaryLie. Eventually it was used to model realistic
solenoids, dipoles, quadrupoles, and RF cavities [11].

Alex Dragt is retired but still active in the field. For those
who would like to learn about Lie Algebraic methods, Alex
has written a more than 2500 page book, that is freely avail-
able, “Lie Methods for Nonlinear Dynamics with Applica-
tions to Accelerator Physics” [12].

Though this talk is mainly about beam dynamics it is
worth mentioning that the Superfish code, developed by
Klaus Halbach and Ron Holsinger, was released in 1976
[13]. Later the Poisson and Superfish codes were maintained
and developed by the Los Alamos Accelerator Code Group
(LAACG). Though the Poisson and Superfish codes are only
2D they are still widely used for the early stages of accelerator
design. The codes PARMILA, PARMELA, PARMTEQ,
TRACE, and TRACE3D were all developed at Los Alamos.

In Europe, the first version of the code MAD was devel-
oped in the early 1980’s [14]. This was led by F. Christoph
Iselin along with Jim Niederer and Eberhard Keil. Originally
a TRANSPORT-like code, Christoph eventually put large
portions of MaryLie inside MAD. It’s also worth mentioning
that people like Karl Brown, Dave Cary, Christoph Iselin,
and others, led an effort to develop a common input format
that many of the major beam dynamics codes now use.

So far I have mentioned map-based codes like TRANS-
PORT, MaryLie, and MAD. Starting in the 1980’s a different
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approach emerged, based on direct numerical integration
of the equations of motion by a symplectic method. This
involved many people, but in accelerator physics it began
with the third-order integrator of Ruth [15]. Later Forest
and Ruth derived a fourth-order integrator using Lie meth-
ods [16]. Yoshida showed how to obtain an integrator of
order 2n+2 by combining integrators of order 2n [17]. The
work of Yoshida was later extended by Forest et al. [18].

Another major development was the application of Differ-
ential Algebraic techniques and automatic differentiation to
beam dynamics by Martin Berz [19]. This opened the door
to performing Taylor series calculations to arbitrary order,
as implemented in the code COSY-INFINITY [20]. Along
with all these advances came the development of normal
form techniques [21] that have been critical to understanding
global properties of periodic transport systems and designing
these systems.

The mention of COSY-INFINITY brings me back to the
first Computational Accelerator Conference in 1988. The
proceedings contain papers related to many of the codes
above. And it is interesting to note that a paper by Berz men-
tions a code “under the tentative name COSY INFINITY.”

As a sign of how much things have changed since 1988,
consider this quote from a paper in the proceedings: “The
problem shown required 22 seconds on the IBM 3080 and 23
minutes on a machine with 8 MHz clock. .. The PC had the
Intel 80287 Math co-processor and 1.1 Mbyte storage. ..”

As a sign of the promise of the future, consider this quote
from a paper by Ed Heigthway: “...the beam transport de-
signer’s world is richer and probably evolving faster than at
any time since Karl Brown first put finger to keypunch.” At
this point in my presentation I felt obliged to show a picture
of a keypunch machine because I thought that some people
in the audience might not know what I was talking about.

Let me mention one more thing before leaving that 1988
conference: The proceedings say nothing about parallel com-
puting. But that was about to change.

1990’s: PARALLEL COMPUTING ENTERS

The next meeting in the series was in 1990, hosted by Los
Alamos. It was called the Conference on Computer Codes
and the Linear Accelerator Community [22]. I counted five
papers in the proceedings that mentioned parallel comput-
ing, although some of those described compatibility with
parallel processing, not that they were actually doing it. One
that I will mention specifically is, “Wakefield Calculation
on Parallel Computers,” by Paul Schoessow. He mentions
finite difference codes that run on an Alliant FX/8 and on a
Connection Machine CM-2. This is the earliest paper I'm
aware of on massively parallel accelerator modeling.

The next conference, called CAP’93, was held in 1993 in
Pleasanton, California [23]. It was co-organized by me and
Susarla Murty. This was the last CAP conference before the
Superconducting Supercollider (SSC) was cancelled, and
there were several talks from people associated with the
SSC.
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The 1990’s saw massively parallel computing emerge as
a major new paradigm. My involvement came at the Ad-
vanced Computing Laboratory at Los Alamos. There, with
Salman Habib and other colleagues, we developed early par-
allel beam dynamics codes and, eventually, the first version
of the IMPACT code [24]. To a large extent this was moti-
vated by a desire to use a large number of macroparticles to
simulate very low density beam halos. It also opened the
door to performing practical 3D space-charge calculations.
We did this mainly on a computer by Thinking Machines
Corporation called the Connection Machine 5. At first we
used a technique from computational cosmology by Ferrell
and Bertschinger to compute space-charge effects. But even-
tually we we adopted parallel particle-in-cell techniques of
Paulette Liewer, Victor Decyk, and others [25].

During the 1980°s when I spent my summers at Los
Alamos I remember thinking that the space-charge code
developers (who were interested in high intensity linacs)
and the single-particle optics modelers (who were inter-
ested in aberrations, dynamic aperture, fringe fields, etc.)
did not interact much. By the mid-1990’s my experience
with high-order optics and parallel particle-in-cell methods,
along with symplectic integrators, led me to introduce split-
operator methods as a means to combine the best of both
worlds [26,27]. See Fig. 2.

H=Hext+Hsc

Parallel
Multi-Particle
Simulation

Magnetic

J Split-Operator Methods
Optics

M()= Moy(t/2) Mo(t) Moy (¥/2) + O(F)

ext

M=M,,

Figure 2: Split-operator method for combining high-order
optics with space-charge.

The next conference, called CAP’96, was held in
Williamsburg in 1996 [28]. At about this time (1996)
NERSC moved to Lawrence Berkeley National Lab. Also,
computer systems were shifting away from vector machines
to massively parallel machines. I remember being involved
in an email exchance about what the next big computer
should be at NERSC. A decision was made that it should be
a massively parallel Cray T3E. It was called mcurie.

By this time parallel computing was becoming a major
activity in the accelerator physics community. In the USA,
in 1997, the US Department of Energy launched the DOE
Grand Challenge in Computational Accelerator Physics. The
first Terflop computer also came on the scene in 1997.

The first conference to be called the International Com-
putational Accelerator Physics Conference was held in Mon-
terey, California in 1998, organized by me and Kwok Ko
[29]. Parallel processing is highly evident in these proceed-
ings. Also, Python begins to be seen, mentioned in a paper
by Grote, Friedman, and Haber called “New Methods in
WARP.”
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2000’s: TERASCALE ERA

blisher, and D

In the 2000’s there were five ICAP conferences: Darm-
2 stadt in 2000, East Lansing in 2002, St. Petersburg in 2004,
) Chamonix in 2006, and San Francisco in 2009 [30-34]. As
g is evident, the conference venue had become truly inter-
£ national. During this decade there were major advances
% both in single-particle beam dynamics codes and in large-
= scale multi-physics beam dynamics codes. The DOE Sci-
—DAC program started in 2002. The IMPACT code suite
% was fully developed at the Berkeley Lab by J. Qiang [35].
£ The first version of Synergia was developed at Fermilab
E by Panagiotis Spentzouris and James Amundson [36]. It
= combined portions of IMPACT with the Leo Michelotti’s
g mxyzptlk/beamline libraries. Andreas Adelmann developed
'S the OPAL library [37]. Bmad was developed by David Sagan
";.j and others [38]. The Polymorphic Tracking Code, PTC, was
§ developed by Etienne Forest [39]. The first million parti-
'S cle strong-strong beam-beam simulation was performed in
‘s 2004 [40]. The first billion particle linac simulation was per-
+ formed in 2007 [41]. The ACE3P package was developed at
£ SLAC, led by Kwok Ko, and was able to perform very high
<% accuracy electromagnetic calculations involving extremely
E complicated 3D structures [42]. The first petaflop computer
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2010’s: PETASCALE ERA

Following ICAP 2009 it was decided to have the confer-
<t ence on a three-year cycle. So in the 2010’s there have been
@ three conferences, Rostock in 2012, Shanghai in 2015, and
& this meeting in Key West in 2018 [43-45].

During that time we’ve seen the meaning of “large scale”

grow from tens of thousands of processes in the previous
.2 decade to hundreds of thousands in the current decade. And
< the very largest scale simulations now exceed a million pro-
; cesses.

8 Big Data emerged has as a major paradigm. Though the

& accelerator community’s design needs don’t usually involve
% it, our experiments, like those at places such as LHC, RHIC,
g and the light sources have helped drive developments in
8 Big Data. It’s well known that in fields like Cosmology,
2 observations are quickly analyzed on supercomputers where
g the results drive the direction of observational resources. But
£ that’s happening in Accelerator Science too. For example,
B there is now a data pipeline between light source experiments
and the NERSC supercomputer center.

ny distribution of thi

©

icence

Multi-level parallelization has grown increasingly dom-
inant during this decade. This includes multiple levels of
g MPI, or MPI with threads, or MPI across nodes with hard-
.« ware acceleration on a node. Multi-level MPI, in particular,
= has provided a relatively easy path to parallel parameter
S scans and parallel design optimization. Parallel design op-
E timization has become one of the main uses of large-scale
‘q"é modeling, with many people using genetic optimizers.
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PRESENT DAY, INTO THE FUTURE

I'1l begin this final section of my talk by describing some-
thing that we are doing now, namely, performing 3D simula-
tions of coherent synchrotron radiation.

As I'look back I see the 2000’s as a kind of Golden Era
in space-charge modeling. Over the course of that decade,
several multi-physics parallel beam dynamics code emerged
that had 3D space-charge capability.

Now we are at the beginning of such an era in radiation
modeling. This problem is extremely challenging. Consider
that an N-body space-charge calculation requires N> oper-
ations; an analogous Lienard-Wiechert calculation would
require N2 operations but its difficulty is compounded by
the fact that it would include the time-history of all particles.
The physics of the problem further complicates the situation
because the radiation cone is extremely narrow at high en-
ergy. In the past I have described this as being like a large
number of flashlights that interact when their narrow light
beams collide, taking into account light travel time.

One method for addressing this problem is known as the
Lienard-Wiechert Particle-Mesh (LWPM) method [46]. This
approach extends the widely used convolution-based method
for modeling space-charge, but replaces the Coulomb Green
function with the Lienard-Wiechert Green function.

It is well known that the most common method of com-
puting 3D space charge in unbounded systems is to perform
an FFT-based discrete convolution of a charge density with
a Green function,

. &

’ o
max Jmax Kmax

47T€o VZ:;/Z:I k'z::l

bi,jk pirjr ke Gioir j—jr k—krs (1)

where (dy, 0y, d;) is the grid cell size, p; j x is the charge
density at the grid points, and G;_; j_; k-’ denotes G at
values of grid point separation. Naively a convolution would
scale as N2, but because the approach is FFT-based it scales
as NlogN.

In the case of a space-charge modeling code the quantity
G is just the Coulomb Green function for the potential or the
fields. The calculation of the G would then require only a
few floating point operations (flops). The model can be made
much more robust by using an Integrated Green function
(IGF) instead of using the value of the “bare” Green function
at the grid points [47]. Even so, the calculation of the IGF
requires just a modest number of flops.

The transition to a model that includes both space-charge
and radiation begins with the following observation: In
space-charge codes the process is usually described as trans-
forming the particles to the bunch frame where the motion
is non-relativistic, solving for the potential or field on a grid,
and transforming back to the lab frame. But the procedure
can also be viewed as using the Heaviside representation
of the Green function in the lab frame. In the case of the
potential,

1 1

Gq&,heav =5

— 2
V(1 -8 x#2)!?

F-2 Parallel Computing and Emerging Technologies



13th Int. Computational Accelerator Physics Conf.
ISBN: 978-3-95450-200-4

where T points from the (instantaneous) position of the
charge to the observation point.

The transition to Lienard-Wiechert modeling replaces the
Heaviside Green function — which is based on straight line
motion at constant velocity — with the full Lienard-Wiechert
Green function. For example, in the case of the electric field,

ﬁ(ﬁ_g)w@cﬁx{(ﬁ_g)x@_f}]

Here, i = R/|R| is a unit vector pointing from the retarded
emission point to the observation point, 8 = v/c, c is the
speed of light,y = 1/4/1 =%, andk =1 -7 - B.

But because it is preferable to use an IGF, one should
embed this capability within a 3D quadrature package. So,
to compute the Green function in a LWPM code, one calls
a Lienard-Wiechert solver potentially millions of times to
compute the Green function. This would be absolutely im-
possible in a serial code. But in a parallel code it is quite
effective. It is even a good fit to current architectures be-
cause it involves a huge number of flops but basically no
data movement to compute the Green function.

Previous studies have shown that the LWPM method
agrees well with brute-force Lienard-Wiechert summation
for the case of steady-state dipole radiation and for the case
of a bunched beam inside a wiggler magnet [48]. Recently
we have looked at the dipole example in a regime where
the Coulomb field and the radiation field are comparable.
Figure 3 shows the transverse electric field. This example
corresponds to a 40 MeV electron bunch in a 0.16 T mag-
netic field. The bunch is Gaussian with an rms bunch size of
100 micron in x, y, and z. In this case the summation used 1
billion simulation particles. The summation and convolution
results are in excellent agreement.

le =

ret

4x108
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2x108
1x108

U o
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“1x108

LW sum, velocity field
/LW sum, radiation field =
et LW sum, total field

convolution, velacity field
convolution, radiation field ——
convolution, total field ——
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-0.0006
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Figure 3: E, vs x for the steady-state dipole test problem,
plotted along the x-axis going through the bunch center.
The LW velocity field, LW radiation field, and total field are

shown. Results are shown for the LW summation over 1B
particles and for the convolution-based method.

A 2D plot of the magnitude of the total transverse field
is shown in Fig. 4. Note that magnitude is slightly larger
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for positive x, and there is a slight tilt in the dark band with
respect to the line x = 0. These features would not be present
in a space-charge code, i.e., a code based on the Heaviside
approximation.

35x108

3x108

25x108

2x108

x(mmY)

15x108

1x108

5x107

0

0.2 0 0.2 04

0.4

0.6 0.6
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Figure 4: |Ex ;ota1| in the midplane (x,0, z) for the steady-
state dipole test problem. The combined field does not show
the signficant asymmetry that was present in |Ey ,.;| and
|Ex.raa| separately, but the field is still slightly larger in
magnitude at positive x. Also, there is a slight tilt visible in
the dark band with respect to the line x = 0.

To conclude this section I will discuss plans for exascale
simulation in the 2020’s. But first consider the following:
At the time of the first Computational Accelerator Physics
Conference in 1988, the fastest computer in the world was
the Cray Y-MP. It had 8 vector processors running at 167
MHz and a performance of around 2 Gflops. Ten years later,
at the time of ICAP’98 in Monterey, the teraflop barrier
had recently been broken (in 1997) by the Intel ASCI Red
computer built under the Accelerated Strategic Computing
Initiative. Ten years after that, a year before ICAP’09 in San
Francisco, the IBM Roadrunner computer at Los Alamos
broke the petaflop barrier. And immediately people were
thinking about the next big advance, as is clear from this
ComputerWorld headline on June 9, 2008: “All hail Road-
runner’s petaflop record; now, what about the exaflop?”

Now we’re at ICAP 2018. Here in the USA there’s a
project called the Exascale Computing Project (ECP) [49].
It covers many scientific fields. One of the fields is advanced
particle accelerator design, particularly plasma accelerator
design [50]. Plasma accelerators have the potential to greatly
reduce the size and cost of accelerators, with profound con-
sequences for science and society. They may also provide
a novel and economically viable path to the high-energy
frontier through a plasma-based collider.

This is a case where large-scale modeling serves mul-
tiple purposes: First, it is a tool of discovery that allows
us to explore the complex physical processes occurring in
plasma accelerators. In some cases these processes may
be extremely difficult or impossible to access experimen-
tally, or it may be very expensive and time-consuming to
do so. Exploration of plasma accelerators via large-scale
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simulation will lead to insights that would otherwise be in-
 accessible. Second, it allows us to examine the feasibility of
advanced concepts like plasma-based colliders. At present
such simulations are too slow for rapid and thorough explo-
< ration of the parameter space. Under ECP, through advanced
£ hardware and advanced algorithms able to run effectively
on that hardware, such simulations will be possible in the
early 2020’s, which is the same time that exascale systems
will become available. Lastly, large-scale simulation allows
us to optimize the design of advanced accelerator concepts,
and to develop designs that reduce cost and risk.

As we march toward the exascale era the computing en-
vironment is changing. Users requiring the most massive
resources will soon have a fraction of an exaflop at their
fingertips. Importantly, medium-scale users will also have
increased computer power. To get a major boost in perfor-
mance we will have to write code for heterogeneous hard-
= ware (CPUs, GPUs, etc.), using a mix of computer program-
§ ming methods. In addition software libraries are already
'S being written with a view toward exascale. For example,
% under ECP the Center for Particle Applications is developing
a number of software libraries including libraries for parallel
FFTs [51,52]. Already FFTs can be performed on hundreds
of thousands of cores for problem sizes up to 10,0003,

To conclude this section I will mention an example from
another field, Computational Cosmololgy. Under the Ex-
aSky ECP project [53], a simulation was performed on 1.5
million cores of the Sequoia computer at a sustained perfor-
.2 mance of nearly 14 petaflops, and used 3.6 trillion simulation
2 particles. Such high resolution simulations are needed to
< make comparisons with high precision experimental mea-
% surements. The simulations are used to solve inverse prob-
8 lems to determine several key cosmological parameters like
© the amount of dark matter, parameters of primoridal fluctua-
g tions, etc.
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CONCLUSION

I will conclude my talk by quoting something that I pre-
sented 10 years ago at the 2008 European Particle Acceler-
ator Conference [54]. It is found in the Proceedings of the
6 1971 International Conference on High Energy Physics [55].
E In response to a talk by Viktor Weisskopf, Lew Kowarski
: (who I mentioned previously) made a comment that was
k= recorded in the Proceedings. Weisskopf had described the
ﬁ emergence of “a new type of physicist...the machine physi-
5 cists,...” Inthe question and answer session Kowarski spoke.
% According to the proceedings he said,

8 “Early experimentalists worked with their hands:
2 Galileo’s legendary tossing of stones from the Tower of Pisa,
E or the alchemists mixing by hand the ingredients in their mix-
§ ing bowls. In a similar way the theoreticians manipulated
.« their numerical quantities and symbols by their unaided
= brain-power. Then came the machines to extend the exper-
£ imenter’s manual skill and to open whole new worlds of
= things to be handled in ways nobody could predict or even
‘q"é imagine before they really got going. Now we are at the be-
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ginning of a new kind of extension by machine: the computer
comes to supplement the theoretician’s brain. We cannot
foresee what this fourth kind of creativity in physics will
bring...”

This comment was made nearly 50 years ago when the
fastest computer in the world was the CDC 7600 with a
performance of about 10 Mflops. Sometime in the 2020’s
we will have exascale resources that have 100 trillion times
the computing power that Kowarski knew 1971. Such a
mind-boggling increase in computing power would have
been almost unimaginable in 1971, and validates Kowarski’s
comment that “we cannot foresee what this fourth kind of
creativity in physics will bring.”

At conferences like this ICAP conference we share our ex-
periences of what this fourth kind of creativity has brought to
our field. More than ever, advanced computational modeling
is enabling major advances and discoveries in Accelerator
Physics. Opportunities abound in concepts like laser, plasma,
and dielectric accelerators, in new approaches like integrable
optics, in accelerator control and operation, in concepts for
future colliders and future light sources, and in applications
of accelerators.
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Abstract

Dielectric Laser Acceleration (DLA) achieves the high-
; est gradients among structure-based electron accelerators.
© The use of dielectrics increases the breakdown field limit,
P and thus the achievable gradient, by a factor of at least 10
% in comparison to metals. Experimental demonstrations of
» DLA in 2013 led to the Accelerator on a Chip International
5 Program (ACHIP), funded by the Gordon and Betty Moore
2 Foundation. In ACHIP, our main goal is to build an acceler-
E ator on a silicon chip, which can accelerate electrons from
E below 100keV to above 1 MeV with a gradient of at least
3 100 MeV/m. For stable acceleration on the chip, magnet-
3 only focusing techniques are insufficient to compensate the
é strong acceleration defocusing. Thus spatial harmonic and
£ Alternating Phase Focusing (APF) laser-based focusing tech-
% niques have been developed. We have also developed the
& simplified symplectic tracking code DLAtrack6D, which
‘é makes use of the periodicity and applies only one kick per
£ DLA cell, which is calculated by the Fourier coefficient of
<& the synchronous spatial harmonic. Due to coupling, the
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Fourier coefficients of neighboring cells are not entirely
independent and a field flatness optimization (similarly as
in multi-cell cavities) needs to be performed. The simu-
lation of the entire accelerator on a chip by a Particle In
Cell (PIC) code is possible, but impractical for optimization
purposes. Finally, we have also outlined the treatment of
wake field effects in attosecond bunches in the grating within
DL Atrack6D, where the wake function is computed by an
external solver.

INTRODUCTION

The Accelerator on a Chip International Program
(ACHIP) [1], funded by the Gordon and Betty Moore Foun-
dation in the period between 2015 and 2020, aims to explore
Dielectric Laser Acceleration (DLA). This nascent accelera-
tion scheme provides the highest gradients among structure-
based (non-plasma, non-vacuum, etc.) electron accelerators
and thus allows reduction of the size of high energy electron
accelerators significantly. The principle of DLA relies on
the inverse Smith-Purcell (or the inverse Cerenkov effect)
and was first proposed in 1962 [2, 3]. In 2013, the accel-
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eration of relativistic electrons was first demonstrated at
SLAC with a gradient of more than 250 MeV/m in a SiO,
double grating structure driven by a 800 nm Ti:Sapphire
laser [4]. In the same setup, the gradient was later increased
to 690 MeV/m [5]. Also in 2013, strongly sub-relativistic
electrons (27.7 keV) were accelerated by the group at FAU
Erlangen with a gradient of 25 MeV/m using a single grating
structure at the third spatial harmonic [6]. The group at
Stanford University used a silicon dual pillar structure to
accelerate 96 keV electrons with a gradient of more than
200 MeV/m [7] and a similar experiment at 30keV with
few-cycle laser pulses was done at FAU Erlangen [8]. An
example of such a dual pillar structure is shown in Fig. 1.
These schemes all utilize laterally incident lasers with polar-

Figure 1: Scanning Electron Microscope (SEM) pictures of
a dual pillar acceleration structure.

ization in the electron beam direction, thus the accelerating
near field is a standing wave. It is also possible to use lon-
gitudinally coupled (traveling wave) structures, see [9] for
details and a general overview.

The goal of ACHIP is to build an accelerator as sketched
in Fig. 2, which can accelerate electrons from electrostatic
sources (<100keV) to above 1 MeV. A second goal is to
make use of the accelerator by exploring the options of DLA
based deflection (see e.g. [10]), which can potentially lead
to laser driven undulators [11-13].

ADDITIONAL ACCELERATION STAGES ——

DEFLECTOR/UNDULATOR

Figure 2: Sketch of the goals of the ACHIP collaboration.

Different materials have been investigated for DLA [14].
In order to achieve the highest gradient, the material-specific

damage threshold fluence

PAt
Foam > F = —,

B (M)

B-2 Plasma, Laser, Dielectric and Other Acceleration Schemes

ICAP2018, Key West, FL, USA JACoW Publishing
doi:10.18429/JACoW-ICAP2018-MOPLGO1

where P/ A is the laser intensity and At is the pulse length,
is approached, but must not be exceeded. Note that the de-
pendence on the laser wavelength and pulse length can be
strongly nonlinear, see e.g. [15] for an in-depth discussion
and more empirical data. Moreover, if the laser travels a
longer distance through the material, the nonlinear phase
shift also needs to be considered [16]. In general, a shorter
pulse allows for a higher gradient at the same fluence. More-
over, a high band gap material as e.g SiO, will have a higher
damage threshold and a low band gap material such as Sil-
icon has a lower damage threshold but a higher refractive
index.

For the sub-relativistic experiments in the ACHIP collab-
oration we mostly use 1o = 2 um femtosecond laser pulses,
generated by Optical Parametric Amplifiers (OPA) or by
novel Tm or Ho-Tm fiber laser amplifiers currently under de-
velopment. The electron source needs to provide ultra-low
emittance, particularly at low energy. For a lossless sub-
100-keV injection into a DLA operating at 2 um, geometric
emittances smaller than 0.1 nm are required [17]. Differ-
ent emitters are available to produce these low emittances,
e.g. [18], or see [19] for an overview. At these emittances,
the achievable charge is quite small at the moment. We hope
to achieve higher average charge in the future by increasing
both the repetition rate and the single microbunch charge.

DIFFERENT MEANS OF
LASER COUPLING

All the DLA experiments performed so far have used
free space laser coupling. At longer interaction length, it is
necessary to provide symmetric fields, such that there is no
coherent deflection force. There are different means to obtain
symmetric fields in the acceleration channel, the simplest
is to illuminate the structure symmetrically from both sides
with equal phase and polarization. If this is impractical from
the optics point of view, the fields of a single side drive laser
can also be symmetrized by using a Bragg mirror on the
chip [20,21].

The laser fluence on each DLA cell can be reduced by
shortening the pulse and tilting the pulse front [22,23], such
that it remains synchronous with a few electron bunches
over a distance (or duration) much longer than a single DLA
cell is illuminated, see Fig. 3. Practically, the pulse front tilt

Figure 3: Flat vs. tilted laser pulse. At roughly the same
pulse length for each grating cell, the interaction length is
significantly increased. Picture adapted from [22].
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% can be achieved, for example, by a prism or by a reflection
E grating with unequal incidence and reflection angles [22,23].
Another option to increase the interaction length in the ac-
celerator structure is an on-chip waveguide system [24], see
Fig. 4. This supplies different parts of the accelerator struc-

dielectric waveguide /é
network

pulse delay
to match
e velocity

Si

input
laser pulses

accelerator structures

optical phase shifters

igure 4: On-chip waveguide laser power delivery system.
icture adapted from [24].

a~les)

—

5 ture with the appropriate phase and group delay. Moreover,
» a different, higher damage threshold and lower refractive
f index material can be used to convey higher laser fluence in
° the waveguides, which can be split in to many waveguides
£ before coupling to the high refractive index accelerator struc-
-2 ture. Using this technique, it is possible to produce a similar
% illumination pattern as would be obtained by pulse front tilt
= in free space.

work must maintain attribution to the author(s), title of the work, publis

FIELD COMPUTATION FOR A SINGLE
DLA CELL

The laser field computation of a single DLA cell using
& periodic boundary conditions is not a challenge, since its
o electrical length L/A is on the order of one. It can be simu-
; lated by various techniques such as Finite Difference / Finite
A Integration Time Domain (FD/FI TD) codes [25,26], Finite
8 Difference Frequency Domain (FDFD) codes [27], or Finite
£ Element Frequency Domain (FEFD) codes [26,28]. These
8 can be combined with various optimization techniques, in
é order to find structures with highest gradient, lowest field
f inside the material, or highest bandwidth. Of course, these
S optimization goals compete, such that an optimum can only
-“.2 be found in the sense of a Pareto-front. Simple DLA struc-
S tures can also be designed from a physical point of view, such
% that maximum electric field modulation at the synchronous
2 harmonic is achieved, which results in Bragg cavity struc-
ztures [28,29]. A more mathematical approach is rather to
E use adjoint methods to perform large-scale, gradient-based
§ optimization of the full permittivity distribution [30]. How-
= ever, these methods tend to generate non-inutitive device
= geometries and sometimes require additional constraints to
£ create fabricable structures. Moreover, adjoint methods have
= also been used for other parts of the integrated DLA, such
‘q"é as grating couplers [31].
MOPLGO1

@ 122

nce (© 2018). An

ICAP2018, Key West, FL, USA

JACoW Publishing
doi:10.18429/JACoW-ICAP2018-MOPLGO1

BEAM DYNAMICS SIMULATIONS IN
DLATRACKG6D

We will summarize and slightly add to DLAtrack6D, the
one kick per cell tracking approach originally conceived
in [29]. The kicks are sufficiently described by one com-
plex coefficient per DLA cell, where the longitudinal and
transverse dependencies are derived analytically. Although
the derivation holds true only for strict periodicity, small
deviations can be accepted within reasonable error. Also
fringe fields are not included, even in practice they should
be reduced as much as possible. The effect of fringe fields
is however strongly dependent on the quality factor of the
structure, usually determined by the available bandwidth.

Starting from the longitudinal energy gain, the kicks in
all directions are computed and then used for symplectic
tracking. The energy gain of an electron with charge ¢ = —e
can be written as function of the time domain electric field
E, its Frequency Domain (FD) phasor E_, or by means of
spatial Fourier series in periodic DLA structures

Agz/2
AW(x,y,s) = q E.(x,y,z;t =(z+s)/v)dz (2)
-Agz/2
= glyeRe {7 Fe,, (x. )} 3
Here the spatial Fourier coefficient is computed as
g2 /2
1 —
gm(x3 y) =5 Ez(x’y9 Z)elm/lgz ZdZ- C)]
& ~Ag2/2

The above relation holds only if the Wideroe condition 44, =
mf Ay is fulfilled, where Ag, is the grating period and 8 is
the velocity in units of c. In the following we will restrict
the arbitrary integer spatial harmonic m to m = 1, which
usually has the strongest amplitude ¢, .

The transverse kicks can be obtained by exploiting the
known transverse dependency of e (x, y) on the transverse
coordinates. From the Panofsky-Wenzel theorem [32], con-
veniently written as

V' x Ap(x,y,s) =0, &)

where the relative gradient is V’ = (dx, 0y, —d;), we obtain
under the synchronicity condition

/12, 1 Ps
AL ys) = =5 g tm { TV g (e ) ©)

For a symmetric laser illumination the transverse dependen-
cies can be written as

EI(X,)’) =€ (0,0 COSh(iky)’)eikxx, @)
where k, includes the option of a tilt of the grating
or the laser incidence, k; = 2r/(BAg), and k, =
i\/(27r//lo)2 — k2 — k2. For a grating tilt angle @ (see Fig. 5)
we obtain [29] k, = k, tan(a) and for a laser tilt angle

(keeping the polarization parallel to the electron beam) we
obtain k, = k, sin(1#). After some manipulations, we finally

B-2 Plasma, Laser, Dielectric and Other Acceleration Schemes



13th Int. Computational Accelerator Physics Conf.
ISBN: 978-3-95450-200-4

Figure 5: Unit cell of a tilted grating (tilt angle ). The
blue lines indicate possible electron trajectories, the laser is
incident from top and bottom, with polarization in electron
beam direction and possible tilt angle .

obtain the kicks [29]

A .
Ax’ = —;ZOOC tan(e) cosh(ikyy)Re {gle”"“kxx} (8a)
—ikyA2qp o
= ﬁ sinh(ikyy)Im {e, ¥ *¥>~} (8b)
AS = gz . iptikex _ ips
o= o c2Re {51 (cosh(zkyy)e —e )} . (8c)

In case of an anti-symmetric illumination, i.e. a 7 phase
shift between the two laser beams, the transverse dependence
is

e,(x,y) = ¢,(0,0) sinh(ikyy)e™ =~ )
and the kicks are accordingly
Ax' = —;j)i tan(«) sinh(ikyy)Re { e ei<P+ikxx} (102)
) % cosh(ikyy)m {ee"#**X}  (10b)
AS = qdgz Re {e, sinh(ikyy)e'#*iks+} | (100)

ymec?

Note that in the sinh-mode, the energy gain of the syn-
chronous particle is always zero, since the longitudinal elec-
tric field vanishes in center of the channel. The sinh-mode
can be used as a diagnostic, in order to convert a tempo-
ral profile into an angle distribution profile [33], which is
usually referred to as beam streaking.

The symplectic one-kick-per-cell tracking is independent
of the realization of the kick functions and reads
(n+1)

X (n+1) X (n) /lgzx’

x’ Ax" + Ax’ 0

y _ y Agzy

yl - Ay/ + Ayl 0 ) (11)
¢ ¢ e

1) 6 + Ad(gs) 0
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with the tracking variables in paraxial approximation

=P Ay = Apx(x..¢)
P20 ’ Pz0 |
2By py o AYe)
Pz0 Pz0
W -W,
Y= 271'/1i , 0= TO s
8z 0
AS = AW(X,)’,SO)V;AW(O,O,%) , (12)
0

where Wy = ym,c? and p,o = Symec. The adiabatic damp-
ing of the transverse emittance is described by

; ()
(n+1) AogRe {e'¥se
A _ BY) R R { 2_1} 13
(By)™ Bymec
While keeping the synchronicity condition by appropri-
ately chirping the structure, the acceleration ramp can be
written as

N
WN) = W) +q ) A"Re (e},

n=1

(14)

We note that chirping the structure length while maintaining
constant phase arg(e,) is possible by correcting the phase
drift with another parameter in the structure design [20].

DLAtrack6D is written in Matlab [34], it is based on a
phase space structure that allows for vectorized updates in
each DLA cell. The code, together with a brief manual, will
be made available to the community soon.

ELECTRON BEAM FOCUSING

Optical near field accelerators cannot rely on magnetic
focusing only, since the small scale of the near field requires
sub-micron beam sizes which in turn would require magnetic
field strengths unachievable by conventional quadrupole
magnets [35]. Thus a laser-based focusing scheme is re-
quired to make DLA scalable.

Two different options have been proposed for focusing
with the phase dependent transverse laser fields. In 2012 the
group at UCLA has proposed spatial harmonic focusing [36].
Stability of the electron beam could be predicted by means
of retracting ponderomotive forces due to non-synchronous
harmonics, while the synchronous harmonic serves for ac-
celeration. However, the beam envelope at given emittance
could not be determined more accurately than in the smooth
approximation. Moreover, the focusing harmonic needs to
be quite strong (much stronger than the accelerating har-
monic), which puts a constraint on the choice of materials
and pulse length due to the damage threshold fluence. In
particular, this scheme has been implemented with SiO,
structures at relativistic energies [37].

Recently, Niedermayer et al. have proposed Alternating
Phase Focusing for DLA [17]. Here, we work only with a sin-
gle spatial harmonic, i.e. e, but its phase can be changed by
means of fractional period drift elements. The hereby gener-
ated longitudinal/transversal alternating focusing gradients
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% can be integrated in the Courant-Snyder sense. Thus a scal-
E able scheme is obtained, where about half (dependent on the
%’ synchronous phase) of the synchronous harmonic is trans-
8 lated to acceleration gradient. The required pre-bunching
4 on the optical scale can be obtained with the same scheme,
g see [17]. Due to the exact integration of the lattice (and
£ thus a precise determination of the beam envelope) and the
5 efficient translation of incident field to acceleration gradient,
< this scheme is particularly suited for sub-relativistic DLAs
%working with high refractive index Silicon structures that
% have a rather low damage threshold. An outline of such a
structure is depicted in Fig. 6.

Figure 6: Outline of an APF DLA structure, picture adapted
from [29].

FULL SCALE SIMULATION
TECHNIQUES

For full scale tracking and PIC simulations we mostly use
& the codes CST Studio Suite [26] and VSim [25]. A full scale
é PIC simulation is however numerically quite heavy, thus
© we prefer to do this only for finished designs and rely on
g DLAtrack6D for design studies. In CST, we have the conve-
S nient option to calculate the fields in either in TD or FD and
= store them as frequency domain phasors, i.e. one complex
;j number per mesh edge. Note that storing in FD does not
m necessary mean computation in FD; in fact, FD simulations
8 become intractable as the simulation size becomes large, so
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instead, TD computation can be performed along with an
on-the-fly Fourier Transform.

We use VSim in cases where large scale computing is
required. Moreover, including a pulse front tilted laser beam
is rather involved in CST at the moment, thus we did this in
VSim. The capability of VSim for electron energy loss in
materials, to model experiments where part of the electron
beam clips the structure, was also added and showed good
agreement with experiments [5]. In the near future, we plan
to conduct high performance PIC simulations to assess the
effects of fringe fields and imperfect field flattess, wake
fields, and radiation emission using NERSC cluster time
awarded to the ACHIP collaboration partner TechX.

ONGOING EXPERIMENTS

Simulations are conducted for the design and the evalua-
tion of different ongoing DLA experiments. The simplest
one uses the intrinsic phase focusing properties of a DLA
structure [38]. In this experiment, the electrons are injected
at random phase, which means that they are either focused or
defocused, i.e. a cross-shape is formed in transverse phase
space (see also [20]). An aperture lets only the focused elec-
trons pass, the defocused ones are lost. This transmission
is however still higher than in the absence of the laser, i.e.
when there is no focusing at all. This experiment can also
be run in deflection (sinh) mode, i.e. the electrons are de-
flected to the left or right, dependent on their phase. Strong
deflection will reduce the transmission through the aperture
accordingly, which is readily measurable.

Another ongoing focusing experiment is APF with a
Bragg mirror, as outlined in Fig. 7. As discussed in de-
tail in [17], this APF focusing channel transports particles
at all phases. A pre-bunching is not required for transport
only, however it would be required for acceleration. In the
bottom of the figure, the longitudinal electric field is plotted.
Different options for filling the half cell spaces for phase
jumps have been simulated. In the end, it turned out that the
spacers are only helpful in the beginning and the end of the
structure and within it is sufficient to leave half a cell empty.

nt from this work may be used under the terms of the
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Figure 7: Alternating Phase Focusing single laser beam transport structure (top), normalized longitudinal electric field
2 phasor magnitude with laser from bottom (center) and on axis field flatness plot (bottom), obtained by CST MWS in TD.
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Moreover, another crucial optimization is to tune the Bragg
mirror distance such that the fields in the channel become
symmetric. After the optimized fields have been determined,
electron tracking can be done both in DLAtrack6D and full
PIC codes. Figure 8 shows how the fraction of electrons
transported through the structure is dependent on the laser
field strength (DLAtrack6D).
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Figure 8: Transmission rate as function of laser field strength
(top) and electron loss as function of DLA cell index for
e1 = (0,200,400) MV/m laser field strength (bottom).

The minimal beta-function is obtained at roughly
200 MV/m, where maximum transmission occurs. Beyond
that point, the beam is first over-focused, and eventually
leaves the area of stability. The reason for the losses at the
matched e is the geometric emittance of 0.3nm (Gaussian
distribution initially), which is larger than the acceptance of
the structure. Once saturated at about 50%, the electrons can
be transported over an arbitrary distance, which is limited
only by the defocusing in the direction of the pillar height.
Roughly the same results are obtained by tracking in the
CST PIC solver.

In succession to [33,39], we plan a two stage buncher-
accelerator or buncher-streaker experiment, see Fig. 9. Here
we use dual drive from two stages, with independent phase
control and independent amplitude control of lasers 1 and
2. The first DLA stage is normally run in cosh-mode and
serves as a buncher. The second stage can be either run
in cosh-mode for acceleration, or in sinh-mode for streak-
ing. Replacing the first (buncher) structure by an APF-type
buncher, see [17], will allow us to obtain short bunches with
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Figure 9: Combined buncher and accelerator/streaker DLA.

low energy spread. This gives the opportunity to observe
both coherent streaking and coherent acceleration at the
same setup on a spectrometer screen.

Additionally to the low energy experiment, there are also
high energy experiments planned. Most prominently, we
will use the 3.2GeV beam at SwissFEL at PSI to inject into
a DLA. Due to the extremely small geometric emittance
at such high energy, this injection will be almost lossless.
Additionally, at such energy the deflection and acceleration
defocusing is rather small. Therefore, we are restricted only
by the conventional electron optics (Rayleigh length) and
the available laser pulse energy, which can be cast in a tilted
pulse. Details of the outlined experiments can be found
in [40,41].

Moreover, relativistic energy experiments are also out-
lined at the SINBAD facility at DESY, where an inverse
FEL undulator together with a chicane will be employed for
optical-scale bunching of the beam before it is injected into
the DLA. Driving the DLA with the same laser as is used for
seeding the inverse FEL allows for the precise phase control
required for coherent acceleration [42].

The group at UCLA aims for a 2-cm long DLA experiment
at about 5 MeV injection energy at the Pegasus facility [43].
Challenges are that focusing of the beam is still required
and also a slight chirp needs to be imprinted to account
for the slightly sub-relativistic velocity. Creating both the
focusing harmonics and the chrip is planned to be achieved
by a strictly periodic SiO; grating fed by a tilted laser pulse
that is modulated by a Spatial Light Modulator, see e.g. [44].

CURRENT STATUS AND OUTLOOK

We are now able to perform start-to-end simplified sim-
ulations of larger DLA chips with DLAtrack6D. For full
scale 3D PIC or tracking simulations a cluster computer is
required. The experiments performed at the moment can still
be simulated well in 2D by available PIC codes. However, it
is expected that the structure lengths will soon significantly
increase.

One option for efficient large scale PIC for DLA would
be a moving window code, which discretizes only the co-
moving environment of a few electron micro-bunches. The
rest of the structure contains neither electrons nor laser en-
ergy, since we strongly restrict the interaction region by
applying the pulse front tilt or other means of selective syn-
chronized illumination.

The charge we accelerate in current DLA experiments
is mostly rather low. However, at particular high energy
experiments as e.g. at PSI, the entire beam is put through
the small aperture of the DLA. We expect to see wake field
effects here for the first time. Simulations of wake field
effects are already in place [45]. We outline to integrate
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A
% linear and non-linear wake kicks from precomputed wake
E functions into DLAtrack6D as well. With this we will be
% able to properly predict the strength of beam loading effects
2 and longitudinal and transverse beam instabilities in longer
~4 DLA structures.
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INTRODUCTION

In this presentation we describe some numerical and ana-
lytical results from our work on the spin polarization in high
energy electron storage rings aimed towards the proposed
Future Circular Collider (FCC-ee) and the proposed Circular
Electron Positron Collider (CEPC). Photon emission in syn-
chrotron radiation imparts a stochastic element (‘“noise”) into
particle motion and there are also damping effects. However,
instead of considering single particles it is often convenient
to model the stochastic photon emission as a Gaussian white
noise process and to then study the evolution of the particle
density in phase space with a Fokker-Planck equation.

The noise in trajectories together with the spin-orbit cou-
pling embodied in the Thomas-BMT equation of spin pre-
cession [1], can cause spin diffusion and thus depolarization.
On the other hand photon emission can lead to a build up
of polarization via spin flip. This is the Sokolov-Ternov pro-
cess [2]. The attainable polarization is the outcome of the
balance of the two effects.

So far, analytical estimates of the attainable polarization
have been based on the so-called Derbenev-Kondratenko
formulas [3,4]. In analogy with studies of the trajectories
of single particles, that approach leans towards the study
of single spins and relies in part on plausible assumptions
grounded in deep physical intuition. However, just as with
particle motion it would be convenient to have a treatment
of the Fokker-Planck (F-P) kind and thereby minimize the
reliance on assumptions. But the polarization at a point in
phase space cannot be handled in that way since polarization
is not a density. Nevertheless a density is available, namely
the density in phase space of the spin angular momentum and
with this there is a generalization of the F-P equation which
we call the Bloch equation. We use that name to reflect
the analogy with equations for magnetization in condensed
matter [5]. In fact the Bloch equation works with the so-
called polarization density. This is proportional to the spin
angular momentum density per particle in phase space. With
this we can calculate the polarization vector of the bunch.

Thus we study the initial value problem of what we call the
full Bloch equation (FBE). The FBE takes into account non
spin-flip and spin-flip effects due to synchrotron radiation
including the spin-diffusion effects and the Sokolov-Ternov
effect with its Baier-Katkov generalization. The FBE was
introduced by Derbenev and Kondratenko in 1975 [6] as a
generalization to the whole phase space (with its noisy tra-

* Corresponding author: heineman@math.unm.edu
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jectories) of the Baier-Katkov-Strakhovenko (BKS) equation
which just describes the evolution of polarization by spin flip
along a single trajectory [7]. The FBE is a system of three
F-P equations coupled by a Thomas-BMT term and the BKS
terms but uncoupled within the F-P terms. By neglecting
the spin flip terms in the FBE we obtain what we call the
reduced Bloch equation (RBE). The RBE approximation is
sufficient for computing the physically interesting depolar-
ization time and it shares the terms with the FBE that are
challenging to discretize. Thus, here we only consider the
discretization of the RBE.

Our approach has three parts. First we approximate the
RBE analytically using the method of averaging, resulting
in an average RBE which allows us to use large time steps.
The minimum length of the time interval of interest is of
the order of the orbital damping times. Secondly, the phase
space coordinates of the average RBE come in d = {1,2,3}
pairs of polar-radial coordinates that we discretize using a
Fourier-Chebyshev pseudospectral approach. The averaging
decouples the parabolic and mode coupling terms allowing
for a parallel implementation with only local communication.
Thirdly, we further exploit the decoupling by evolving the
resulting system of ODEs by an implicit-explicit (ARK)
method. Parabolic operators are treated implicitly and can
be inverted rapidly due to the decoupling. If each of the
d angle variables is discretized on a grid of M grid points

and if each of the d radial variables is discretized on a grid :

of N grid points then the total number of operations for
each time step scales, to leading order, as O(N99 M¢) where
1 < g < 3, depending on the algorithms used for the linear
solve. For Gaussian elimination ¢ = 3. Details and more
results have been presented in this meeting by O.Beznosov,
see [8].

The main issues for very high energy rings like the FCC-
ee and CEPC are: (i) Can one get polarization, (ii) what
are the theoretical limits of the polarization? We believe
that the FBE offers a more complete starting point for very
high energy rings than the Derbenev-Kondratenko formu-
las. See [9] for a recent review of polarization history and
phenomenology.

RBE IN LAB FRAME

In a semiclassical probabilistic description of an electron
bunch the spin-orbit dynamics is described by the spin-1/2
Wigner function (also called the Stratonovich function) p
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+ where f is the classical phase-space density normalized by
S f f(t,z)dz = 1 and 7 is the polarization density of the bunch
5 and thus proportional to the spin angular momentum density.
o Here z = (r, p) where r and p are the position and momen-

tum vectors of the phase space and ¢ is the time. Also, 7 is
= ~ the vector of the three Pauli matrices. Thus f =Tr[p] and
51 = Tr[pd]. The polarization vector P(t) of the bunch is
5 IS(t) = f 7(t,z)dz. Here and in the following we use arrows
o on spin-related quantities and no arrows on other quantities.
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= by a Hamiltonian, as in the case of protons, the phase-space
£ density is conserved along a trajectory so that the polariza-
< tion density obeys the Thomas-BMT equation along each
§ trajectory. However, if the particles are subject to noise and
g damping due to synchrotron radiation, the evolution of the
% density of particles in phase space is more complicated. But
€ as advertised above it can be handled with a F-P formalism.
?E Then by neglecting collective effects and after several other

att

E approximations, p evolves via

2

E 0uf = Lep(t.2)f. @
= 0u] = Lrp(t, 27 + Q(t, 2)1f + G(t, )17

£ +§(1.0f + L(t.2)f 3)
:5‘

z where (2) is the F-P equation for the orbital density and (3)
is the FBE mentioned above, both in the lab frame, i.e., in
% cartesian coordinates. The F-P operator Lgp is the linear
& second-order partial differential operator commonly used
@for electron synchrotrons and storage rings [10, Section
° 2.5.4], [11,12]. The skew-symmetric matrix (¢, z) in the
0 FBE takes into account the Thomas-BMT spin-precession
° effect. The terms G7j, g f and L f take into account spin
>4 flips due to synchrotron radiation. In particular they include
S the Sokolov-Ternov effect and its Baier-Katkov correction
% the latter belonging to G7j. As usual, since it is minuscule
35_ compared to all other forces, the Stern-Gerlach effect from
o the spin onto the orbit is neglected in (2). The explicit forms
E of Lrp, Q,G, g and L are given in [6].

If we neglect the spin flip terms in the FBE then (3) sim-
plifies to

). A

011 = Lrp(t,2)1] + Q(t,2)7} €]

The RBE (4) just takes care of spin diffusion due to the
orbital motion.

The Equations (2) and (3) can be derived from quantum
electrodynamics, followed by making the semiclassical ap-
, proximation of the Foldy-Wouthuysen transformation of the
Dirac Hamiltonian and finally by making a Markov approx-
imation [13]. We stress however, that the RBE (4) can be
derived purely classically as in [14]. In fact, we show again
how to do this at the end of the next section.
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RBE IN THE BEAM FRAME

In the beam frame, i.e.,
RBE (4) becomes

in accelerator coordinates, the

&)

Ootiy = (Ly + Ly rBMT)TY

where 6 is the accelerator azimuth,

Z%@@ﬁ+w@w

Ly remriiy = Qv (0, )iy

and where A(0) is a 6 X 6 matrix encapsulating radiationless
motion and the deterministic effects of synchrotron radiation.
Also Qy(6,y) is the Thomas-BMT term and it is a skew-
symmetric 3X3 matrix linear in y and wy (6) is the magnitude
of the noise. Note that A(#), Qy(0,y) and wy(0) are 2x-
periodic in 8. Given the beam frame polarization density
fjy the beam frame polarization vector ﬁ(H) of the bunch at
azimuth 6 is

7o) = [ ayivoy ©)
Our central computational focus in this paper is the RBE (5)
with ﬁ(@) being a quantity of interest. To proceed with this
it is important that (5) has an underlying system of Langevin
equations and thus an underlying F-P equation. In fact the
system of Langevin equations is

AB)Y + Vwy(0)esé(6) ,
"= Qy(6,Y)S

(N
®)

Y
S

where ¢ is a version of the white noise process, eg =
(0,0,0,0,0, 1)T and § is the single-particle spin expectation
value. Note that (7) can be written as the Ito stochastic dif-
ferential equation: dY = A(0)YdO + /wy(0)esdW which
is linear in the narrow sense and thus defines a Gaussian
process Y if Y(0) is Gaussian. In principle (5) could be ob-
tained by transforming (4) and the coefficients A, Qy and
w from the lab frame to the beam frame, However this is
not necessary since (7) and (8) and the A, Qy and w can be
found in virtually every exposition on spin in high-energy
electron storage rings, e.g., [15]. Note that these expositions
make some approximations. We use [15] which involves
linearizing w.r.t. y as can be seen in (7) and (8). For (5) see
also [14].
The F-P equation for the Gaussian process Y is

0oPy = Ly Py 9

For getting (9) from (7) see [16—18]. With (7) and (8) the
evolution equation for the spin-orbit joint probability density
Pys = Pys(6,y,5) is the following F-P equation:

3
09Pys = LyPys — Z ds;
i=i

Pys
J

(10)

@mmﬂ
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Note that Py is related to Pys by

Pr(0y) = [ ds Prs@..9) (a1
where the integral is over R?. Note also that since the spin
variable § is normalized, Pys is supported on the 2-sphere,
i.e., where || = 1. Hence Pys(6,y,5) is proportional to
6(|s] — 1). By integrating (10) over 5 one recovers (9). The
polarization density 7jy corresponding to Py is defined by

ny(6,y) = / dss Pys(0,y,5) (12)
The RBE (5) follows from (10) by differentiating (12) w.r.t.
a.

APPROXIMATING THE BEAM FRAME
RBE BY THE METHOD OF AVERAGING

Because the coefficients of Ly are 8-dependent, the RBE
(5) is numerically quite complex. So we first approximate
it analytically in order to solve it numerically. We will find
this approximate RBE by refining the averaging technique
presented by Ellison, Mais and Ripken in the Accelerator
Handbook [19, Section 2.1.4]. This refinement allows us
to use that method of averaging to approximate the system
of Langevin Equations (7). We just give a sketch here (a
detailed account will be published elsewhere [20]). Note
that both [19, Section 2.1.4] and our refinement are restricted
to first-order averaging. We first rewrite (7) as

Y’ = (A(0) + €A0))Y + Veyw(B)esé(H) (13)
with Ver/w(8) = \Jwy(6), where A(6) is the Hamiltonian

part of A(0) and € is a perturbation parameter, and where
€0A(0) represents the part of A(#) associated with damping
effects due to synchrotron radiation and cavities (see, e.g.,
[15, eq. 5.3]). The mean my and covariance matrix Ky of Y
satisfy the ODEs

my, = (A() + e5A(0))my , (14)
Ky = (A(8) + €5A(0))Ky + Ky(A(0) + €5 A(9))"

+ew(H)eger (15)

In (15) the §A terms and the w are balanced at O(e) and
so can be treated together in first order perturbation theory.
This is the reason for the /e in (13). However this balance
is also physical as the damping and diffusion come from the
same source and the cavities replenish the energy loss.

To apply the method of averaging to (14) and (15) we must
transform them to a standard form for averaging. We do this
by using a fundamental solution matrix X of the unperturbed
€ = 0 part of (13) and (14), i.e.,

X' = AO)X (16)
We thus transform Y, my and Ky into U, my; and Ky via

Y = X(0)U, my = X(0)my,Ky = X(O)KyXT(0) (17)

D-2 Dynamics — Spin, Precision, Space Charge
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and (13), (14) and (15) are transformed to

U = eDO)U + Ve Jw(0) X (0)esc(6)  (18)
my, = €D(O)my (19)
K}, = e(D(O)Ky + Ku D' (0)) + €€(6)  (20)

Here D(0) and () are defined by

D(6) = X~ (0)5A0)X(6) ,
E0) = w(@X ' (O)eger XT(6)

@D
(22)

Of course, (18)—(20) carry the same information as (13)-
(15).

Now, applying the method of averaging to (19) and (20),
we obtain

(23)
(24)

my, = eDmy ,
Ky = e(DKy + KyD") + €&

where the bar denotes 6-averaging, i.e., the operation
limy o (1/7T) /OT d@ - - - . For physically reasonable A each
fundamental matrix X is a quasiperiodic function whence D
and & are quasiperiodic functions so that their time averages
D and & exist. By averaging theory |my (0) — my(0)| <
Ci(T)e and |Ky(0) — Ky (6)] < Co(T)e for0 < 6 < T/e
where T is a constant (see also [21-24]) and € small. How-
ever, we expect to be able to show that these estimates are
uniformly valid on [0, o), since the long time behavior is
exact.

The key point now is that every Gaussian process V, whose
mean my and covariance matrix Ky satisfy the ODEs (23)
and (24), satisfies the system of Langevin equations

V' = eDV +VeB(&,....&)" (25)

Here &1, ..., & are statistically independent versions of the

white noise process and B is a 6 X k matrix which satisfies

BB" =& (26)

with k = rank(E). Since my(0) = my(6) + O(e) and

Ky(0) = Ky(0) + O(e) we get U(0) =~ V(6). In particu-

lar X~1(6)V(9) ~ Y(0) (more details will be in [20]). Con-

versely, the mean vector my and covariance matrix Ky of
every V in (25) satisfy the ODEs (23) and (24).

It’s likely that stochastic averaging techniques [25, and
references therein] can be applied directly to (18) giving (25)
as an approximation and we are looking into that. However,
because (18) is linear and defines a Gaussian process, the
theory for getting to (25) from the ODEs for the moments
could not be simpler, even though it is indirect.

To include the spin we extend (25) to the spin-orbit system
of Langevin equations

V' = €DV +VeB(éy,....&) ,
5" = Qy (6, X(0)V)S

27
(28)
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129

©= Content from this work may be used under the terms of the CC BY 3.0 licence (© 2018). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI.



~ 13th Int. Computational Accelerator Physics Conf.
O ISBN: 978-3-95450-200-4
@)
el
g With (27) and (28) the evolution equation for the spin-orbit
5 probability density Pys = Pys(8,v,5) is the following F-P
Z equation:

3
0pPvs = LyPys — Z 0,
=

Pyvs
J

(Qy(a,X(a)vﬁ)

(29)

where

- —¢ Z B4, (DV)j + = Z &:j0y, 0y, (30)

Jj= i.j=1
The polarization density 7y, corresponding to Py s is defined
iv(0.v) = [ 53 Pusio.s) G1)
so that by (29), the RBE is
detjv = (Ly + Lv 7BMT)TIV (32)
where
Ly rpmtiiv = Qv (6, X(0)v)ijy (33)

The coeflicients of Ly are 8-independent for every choice
.2 of X and this is necessary for our numerical method. Note
2 that the averaging which leads to (32) affects only the orbital
< variables. It was justified by using the fact that (27) is linear
¢ whence it defines a Gaussian process when the initial con-
& dition is Gaussian. This allowed us to apply the averaging
© approach to the first and second moments rather than the
8 Langevin equation itself. We cannot apply this approach to
the combined spin-orbit dynamics in (27)-(28) because (28)
> has a quadratic nonlinearity. In future work, we will pursue
this using stochastic averaging as in [25].

We now need an appropriate X and we note that

distribution of this work must maintain attribution to the author(s), title of the work, publish
o
>

X(0) = M(9)C (34)

s of the CC BY 3.0 licen

£ where C is an arbitrary invertible 6 X 6 matrix and M is
2 the principal solution matrix, i.e., M’ = A(O)M,M(0) = I.
= Thus choosing X boils down to choosing a good C. As
@ is common for spin physics in electron storage rings we
5 emulate Chao’s approach [19, Section 2.1.4], [26,27] and use
2 the eigenvectors of M(2x). We assume that the unperturbed
2 orbital motion is stable. Thus M(2x) has a full set of linearly
2 independent eigenvectors and the eigenvalues are on the unit
E circle in the complex plane [28]. We further assume a non-
S resonant condition on the orbital frequencies. We construct
= C as areal matrix using the real and imaginary parts of the
= eigenvectors in its columns and using the fact that M (27x) is
¢ symplectic (since A(6) is a Hamiltonian matrix). It follows
t that D has block diagonal form and & has diagonal form.
S 2 Then the three degrees of freedom are uncoupled in the
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operator Ly in (30). Explicitly,

i Dr 02 Ox2

D= 02 Dyt O |, (35)
02x2 O Dyyy

z>0,=( o ”“),(a=1,n,m> (36)
-boy aq

and & = diag(&1,61,811,811,E111,E111) With a, < 0 and
E1,811,6111 = 0. Thus the three degrees of freedom are
uncoupled in Ly since, by (30),

Ly =Ly + Ly 1+ Ly i1 37)

where each Ly , is an operator in one degree of freedom
and is determined by D, and &, via (30) (a = L, I11,111).

We now have Y(0) = X(0)U(0) =~ Y,(0) := X(6)V(0) and
it follows that 7y in (5) is given approximately by

det(X~1(0)7jv (6, X~ (9)y)

Now (32) and the RBE for 7jy , carry the same information.
However in general the RBE for 7jy_, does not have the nice
features of (32), e.g., (35), (36) and Ly being 6-independent,
which make the latter useful for our numerical method (see
below). Hence we discretize (32) rather than the RBE for
ny,a-

We finally mention a feature of 77y which is helpful for
finding an appropriate numerical phase space domain for 7y .
The orbital probability density Py corresponding to Py is
defined by

v (0,y) = iy a(6,y) = (38)

Py(,v) = /dsPVS(H,V,E’) (39)

whence by (31),
v (6.3)] = | / dsiPys(0.v.5)] < / ds 5Py (6.v.5)

- [ aspusors = Pra) (40)
so that the numerical phase space domain for 77y can be iden-
tified with the numerical phase space domain for $y. The
latter is easy to find since we generally use exact expressions
of Py, e.g., the one for orbital equilibrium.

TWO-DEGREE-OF-FREEDOM CASE

We now consider a case of two degrees of freedom in a
flat ring just with FODO cells and cavities. The case of two
degrees of freedom is a natural step towards three degrees
of freedom. Moreover the case of a flat ring allows us to use
a one-dimensional approach to spin, leading to a linear spin-
orbit system, a system to which we can apply our averaging
approach. The Gaussian nature of the associated process
allows us to analytically solve the average RBE.

In our flat ring model Qy has the simple form

0

1 0
0 0.Y)=-ay(@YT, JT=| -1 0 0
0 0
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where Y = (Y1,%5,13,%4) represents the horizontal and
longitudinal motions which are uncoupled from the ver-
tical motion in the flat ring model. It is convenient to
use spherical coordinates as spin variables, i.e., S
(cos(P) sin(®), sin(P) sin(®P), cos(P))”. The beam frame
system of Langevin equations are then

Y’ = (A(0) + e5A(0))Y + VerJw(6)(0,0,0,1)7£(6), (41)
¥ = ay ()Y, (42)
' =0 (43)

where the row vector ay(6) is 2x-periodic in 6. To apply the
method of averaging to the system (41)-(43) we transform
the system to a standard form for averaging. We do this
by defining V=, 01 Y%, P, 0)7 and by using a funda-
mental solution matrix Z of the unperturbed € = 0 part of
(41)-(43), i.e.,

A(0)  Osx2
Z' = ay(0) 012 |Z (44)
Oixa  O1x2
By transforming ¥ into Q via
Y =260 (45)
one gets the system of Langevin equations
Q' = eD(0)Q + VeNw()Z™ (0)esé (6)  (46)
where e4 = (0,0,0,1,0,0)” and
@) =z °AO % z0), @
O2xa  O2x2

Thus the mean mg and covariance matrix K¢ of Q satisfy
the ODEs

m'Q =eD(O)mg , (48)

K}, = e(D(0)Kg + Ko D' (0)) + €E(6)  (49)

where
&) = w()Z 7 (O)esel 277 (0) (50)
By averaging (48) and (49) we get the ODEs
my, = eDmy , (51)
K}y = e(DKw + Kw D) + €& (52)

where the bar denotes 6-averaging. Since the ODE sys-
tem (51),(52) is autonomous it can be analytically solved.
For physically reasonable choices of the parameters in (41)-
(43) each fundamental matrix Z is a quasiperiodic function
whence D and & are quasiperiodic functions so that their
g-averages D and & exist. By averaging theory mp(6) =
mw (0) + O(e) and Kp(0) = Kw(0) +O(e) for0 < 6 < T/e
where T is a constant (see also [21-24]). Every Gaussian

D-2 Dynamics — Spin, Precision, Space Charge

ICAP2018, Key West, FL, USA JACoW Publishing
doi:10.18429/JACoW-ICAP2018-MOPLGO3

process W, whose mean my and covariance matrix Ky sat-
isfy the ODEs (51) and (52), satisfies the system of Langevin
equations

W = eDW + VeB(&,....&)" (53)

Here &, ..., & are statistically independent versions of the
white noise process and where 8 is a 6 X k matrix which
satisfies

B8" =& (54)
with k = rank(E). Since mg() = mw(6) + O(e) and
Ko(0) = Kw(0) + O(e) we get Q(0) ~ W(6). In particular
Z~1(0)W(H) = Y(6). Clearly the third component of the spin
does not evolve, the spins only evolve in the plane.

As in the case of three degrees of freedom we assume that
the unperturbed orbital motion is stable and nonresonant.
Thus, as in the case of three degrees of freedom, we can
construct a fundamental matrix Z such that the orbital part
of D has block diagonal form and such that the orbital part
of & has diagonal form, i.e.,

Dy 0252 02x2
= 02x2 Dy 02%2
D=| »2 DI . (55
Ds1 D5y Ds3 Dsg O1x2 (55)
lez 01><2 01><2
& 0 0 0 &s 0
0 & 0 0 &s 0
| 0o 0 & 0 &s 0
=l 0 0 0 & &s 0| O°
Eis & &35 &5 Ess O
0 0 0 0 0 0

where Dy, Dy are 2Xx2 matrices of the form (36) and &7, Ery
are nonnegative. If Py = Pw(6,w) is a probability den-
sity of a Gaussian process associated with (53) then the
polarization density 7y corresponding to Py is defined by

cos(ws) sin(wg)
sin(ws) sin(wg)
cos(wg)

w6, w) = /dwde(, Pw (0, w) (57)

and satisfies the RBE

2
Ooliw = —EZ Ow;
A

((DI(WlaWZ)T) w
J

4

—€ Z Ow,;

Jj=3

€ -
+§81 (6w| 6w] + 6WZ6WZ)77W

((911(W3,W4)T) w
J

€ >
+ 5811 (6W3 aW3 + BW4 aW4 ) nw

4 4
_ R € - _ o
—e; Dsjw;Tiiw = 5 Essitw + e; &EjsTitw  (58)
Since the ODE system (51),(52) can be analytically solved,
Pw can be computed analytically for every Gaussian process.
Then by (57), fjw can be computed analytically.
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A

2 ONE-DEGREE-OF-FREEDOM CASE

_?:2 We now consider the case of one degree of freedom us-
é ing the model studied in [29, 30], which involves only syn-

& chrotron motion. The case of one degree of freedom is the
% first step towards two and three degrees of freedom. The
i one-degree-of-freedom model here is obtained from the two-
f degrees-of-freedom flat-ring model of the previous section
< by setting, in (55) and (56),

20=Dy; =Dsy = Ds3 = Dsa = Epp = Es = E35 = Eus

it

g Di=-hy, & =1,85=-Ds1, &s=(E5)>  (59)
=
E One can justify the step from (55) and (56) to (59) as a

2 good approximation by applying the betatron-dispersion for-
malism to the flat ring model [31]. With (59) the variables
W3, W4, Wg are uncoupled so that we are left with the follow-
ing one-degree-of-freedom model resulting in the following
system of Langevin equations for the orbital variables W, W,
and the spin variable Ws:

n

1

Wl’ -1 0 O
W) =€l 0 -1 0
w! g 0 O Ws

1 0
€ &
Jr\/j 0 1 ( )
2 % 0 &

where g = Ds; = —&5 and &,&, are statistically inde-
pendent versions of the white noise process. Denoting the
2 polarization density for our one-degree-of-freedom model
< by 7j1p, one can show in analogy to the previous section that
% it satisfies the RBE

Wi
W,

tribution of this work must maintain attribut

|Z2]

di

- - N € -
Oomp = €| 0w, (W1T1D) + Ow,(W2j1D) | + Zavvlavvl’llD

€ 5,
—827710

€ N N € -
+ZawzawznlD —egmIMp — zgjﬁwlnm ~7
(60)

Note that the analytic solutions of the RBE (60) give strong
evidence for the validity of the averaging method since the
analytic solutions of (60) can be compared with the solutions
of the analytic solutions of the exact RBE in [29, 30].

SKETCH OF THE NUMERICAL
APPROACH

We now briefly sketch our numerical approach to the
RBEs (32), (58) and (60). For simplicity we here fo-
2 cus on (32). The numerical computations are performed
2 by using 3 pairs (r4, @) of polar coordinates, i.e., v; =
rrcos¢y,....ve = rrprsingrrr. The angle variables are
8 Fourier transformed hence the Fourier coeflicients are func-
« tions of time and the radial variables. We discretize the radial
variables by using the pseudospectral method [32,33] using
a Chebychev grid for each radial variable. This results for
each Fourier mode in a system of linear first-order ODEs in 6
which we discretize by using an implicit/explicit 8-stepping
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scheme. Because of (30), (35) and (36) the Fourier modes
are uncoupled in Ly 7y so that the only coupling of Fourier
modes in (32) comes via Ly rgmriiy = Qy (0, X(0)V)ijy
and this coupling is local since Qy (6, X(6)v) is linear in v.
Thus the parabolic terms are separated from the mode cou-
pling terms, i.e., in the time stepping Ly 7jy is treated implic-
itly and Ly rpamrijy is treated explicitly. The implicit time
stepping involves a linear solver whose efficiency depends
on Ly being 6-independent. Note that the pseudospectral
method is a minimial-residue method by which the residual
of a PDE is zero at the numerical grid points. Note also
that the numerical boundary conditions are periodic in the
angle variables and for each radial variable r, we impose
homogenous Dirichlet boundary conditions at 7 = Fmax.
The latter are justified by the inequality (40) and the fact
we impose these boundary conditions also on the orbital
probability density Py .

ACKNOWLEDGEMENT

This material is based upon work supported by the U.S.
Department of Energy, Office of Science, Office of High
Energy Physics, under Award Number DE-SC0018008.

REFERENCES

[1] J. D. Jackson, “Classical Electrodynamics”, 3rd edition, Wi-
ley, 1998.

A. A. Sokolov and I. M. Ternov, “On Polarization and Spin
Effects in Synchrotron Radiation Theory”, Sov. Phys. Dokl.,
vol. 8, no. 12, pp. 1203, 1964.

Ya. S. Derbenev and A. M. Kondratenko, “Polarization kinet-
ics of particles in storage rings”, Sov. Phys. JETP, vol. 37, p.
968, 1973.

D.P. Barber and G. Ripken, Radiative Polarization, Computer
Algorithms and Spin Matching in Electron Storage Rings,
Handbook of Accelerator Physics and Engineering. Eds. A.
W. Chao and M. Tigner, 1st edition, 3rd printing, World
Scientific, 2006. See also arXiv:physics/9907034v2

F. Bloch, Phys. Rev., vol. 70, p. 460, 1946.

Ya. S. Derbenev and A. M. Kondratenko, “Relaxation and
equilibrium state of electrons in storage rings”, Sov. Phys.
Dokl., vol. 19, p. 438, 1975.

V. N. Baier, V. M. Katkov, and V. M. Strakhovenko, “Kinetics
of Radiative Polarization”, Sov. Phys. JETP, vol. 31, p. 908,
1970.

(2]

(3]

(4]

(5]
(6]

(7]

[8] O. Beznosov, J. A. Ellison, K. Heinemann, D. P. Barber, and
D. Appeld, “Spin dynamics in modern electron storage rings:
Computational aspects”, presented at ICAP’18, Key West,

FL, USA, Oct 2018, paper MOPAF04, this conference.
(9]

E. Gianfelice, “Self Polarization in Storage Rings”, Invited
talk at SPIN 2018, Ferrara. See https://agenda.infn.
it/getFile.py/access?contribId=151&sessionId=

11&resId=1&materialld=slides&confId=12464

[10] Handbook of Accelerator Physics and Engineering, 1st edi-

tion,third printing, edited by A. W. Chao, M. Tigner, 2006.

M. Sands, “The physics of electron storage rings”, SLAC-121,
1970.

(11]

D-2 Dynamics — Spin, Precision, Space Charge



13th Int. Computational Accelerator Physics Conf.
ISBN: 978-3-95450-200-4

[12] J. Jowett, “Introductory Statistical Mechanics for electron
storage rings”’, SLAC-PUB-4033, 1986.

[13] K. Heinemann, unpublished notes

[14] K. Heinemann and D. P. Barber, “Spin transport, spin
diffusion and Bloch equations in electron storage rings”,
Nucl. Instr. Meth. A, vol. 463, pp. 62-67, 2001. Erratum-
ibid.A469:294.

[15] D. P. Barber, K. Heinemann, H. Mais, and G. Ripken,
“A Fokker-Planck treatment of stochastic particle motion”,
DESY-91-146, 1991.

[16] L. Arnold, Stochastic Differential Equations: Theory and
Applications, Wiley, New York, 1974.

[17] T. C. Gard, Introduction to Stochastic Differential Equations,
Dekker, New York, 1988.

[18] C. W. Gardiner, Handbook of stochastic methods for physics,
chemistry and the natural sciences, Springer, Berlin, 1985.

[19] Handbook of Accelerator Physics and Engineering. Eds. A.
W. Chao, K. H. Mess, M. Tigner, F. Zimmermann, 2nd edition,
World Scientific, 2013.

[20] J. A. Ellison et al., “Details of Orbital Eigen-analysis for
Electron Storage Rings”, in preparation.

[21] J. A. Ellison and H-Jeng Shih, “The Method of Averaging
in Beam Dynamics”, in Accelerator Physics Lectures at the
Superconducting Super Collider, AIP Conference Proceed-
ings, vol. 326, edited by Yiton T. Yan, James P. Naples and
Michael J. Syphers, 1995.

[22] J. A. Ellison, K. A. Heinemann, M. Vogt, and M. Gooden,
“Planar undulator motion excited by a fixed traveling wave:
Quasiperiodic Averaging, normal forms and the FEL pendu-
lum”, Phys. Rev. ST Accel. Beams, vol. 16, pp. 090702, 2013.

D-2 Dynamics — Spin, Precision, Space Charge

ICAP2018, Key West, FL, USA JACoW Publishing

(23]

[24]

[25]

[26]
[27]
(28]

[29]

(30]

(31]

[32]

[33]

doi:10.18429/JACoW-ICAP2018-MOPLGO3

An earlier version is on the archive at arXiv:1303.5797 (2013)
and published as DESY report 13-061.

J. A. Sanders, F. Verhulst, and J. Murdock, Averaging Meth-
ods in Nonlinear Dynamical Systems, 2nd Edition, Springer,
New York, 2007.

J. Murdock, Perturbations: Theory and Methods, SIAM,
Philadelphia, 1999.

R. Cogburn and J.A. Ellison, “A Stochastic Theory of Adia-
batic Invariance”, Communications of Mathematical Physics,
vol. 148, pp. 97-126, 1992.

A.W. Chao, J. Appl. Phys., vol. 50, pp. 595, 1979.
A. W. Chao, Nucl. Instr. Meth., vol. 180, pp. 29-36, 1981.

K. R. Meyer, G. R. Hall, and D. Offin, Introduction to Hamil-
tonian Dynamical Systems and the N-Body Problem, 2nd
edition, Springer, New York, 2009.

K. Heinemann, “Some models of spin coherence and deco-
herence in storage rings”, arXiv:physics/9709025, 1997.

D. P. Barber, M. Boge, K. Heinemann, H. Mais, and G. Rip-
ken, in Proc. 11th Int. Symp. High Energy Spin Physics,
Bloomington, IN, USA, 1994.

H. Mais and G. Ripken, “Spin-orbit motion in a storage ring
in the presence synchrotron radiation using a dispersion for-
malism”, DESY-86-029, 1986.

C. Canuto, M. Y. Hussaini, A. Quarteroni, and T. A. Zang,
Spectral Methods. Fundamentals in Single Domains, Springer,
Berlin, 2006.

B. Fornberg, A Practical Guide to Pseudospectral Methods,
Cambridge University Press, Cambridge, 1996.

MOPLGO03
133

©=2d Content from this work may be used under the terms of the CC BY 3.0 licence (© 2018). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI.

©



~ 13th Int. Computational Accelerator Physics Conf.
O ISBN: 978-3-95450-200-4

D. Stratakis, M. J. Syphers!

Abstract

The main goal of the Muon g — 2 Experiment at Fermilab
(E989) is to measure the muon anomalous magnetic mo-
& ment (a,,, also dubbed as the “anomaly”) to unprecedented
2 precision. This new measurement will allow to test the com-
‘2 pleteness of the Standard Model (SM) and to validate other
.S theoretical models beyond the SM. Simulations of the beam-
2 lines from the pion production target to the entrance of the
% g — 2 Storage Ring (SR) using COSY INFINITY [1] con-
£ tribute to the understanding and characterization of the muon
% beam production in relation to the statistical and systematic
g€ uncertainties of the E989 measurement. The effect of non-
§ linearites from fringe fields and high-order contributions on
= the beam delivery system performance are considered, as
© well as interactions with the beamline elements apertures,
4 partlcle decay channels, spin dynamics, and beamline mis-

e author(s), title of the work, publisher, and D

INTRODUCTION

The most recent measurement of a,, at the Brookhaven
3 Nat10na1 Laboratory Muon g — 2 Experiment (E821) yielded
< an experimental relative uncertainty of 0.54 ppm, which
& differs from current SM predictions by about 3.70" [2]. In
o contrast to E821, the goal of E989 is to deliver a measure-
@ ment of the anomaly to a precision of 0.14 ppm or less to
3 '3 reach > 50 discrepancy with the SM and therefore strongly
§ establish evidence for new physics.
For that purpose, the number of recorded muon decays
m in the g — 2 storage ring at E989 is required to increase by
m a factor of 20 with respect to E821. The Fermilab Muon
It o Campus E989 beam delivery system (BDS), which is a set
g of 1 km-long beamlines between the pion-production target
5: and the entrance of the storage ring downstream, is designed
E to meet the statistical goal and deliver (0.5-1.0) x 10° muons
3 to the storage ring per 10'? protons interacting with the pion-
£ production target.
g  On the other hand, the relative statistical uncertainty in
5 the experimental g, is inversely proportional to the muon
E beam polarization (see [2], Eq. (16.6)). Thus, it is worth to
= study the effect of nonlinearities and perform spin dynamics
f, simulations. In addition, due to the momentum acceptance
E of about +0.5% of the storage ring it is of interest to numer-
*- ically evaluate the dynamical properties of the muon beam
- as it is delivered to the muon storage ring.

Motivated by the reasons exposed above, we have devel-
oped a model of the E989 beamlines to reproduce numerical

istribution of thi

0 lic

nde;
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simulations of the muon beam’s statistical performance and
dynamical behavior including spin using COSY INFINITY.
This program prepares detailed high-order transfer maps
calculated with an 8th order Runge-Kutta integrator and
Differential-Algebraic (DA) methods to solve the beam op-
tics Ordinary Differential Equations (ODEs) and perform
beam tracking. In particular, we present results from track-
ing of secondary protons, pions, daughter muons from pion
decay, and muons produced right at the entrance of the E989
beamlines downstream the pion-production target. Nonlin-
ear effects due to standard fringe fields, up to 4th-order beam
dynamics, spin dynamics, beam collimation, and misalign-
ments of the multiple BDS beamline elements are consid-
ered.

The paper begins with a brief description of the Muon
Campus E989 beam delivery system. Then details of the
beam dynamics simulations throughout the E989 beamlines
from the production target to the storage ring entrance and
beam performance results considering nonlinear effects are
discussed.

E989 BEAM DELIVERY SYSTEM (BDS)

The main purpose of the E989 beamlines considered in
simulations, depicted in Figure 1, is to deliver a clean muon
beam with momentum py = 3094 MeV/c to the storage ring.
Batches of four bunches made of 10'? protons each are di-
rected to an Inconel-600 “pion-production” target located at
the APO target hall, from which positive secondary particles
emerge. 30 cm downstream the target, a 232 T/m magnetic
gradient produced by a lithium lens focuses the secondaries.
Thereafter, a pulsed magnet with a field of 0.53 T selects
3.115GeV/c £10% positive particles and bends them 3°
towards the 50 m long M2 line, which consists of match-
ing quadrupoles followed by eight more quadrupoles and a
dipole that horizontally bends the beam 3° to match with the
M3 line (230 m long).

The M3 line is made of FODO cells that maintain small
beta functions to provide continuity of pions and daughter
muons from pion decay. By the end of M3, the secondary
beam is mainly composed of protons that do not interact with
the target, pions that need more time to decay, and muons.
In order for such beam to become a clean muon beam, the
M3 line is aligned with the injection leg of the Delivery
Ring (DR) for which horizontal bends deviate the beam to
the right by about 18° at s ~ 160 m away from the target (s
represents the longitudinal distance). At the end of M3, a
series of magnets involving a C-magnet, a pulsed magnetic

D-1 Beam Dynamics Simulations
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Figure 1: A schematic layout of the BDS.

septum dipole, and kicker modules inject the beam DR after
a vertically upward bend of about 5.7°.

Through the 505 m of circumference of the DR, previously
used as a debuncher ring and now reconditioned for E989,
the remaining pions have enough time to decay into mostly
muons as they circulate four times before being extracted
into the M4 line. The DR also allows protons to spatially
separate from the other lighter particles by a rate of 75 ns
per turn [3]; this feature lets a kicker within the DR to safely
remove the protons after the fourth turn. The optics functions
of the DR using COSY are shown in Fig. 2.

The resulting muon beam is then extracted to the mul-
tiple vertical bends and quads of the M4 beamline (30 m),
followed by the M5 line (100 m) with a tunable final focus
section and ultimately be delivered into the entrance of the
storage ring.
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Figure 2: DR optics functions. Fringe fields considered in
simulations change the beta functions by less than 3%. The
dispersion horizontal function (775 ) reveals the three-fold
symmetry of the ring. Optics functions have served as a
channel to validate our BDS model.

SIMULATION DETAILS AND RESULTS

The following results have served to benchmark other
numerical studies at E989 modeled with G4Beamline [3]
and Bmad [4]. Moreover, the inclusion into our model of
nonlinearities from fringe fields and high-order effects and
an analysis covering various misalignment scenarios provide
further realism to the characterization of the muon beam
that is delivered to the storage ring.

Tracking simulations of the E989 beamlines start with
a 6D initial distribution at the exit of the pion-production
target from a modeling with MARS [5] of 10° protons on tar-
get. We consider protons, muons, and pions, although other
particles emerge from the target as verified by experimental
evidence though at significantly smaller ratios [6].

The presented studies consider aperture beam collimation.
There are several aperture geometries determined by the
multiple purposes of the elements in the E989 beamlines
as well as the expected beam size behavior from design.
They range from simple squared and circular apertures to
more involved star-shaped apertures which can be approxi-
mated as an overlaying of ellipses and rectangles in COSY.
In simulations, particles are removed from the beam if their
spatial transversal coordinates surpass the dimensions of
the aperture. This algorithm is repeated every 20 cm or so,
depending on the beamline longitudinal size. COSY permits
to track 10,000 particles simultaneously, which reduces the
computational time. In this manner, the statistical perfor-
mance of the beam and resulting beam dynamics variables
distributions are determined.

Figure 3 shows the number of secondaries throughout
the M2 and M3 lines after the production target. At the
end of these lines about 10~ protons per proton on target
(POT) remain within the secondary beam, which are kicked
out downstream at the Delivery Ring. The in-flight decay
channels considered in simulations are 7* — u* + v, and
U — e* + v, + v,. The effect of muon decays on the
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overall number of muons throughout the beamlines is not
significant due to the short time it takes for the beam to travel
from the production target to the entrance of the storage ring,
i.e. 8.1 ps. Since the momentum admittance at the storage
ring is +0.5%, we track muons within specific momentum
offsets (8) as shown in Fig. 3.
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Figure 3: Statistical performance along M2/M3.

The range |6| < 2% is considered as well in connec-
tion with upcoming efforts at E989 to manipulate the beam
momentum range with wedge cooling [7]. As shown in
Fig. 3, M2/M3 lines maintain the statistics of muons with
[6] < 2% emerging from pion decay. Main muon losses
3 of about 11% and 20% take place at the 18.5° horizontal
Z bend (s ~ 160.0 m) and along the vertical injection upstream
- the DR (s ~ 280.0 m), respectively. The black dot around
g s ~ 235 m in Fig. 3 depicts the number of total particles per
8 POT from measurements, suggesting reliability on our simu-
> lations results. Aperture beam collimation allows to predict
£ the final beam momentum distribution at the entrance of the
2 SR, shown in Fig. 4. Similar simulations were performed
= along the rest of the E989 beamlines downstream M3 (results
> are summarized in Table 1).

istribution of this work must maintain attribution to the author(s), title of the work, publisher, and D

Table 1: Statistical Performance Along BDS [POT]

M3 exit DR exit (n =4) SR entrance
w’s 2.19x107° 1.04 x 107° 7.48 x 1077
W 2.72x107  2.85x 1077 1.89 x 1077
n’s 1.55x 107 0 0
psFE 124x 1074 6.80x 107 5.86 x 107

*Results for 6 < 0.5%
**Results for the case of proton removal at DR turned off.

Fringe fields map computations are performed at the edges
of each beamline element. The longitudinal-dependent taper-
ing of the multipole strengths is modeled by a six parameter
Enge function:

1
l+exp(ai+ax-(z/D)+-+++ae- (z/D)°)
MOPAF()Z
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Figure 4: Beam relative momentum distribution at the stor-
age ring entrance.

where z is the distance perpendicular to the effective field
boundary and D is the full aperture of the particle optical
element. The a; coefficients are taken by default based on
measured data from PEP at SLAC [8]; for such cases, the
integrated multipole strengths along the optical axis of each
beamline element remain the same as for simulations with
hard-edge modeling. Therefore, the following comparisons
between numerical results with fringe field effects turned on
and off are reliable.

4th-order numerical calculations with and without fringe
fields were implemented. Figure 5 shows the differences
between the two scenarios along the DR.
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Figure 5: Fringe field effects on beam population at the DR.

After four turns, simulations suggest a favorable contribu-
tion due to fringe fields on the muons (i.e. 9.4% increment)
and pions population. Fringe fields introduce fields lon-
gitudinal to the beam motion, which may be the essential
contributor to keep more particles focused in a similar way

D-1 Beam Dynamics Simulations
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to solenoids for low-energy experiments. However, such
effect is not sufficiently large to compensate for losses at the
beam bends along the Beam Delivery System in a significant
way. Specifically, simulation results show an increment of
5.2% more muons at the entrance of the storage ring. More-
over, fringe fields have a larger contribution in the number
of surviving muons than in pions; i.e. at the end of the
M3 line (s = 290 m) —where most of pions still have not
decayed—fringe fields maintained 8.9% more muons on
track whereas pions population increment at that location
increased by only 0.4%, which is within the ~2% range of
the simulations’ statistical error.

On the other hand, fringe fields from the BDS beamline
elements were also considered in spin tracking simulations.
For the pion decay channel, the resulting muon beam polar-
ization is calculated based on a module that considers the
weak interaction process to get the direction of the muon
spin vector [9] and tracked with COSY’s DA mapping cal-
culation [8]. In Fig. 6, the spin components of a beam made
of 64,902 muons at the entrance of the SR are plotted from
simulations.

Si

F P=0.969
5000~ Sx) Sy; SZ
4000~
3000/~
2000~
1000

o : el ol

01~ 08 06 04 02 0 02 04 06 08 1

Figure 6: Muon beam spin components at SR entrance.

The components are expressed in terms of the coordinates
that describe the relative dynamics around the reference or-
bit [10]. The resulting polarizationis P = 0.97, in agreement
with G4Beamline numerical simulations [3] which do not
consider fringe fields. Thus, fringe fields do not interfere
with the muon beam polarization. Another spin variable
worth to consider is the polarization projection in the hor-
izontal plane with respect to the reference optical axis, ¢,
(see Fig. 7). The precession frequency of this phase, wg,
plays an essential role in the final measurement of a5989
which implies a deep understanding of its evolution as the
beam circulates through the SR. In particular, the correlation
between ¢, and the Lorentz factor y of a muon results in a
sub-ppm systematic effect of w,; high-momentum muons
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decay rate is slower than low-momentum muons and conse-
quently w, shifts as the muon beam decays [11].
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Figure 7: ¢, at SR entrance.

Tracking simulations were performed with and without
fringe fields to study the effect of fringe fields on the spin-
momentum correlation ms = d{p,)/dy. For the case of
fringe fields turned on, simulations show a correlation m,s
equal to 29.2+9.4 mrad after 4 turns around the DR as shown
in Fig. 8. On the other hand, similar simulations without
fringe fields —conventional hard-edge model— indicate a
correlation ms = 92.1 + 9.8 mrad. Thus, our numerical
studies suggest a significant effect of fringe fields on spin-
momentum correlations.

(9 )y at end of DR (n=4)

= 22/ ndf 45.39/38
g L y-intercept 3101+ 274.6
3980 [ Slope ( 29.19 + 9.37
3980 -
3970/~
3960 F

3950

3940

3930
29.1
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Y

Figure 8: {(¢,) vs. y at DR exit after 4 turns.

Misalignments are introduced in simulations by transform-
ing the transport maps that represent each beamline element.
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[a)
% Transformations follow randomly Gaussian-distributed hori-
5 zontal and vertical misplacements with standard deviations
Z of 0.25 mm, introducing constant terms to the maps. A total
% of ten random misalignment configurations of the beam de-
+ livery system initialized with different random seeds were
S considered to procure statistical ranges within which the
2 beam performance would be expected to occupy.
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Figure 9: Misalignment effects on beam population at
M4/MS lines.

Figure 9 shows how the misalignments under considera-

© tion could decrease the number of muons that make it to the
.2 end of M5. However, even though 0.25 mm is a small RMS,
_—é the correctors along the beamlines are expected to reduce
% such detrimental effect.
z Inaddition to the linear description of the beam dynamics,
< COSY INFINITY allows the computation of higher order
% effects of the beamline elements [8]. In specific, particle
coordinates as defined in COSY are calculated as follows:
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where the expression in parenthesis indicates the correspond-
ing transport map component, up to fourth-order in our sim-
ulations.
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As shown in Fig. 10, high-order components seem not to
change the statistical performance of the beam.

CONCLUSION

A detailed model of the Beam Delivery System at E989
has been developed using COSY INFINITY. Realistic fea-
tures based on DA methods, such as fringe fields, high-order
effects, and misalignments are included to describe the sta-
tistical and dynamical performance of the secondary beam
produced at the pion-production target. Simulation results
suggest that fringe fields increase the number of muons that
are delivered to the storage ring by ~5%, whereas the muon
beam polarization is unaffected. However, spin-momentum
correlations that could add systematic effects to the final
measurement of E989 due to differential decays are signif-
icantly affected by the fringe fields from the rectangular
magnets of the delivery ring. High-order effects do not af-
fect the secondary beam performance and misalignments
without correctors were also considered in simulations. Our
simulations also served to validate numerical calculations
prepared by other members of the Muon g —2 Collaboration
and check the performance of the BDS.
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Abstract

Electron polarization in a storage ring is subject to two
= long-term effects: Sokolov-Ternov polarization and depo-
% larization by diffusion. Over a long time scale this leads
E to an equilibrium state and, simulation-wise, can be highly
% CPU time and memory consuming. Simulations aimed at
2 determining optimal ring storage energy in an electron-ion
E collider use to track thousand particle bunches, for a long
g time—yet still short compared to depolarization time scales,
E due to HPC limitations. Based on considerations of ergod-
E icity of electron bunch dynamics in the presence of syn-
Z chrotron radiation, tracking a single particle instead is in-
§ vestigated. This allows substantial saving in teh required
'S HPC volume, “CPU-time X Memory-allocation”. The con-
% cept is illustrated with polarization lifetime and equilibrium
g polarization simulations at the eRHIC electron-ion collider.

e of the work, publisher, and D

INTRODUCTION

The eRHIC installation is briefly described in Fig. 1 [1].
The 18 GeV eRHIC electron storage lattice used in the

Polarized
Electron Source

Coherent Electron Injector Linac
&

eRHIC

Detector |

Storage Ring
RCS Injector

100 meters /

Figure 1: The eRHIC electron-ion collider complex, an
18 GeV-255 Gev/nucleon electron-ion collider installation.

present spin polarization simulations has been provided by
S. Tepikian [1], optical parameter values relevant to the
present simulations will be introduced in due place. The
eRHIC lattice includes a double non-planar rotator system
(Fig. 2) at the interaction point (IP), comprised of strong
solenoids and series of bends, which allows to locally move
the stable spin precession direction 7, from vertical in the
arcs to longitudinal at the IP. In a defect-free ring, this region
of off-vertical 7 is a major contribution to spin diffusion.

Bunches are injected in the storage ring with alternately
up and down polarization, and replaced every 6 min in order

* Work supported by Brookhaven Science Associates, LLC under Contract
No. DE-AC02-98CH10886 with the U.S. Department of Energy
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POLARIZATION LIFETIME IN AN ELECTRON STORAGE RING,
AN ERGODIC APPROACH IN eRHIC EIC*
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]
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Figure 2: Half of the spin rotator system at eRHIC (the
system is symmetric with respect to the IP, at the origin
here). In green: solenoids.

to ensure an average polarization of 70% over the hundreds
of bunches stored [1]. A proper lattice should maintain
bunch depolarization below 20% (absolute) over the 6 min
storage. The evolution of the polarization, from Py = +0.85
at injection to Peq at equilibrium (an asymptotic quantity to
be determined), satisfies

P(1) = Peg(1 — ¢7"/Tea) + Pye™"/Tea, (1

This results from (i) synchrotron-radiation (SR) self-
polarization and (ii) polarization loss by diffusion, with time
constant tp, such that

@)

Sokolov-Ternov (ST) self polarization in a flat ring has a time
constant TsTysec] ~ 99pfm]R[mJ / EEGCV] [2], about 30 min at
eRHIC at 18 GeV, 10 hrs at 10 GeV, with asymptotic value
Pst = 92.4%; the asymptotic self-polarization is taken in-
stead Psp = 90% here to account for the non-planar spin
rotator, and with time constant tsp, such that [2]

1/Teq =1/tsp+ 1/

3

The goal in tracking spin motion is (i) to validate a ring de-
sign, including preservation of polarization under the effect
of defects, corrections, etc. and (ii) to determine an optimal
working point ayes (@ = 1.15965 x 1073 is the electron
anomalous magnetic moment).

In the following, a method based on single-particle track-
ing is discussed. First, basic aspects of the stochasticity
of particle and spin motions are recalled. Then tracking
outcomes are displayed and the single-particle method is
discussed.

The numerical simulations discussed in this paper have
strongly benefited from NERSC means and environment [3].

STOCHASTIC MOTION

The dynamical system of a high energy stored electron
bunch at equilibrium is ergodic: over a long time interval, tra-
jectories in the system cover all parts of the 6D phase space.

Peq = Psp X Teq/TSP‘

D-2 Dynamics — Spin, Precision, Space Charge



13th Int. Computational Accelerator Physics Conf.
ISBN: 978-3-95450-200-4

Time averages over one or more trajectories are equivalent
to phase space averages,

“4)

t0+T N R o N
Jim / FE@)dr = / FE)p(E)aN %

time=t

For all three motions, transverse and longitudinal, the evolu-
tion of the bunch emittance with time, ¢, satisfies
(1) = €ncq (1 - e—’/Tn) et/ 5)

(n stands for x, y, or I) with €, ; and €, q respectively
Trev ES the

Us J,
damping time constant. J,,— , ; are the partition Iiur;llbers,
Jy +Jy +J; =4, J; = 2. Equation (5) indicates that after
a few damping times, the bunch dynamical system can be
considered at equilibrium, bunch emittances have reached
their asymptotic values. In the following 7sg = 7 ~ 7y
denotes the transverse damping time constant.

At 18 GeV the energy loss amounts to 38.7 MeV/turn (a
result from prior tracking of a 2000 particle bunch with
Monte Carlo SR), thus the damping time amounts to Tsg =
18Gev/38. TMeviturn = 465 turns, 6 ms.

Figures 3 and 4 display the stochastic motion of a single
particle over 1037 and by comparison the instantaneous
horizontal and vertical phase spaces of a 103-electron bunch
observed at fime = 10%7sg. In this example, statistical vari-
able values such as rms coordinates, emittances, either single
particle projected over a long tracking time, or multiparticle
at time t = 1037gg, resulting from both methods, essentially
satisfy Eq. (4). Over a sufficiently long time interval, an
electron has explored the all 6D phase-space, which is a
necessary condition for ergodicity to be satisfied.

Out of equilibrium, X (1) - X(t) can be taken as the sta-

tistical vaiable, with X(t) the average value. X(t) can be
determined from a fit using the theoretical damping, for in-
stance in the single particle case, see below. Spin motion is
not at equilibrium, the polarization decays with time, fast
in resonant conditions. Both the decay time constant and
the asymptotic polarization are zero on the resonance, as
Teq ~ 5% X Tp, Peq ~ 0 X Psp, with 6 = aygres. — ay the dis-
tance to the resonance [2, p. 125]. Figure 5 displays typical
stochastic spin motion in eRHIC storage ring at 18 GeV. In a
similar way that 7ggr can be obtained from the observation of
the damped motion of a single electron far from equilibrium,
Tp can be obtained from long enough observation of spin
motion.

the starting and equilibrium emittances, 7,

POLARIZATION

In order to assess polarization properties of a storage ring
depending on its energy setting, spin tracking simulations
are performed over an ensemble of ay;.s rings covering some
alyer < 1 range of interest. In these hypothesis, all these
rings have the same optics: bend strengths 1/p, focusing
strengths G/Bp, chromaticities, etc., are unchanged, what
changes is the energy avy.r at which each ring is run.
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Figure 3: Left: transverse particle excursion, over time
interval f/1sg 1 1 — 10? (450,000 turns about). Right:
transverse phase spaces, matching ellipses and histograms;
blue: projection of the single particle motion of the left plot;
red: for comparison, case of a 103 particle bunch, observed
at time ¢ = 1037gg. Note that the €,/ €x ratio represents a
27% coupling, of which the source is the spin rotator in IR6
which includes solenoids (Fig. 2).
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Figure 4: Left: stochastic energy excursion over time in-
terval 1/7sg : 1 — 10°. o5,/, = 1.14 X 107, Right:
longitudinal phase space; red: case of a 103 particle bunch
observed at t = 10°7sg; 0spp = 1.13 X 1073; blue: projec-
tion of the multiturn single particle motion of Fig. 4.

Particles are all launched with their initial spin direction
parallel to the local nominal stable spin precession direction
nip (i.e., longitudinal if the origin is taken at IP6, vertical
at IP8). Spin tracking only starts after 10 damping times
about (5,000 turns) when the bunch has reached its equi-
librium emittance. If the motion happens to neighbor a
depolarizing resonance, spin will tilt away from the nomi-
nal direction toward possibly large angles depending on the
strength of/distance to the resonance (in the absence of SR
and at constant energy, the spin would steadily rotate around
the local tilted n5). Away from any resonance, the spin is
expected to only be subject to slow diffusion.

The single particle “depolarization landscape” is expected
to look as shown in Fig. 6, obtained in HERA-e conditions,
which include a spin rotator which introduces strong depolar-
ization in the ay = integer regions. Single particle tracking
here yields Figure 7 (18 GeV) and Fig. 8 (10 GeV), which
appears qualitatively similar to DESY simulation outcomes,
Fig. 6. This is the outcome of the tracking, over a time
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Figure 5: Left: stochastic spin motion observed at IP8 (7
vertical there), single particle, a few different cases of ring
rigidity settings in the 18 GeV region. Right: monitor indi-
vidual spins, a linear regression on P/Py = exp(—t/1p) =~
1 — t/tp provides the diffusion time constant 7p.
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Figure 6: Left: asymptotic polarization at HERA, using
SITROS [4]. This graph was produced by tracking bunches
of a few hundred polarized electrons, including Monte Carlo
SR, over a few SR damping times, for a series of evenly
spaced ring rigidity values over an aAy = 1 interval (37 <
ay < 38). Each ay value represents a particular operation
rigidity of the ring, however with unchanged optics. Right,
obtained from the present eRHIC simulations: turn-by-turn
average spin value over the complete bunch population yields
S the self-polarization time constant, from what the asymptotic
< polarization, similarly to the representation in the left plot,
; can be drawn (average over just a few particles is shown
A here).

licence (© 2018). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and D

interval [0,7], of a single particle in each one of 1024 (or
2048) rings, all operated with the same optics but with each
its particular operation energy ays. These distributions
feature similar topology, at both timings. Zooming in on
any reduced aAvy;r interval also shows a similar spin distri-
5 bution (sort of “fractal”). The energy excursion over that
2 time interval [0, 7] is displayed in Fig. 9. Note a property
=

2 that will be referred to later: the equilibrium energy spread
2is o = 1073E at 18 GeV, or an extent Oay = 0.04, thus the
E beam covers 240 (80) bins of a 1024 (2048) bin aAys = 1
8 interval.

Spin diffusion has to be a slow process for a lattice to
< be viable, in particular this cannot be the case if, during
£ its energy excursion, a particle neighbors (is within a few
= resonance strengths from) a depolarizing spin resonance
‘q"é (vg = lvx £ mv, + nv; = integer). In such case, the de-
O
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Figure 7: Spin rotation landscape (a photo of the spins,
Si(ayret)|ime=:) at IP8 where #y is vertical), at either (red)
t = 807gr (4x10* turns) or (blue) t = 9007gR (4.5x10° turns
or 5s). Left: the 2048 rings tracked cover over a aAy = 1.2
interval, encompassing integer ay.r values where full spin
flip is observed, as expected. Right: a zoom in on a reduced
40.5 < aAywr < 40.75 interval; no strong resonances in
that region instead, and spins remain close to Sy, = 17.

T

x107%)

;7,‘ £ | : . : aVrer

Figure 8: Spin rotation landscape (a photo of the spins,
Si(aYref)|time=:) at IP6 where 7y is longitudinal), at 160 SR
damping times (= 5 x 10° turns). The right and left plots
differ by the aAvy interval width. Integer ay,.f regions show
full spin flip as expected. In the reduced 22.33 < aAvyer <
22.47 region no strong resonance is observed, spins remain
close to S, = 17. The right vertical scale in both plots is
the rms width of the energy interval explored by a particle
during the tracking.

polarization is not slow (the orientation of the spin vector
changes substantially during the tracking: the vertical spin
component S, moves towards S, = —1 in the present repre-
sentation, Fig. 5). Thus, the working point of concern, ay s
near resonance, is not optimal. A contrario, observing only
slow change in the spin vector means absence of harmful
resonance in the energy interval that the particle spans due
to SR, and potentially a viable working point.

Diffusion Time Constant

Spin tracking here does not include the self-polarization
process, it is assumed that 7sp in Eq. (2) is obtained from the
lattice. Thus, a bunch keeps depolarizing, due to diffusion,
polarization tends toward Peq = 0 (rsp = o) with a time
constant 7p = Teq.

In order to ensure the required polarization survival (70%
on average over the ensemble of bunches in the ring, stored
6 min each) 7p has to be sufficiently long compared to the
store duration; this eliminates, for a viable rigidity setting
of the ring, the regions ayr < 40.45 and > 40.75 in Fig. 7
(18 GeV), ayrer < 22 and > 22.4 in Fig. 8 (10 GeV). Finally,
with 7p much larger than the time interval covered by the
tracking (of the order of seconds at best, whereas 1p has to
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Figure 9: Left, blue curve: depolarization landscape
Sy min(@¥ref)lrefo,r], over 39.8 < ayer < 40.9 (18GeV
region), observed at IP8 (nominal 7y is vertical there) at
time T = 1037gg. This is the smallest value of the projec-
tion of particle spin S on the vertical axis, reached over the
time interval [0,7]. The right vertical scale (green curve)
is the rms width of the energy interval explored by a par-
ticle during the tracking. Right: a zoom in on a reduced
40.5 < alyrr < 40.8 interval, showing Sy min(@¥rer)lsefo,1]
at (red) T = 207sr (9500 turns) and (blue) 7 = 10007sg
(450,000 turns or 6 ).

amount to tens of minutes for a lattice to be viable), one can
use

P(1)/Py = exp(—%) ~1-1/m. ©)

Single particle spin tracking data are displayed in Fig. 5, a
fit of these data provides 7p. From that 7.q can be derived
(Eq. (2)) yielding in turn Peq (Eq. (3)) and P(t = 6 min)
(Eq. (1)).

In order to assess the method, in the following for simplic-
ity, and Peq being a sub-product, primary tracking outcomes
are considered, namely, spin orientation or p landscapes.

A METRIC

Typically, the energy dependence of particle spins over a
alyr interval looks as shown in Figs. 7 and 8. A different
criterion to quantify the depolarization could be instead,
Fig. 9, the energy dependence of the minimal value that
spins reached in the course of the tracking. This minimum
may happen earlier in the tracking, as observed in Fig. 5, as
spins oscillate around a given tilted local 71s, as long as the
latter does not change due to photon emission.

In order to allow comparisons between lattices a metric is
required. However, Figs. 7 and 8 styles of data do not lend
themselves to straightforward comparisons, essentially due
to the stochastic aspect. A couple of different possibilities
are assessed here instead, based on sliding averaging.

Spin
A sliding average of the data of Fig. 7, with a small sliding

interval adyrer (a few particles / bins), namely

i+N-1
<Sy>N(a7rCf,%) = N Z Sy(a)’ref,i),

i

)

greatly smooths the fluctuations, as observed in Fig. 10. The
local excursion of Sy, over a small 6y interval in the optimal
region (Pr/P; ~ 0.9983) are grossly below +2 x 1074, This
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corresponds to a fluctuation of tp of less than =7 min around
an average = 60 min, ~ +=10% relative, a good first approach.
This can be further improved by increasing the number of
bins, for instance, once determined that the region 40.6 <
ayref < 40.7 is viable, the computation can be reiterated.

Polarization, eRHIC e-storage ring, 18 GeV
From averagePolFromGrepFai liding.out

0.999 NBins=10:130:40 —
0.9985 Aii}; i
Y ¥ /x2y<LV94L |
0.998 oA ) o)
2 /ﬁ}\/
Z v
g.9975 -
3
: !
A 0.997 Fup-
by i
1%} it
v f
0.9965 [ {{-If
\
0.996 ‘1 ' |
996 )
O‘99520.5 40.55 40.6 40.65 40.7 40.7
ayref

Figure 10: Derived from Fig. 7, by applying a sliding aver-
age (Eq. (7)). The four curves differ by the sampling: average
over N= either 10, 50, 90 or 130 ady;.r samples, centered at
given avyer In the present conditions, the distribution con-
verges when increasing the number of samples, N, i.e., the
width of the sliding interval, [a0¥ref i, A0 Vret.i+N]-

Why allow a sliding average:

1. with the present extent aAy,.r ~ 1 covered in 1024 bins
(or 2048), the energy extent of the bunch o7,/ Vret =
1073 or adyrer = 0.04, covers about 40 (or 80) bins,

thus, a set of a few neighboring bins almost belong
in the same ring, averaging over a few bins is not so
different from averaging over a few particles in the same
bin,

3. in any case a possible strong, nearby resonance would
cause a dip in the distribution, indicating a non viable
adyref = 1 region, which has to be avoided.

The strong smoothing effect of a sliding average sug-
gest to apply it directly to the final spin distribution, this
is done in Fig. 10, case of a Ay: 40.4 — 40.9 interval cov-
ered in 1024 bins. In the present conditions, this series
converges when increasing the width of the sliding interval
[@OYret.i» a0yrer.i+N]- At some point however, increasing the
sliding interval would cause it to reach ay;r regions where
the fluctuations change in a sensible manner (as in Fig. 7,
left), for instance featuring a different average, or including
high amplitude spikes, so abruptly changing the sum of the
series, however the eRHIC lattices of interest have to satisfy
< 8y > (ayrr) = 1, which prohibits such changes. In the
present case of 1024 ring samples over Ay: 40.4 — 40.9,
N = 40 appears appropriate; this is a sliding window of full
width aAyer = 40 X (40.9 — 40.4)/1024 = 0.02. Figure 10
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[a)
% confirms that, with the 40.59—40.63 interval yielding a fi-
E nal 7p ~ 55% within about +5% of convergence values for
% both 40.60—40.62 and 40.56—40.66 sliding windows. It may
2 also be thought of increasing the bins density in the ayyer of
+ interest to obtain a better homogeneous distribution.

(o,

=
2 Diffusion Time Constant

The diffusion time constant is derived from single particle
motion using a linear regression (Eq. (6)), an illustration can
- be found in Fig. 5 (right). Applying to each of the 2048 rings
E over the aAvyr.r interval, yields the scan in Fig. 11. Tracking
S over several SR damping times is needed to draw 7p from
& individual spin motion, It can be seen in Fig. 11 that, in the
E region of Tp values of interest the statistics over 80, 160 and
g 1037sg superimpose. This indicates that the required trackng
E time is comparable with that needed to determine 7sg from
E particle motion, which is a few tens of damping times or
g less. On the other hand, in case the strong fluctuations of
£ the spin would cause too strong a dependence of the 7sg
§ value (from the fit) on the fit sample, rather than increasing
Z the damping time a possibility is instead to launch a few
£ particles per ring: the smoothing effect is immediate, this
can be seen by comparison of the spin motion in Fig. 5 (right)
and the averaging over a few particles in Fig. 6 (right). These
considerations matter as to the interest of the single particle
method, this is discussed in the next section.

Again a sliding average, applied to the data of Fig. 11,
greatly smooths the fluctuations, as observed in Fig. 12.
The distance between 7 distributions can be derived from
Fig. 12 type of data, which are thus usable for comparing
- polarization performances of different versions of the eRHIC
e-storage ring.

=

title of t

Any distribution of this work

SUMMARY

Assume similar resolution using both methods, “HPC-
Hungry” and “Ergodic”, namely, the same number of refer-
ence rings, nRings, over the same interval aAy.

In the present hypotheses (eRHIC lattice, energy, etc.):

» first method: the HPC volume is nRings x10° [parti-
cles/bunch] x a few 7sg,

 second method: the HPC volume is nRings X a few
TSR-

r the terms of the CC BY 3.0 licence (© 2018)

-"é This is a 3 orders of magnitude difference in the HPC volume.
5 On the other hand, greater HPC volume translates in one or
§ the other of, longer queues, longer computing time, more
& processors, greater volume of I/Os, larger data analysis HPC
2 volume.

It remains to determine how close the single particle
method can get to the accuracy of the bunch method (an
ongoing work). However it already appears an efficient first
approach to the diffusion time constant, in view of qualify-
ing an evolution of a lattice design, the efficiency of error
correction and other spin matching schemes. Because it
is faster it allows a greater reach (for instance in terms of
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Tp, eRHIC e-storage ring, 18 GeV
RunXXX/zgoubi.fai | TBTLinRegTauFromRun.FaiFiles
39.8 < aYs < 41

4?0k

T T
40k —=— 80k

ikl \

40.4 40.6 40.8 41 41.2
aYref

39.8 40 40.2

Figure 11: Energy scan of the diffusion time constant in
the single particle tracking method. 2048 bins cover aAy:
39.8-41.2. 1p values interpolated from 80 (red), 160 (green)
and 103 7sg tracking.

Tp, eRHIC e-storage ring, 18 GeV
RunXXX/zgoubi.fai \ TBTLinRegTauFromRun.FaiFiles
39.8 < aY,.r <

1000

40 biné, O.5xbeam ac;

80 bins, full acy
120 bins, 1.5xbeam aGy
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Figure 12: Sliding over energy scan of the diffusion time
constant in the single particle tracking method. 2048 bins.

parameter space exploration) in machine simulations and
design optimizations.

CONCLUSION

Obviously these results are very preliminary, they are
essentially indications that the HPC volume could be re-
duced. More simulations are required, for further inspection,
comparisons between the two methods, etc. Mathematical
background and support is in order.

The simulations discussed here were performed on
NERSC [3], using stepwise ray-tracing tools for spin motion
accuracy [5, 6]. Electron dynamics and spin diffusion in the
presence of Monte Carlo SR is a long installed and, needless
to say, thoroughly benchmarked feature of the code [7].
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INTRODUCTION

In [1] we report on our spin/polarization project for un-
erstanding the possibility of polarization for the next gen-
ration of the high energy particle (HEP) accelerators, e.g.,
he Future Circular Collider (FCC) and Circular Electron
ositron Collider (CEPC). The physics background and the
basic model to compute the polarization is discussed there.
The starting point is what we call the full Bloch equation

2 (FBE) in the Lab frame. This model includes synchrotron
'S radiation and the concomitant depolarization from the radi-
< ation caused by damping and diffusion as well as Sokolov-
ETernov spin-flip polarization effects and its Baier-Katkov

g generalization. Ignoring spin flip we obtain the reduced
M Bloch equation (RBE) which we believe contains the most
B difficult part of the FBE to integrate numerically. We then
5 introduce the 3 degree of freedom (DOF) reduced Bloch
“5 equation (RBE) in the beam frame in the first section be-
& low. We further discuss the general computational issues
5 and give an estimates for what can be done with current
£ computational techniques. For d = {1,2,3} DOF the po-
"‘; larization density has (2d + 1) independent variables. For
£ simplicity, suppose that each of the space-like variables has
& been discretized on a grid with N grid-points, then the com-
S putational cost of each time step will scale no better than
o O(N 2d)_ The presence of parabolic terms in the governing
g equations necessitates implicit time stepping and thus so-
§ lutions of linear systems of equations. For a fully coupled
= 3 DOF problem this will bring the per time step cost to
s O(N%), with 1 < ¢ < 3, depending on the algorithms used
m for the linear solve. However, only algorithms with ¢ ~ 1 are
8 feasible (for Gaussian elimination ¢ = 3). Fortunately, as we
£ outline below, the structure of the averaged equations (e.g the
g parabolic terms are uncoupled from mode coupling terms)
g allows the efficient parallel implementation. Further, we ex-
g ploit the decoupling by evolving the resulting ODE system
2 with the additive Runge-Kutta (ARK) method. Described
. in [2] ARK methods are high order semi-implicit methods
S that are constructed from a set of consistent Runge-Kutta
E (RK) methods. In the RBE the parabolic part of the equation
:,2 is treated with a diagonally implicit RK method (DIRK) and
2 the hyperbolic mode coupling part is treated with an explicit
E RK (ERK) method which does not require a linear solve.
g The ODE system in time can be evolved independently for
i each Fourier mode resulting in a computational cost for each
£ < timestep that scales as O(N37) per mode.

We first summarize the 3 DOF problem and 2 DOF prob-
lem from [1]. Then we describe the new algorithm on the

=N R =
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example of 1 DOF model with parameters taken from the
Hadron-Electron Ring Accelerator (HERA). Using that the
RBE in 1 DOF can be solved exactly we demonstrate the ac-
curacy of the algorithm by compering the exact polarization
to the polarization measured by integrating the numerical so-
lution in space. Further, we present the results showing that
achieved accuracy of the algorithm for the polarization den-
sity after 1500 turns for varying discretization parameters
which allows us to conclude that the algorithm is feasible
for the accurate simulation of the 3 DOF model.

RBE IN 3 DEGREES OF FREEDOM

Consider the system of Langevin equations for the orbital
phase space variable Y € R® and the spin variable S in the
beam frame given by

Y’ = AO)Y + Veyw(0)esé(0), (H
S = Qy(6,Y)S. 2)

Here 6 is the accelerator azimuth and ¢ is a version of the
white noise process and eg = (0,0,0,0,0, 1)7. Also A(H)
is a 6 X 6 matrix encapsulating radiationless motion and
the deterministic effects of synchrotron radiation (see, e.g.,

[3, eq. 5.3]). Moreover Qy(6,Y) in the Thomas-BMT term
is a skew-symmetric 3 X 3 matrix linear in ¥ and w(0) is
real valued. Note also that A(6), Qy (6, y) and w(#) are
2m-periodic in 6.

The RBE for the polarization density 7y is

Opify = (Ly + Ly, 7M7)y, ©)

where

Drift Diffusion

f_/%
Zayj (ﬂ(@)y) + wy(e) 2,
Jj=

Ly remtily = Qy (6, y)ijy.
—_———

Spin

Our ultimate aim is to understand the solutions of (3). The
main quantity of interest is the polarization of the bunch

o) = / iy (6. y)dy.

However, as noted in the introduction, numerical discretiza-
tion of (3) will have the an enormous computational cost. To
simplify the problem we first use the method of averaging.
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We split A = A + £5A to isolate the Hamiltonian part A.
Then by using the fundamental solution matrix X(6) of the
unperturbed problem, e.g

X' = A0)X, “)
the method averaging Y-frame transforms to a V-frame as-
sociated with averaged problem posed in terms of the new
variable V. In the V-frame the polarization density ny satis-
fies the RBE

Ogtiy = (Lv + Ly, 7BMT )T}V, )
where
Drift Diffusion
6 i PN
Ly = —SZ 6Vj(.DV)j + 5 Z Sijaviavj, (6)
=1 ij=1
Ly, remriiy = Qy (0, X(0)V)ijy . @)
Spin
and
) Dr 02 020
D= 02 D1 O |, (8)
02x2 0o Dypg
Dy = ( o o ) (@ = LILIID), )
-bo aq

with & = diag(&7, 1,811,811, E111,E7y1) and a, < 0
and &, 877, E11 = 0. The RBE in the V-frame has
#-independent uncoupled parabolic operators and that will
be exploited by our numerical approach.

RBE IN 2 DEGREES OF FREEDOM. FLAT
RING

We now consider the case of two degrees of freedom in a
flat ring with FODO cells and cavities. Moreover the case
of a flat ring allows us to use a one-dimensional approach to
spin which in turn allows us to average over orbit and spin.
In our flat ring model Qy has the simple form

0 10
Qy(6,Y)=-ay(®)Yg, J=| -1 0 0
0 00

Here Y € R* represents the horizontal and longi-
tudinal motions which are uncoupled from the ver-
tical motion in the flat ring model. It is conve-
nient to use spherical coordinates as spin variables
(i.e., S = (cos(¥) sin(®), sin(¥) sin(®)), cos(®))”). In the
Y-frame system of Langevin equations then becomes

Y’ = (A(0) + £6A(0))Y + ew(6)(0,0,0,1)T£6), (10)
Y = ay(0)Y, (11)
o =0. (12)
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Here the row vector ay(#) is 2n-periodic in 6.

Following the approach outlined in previous section, we
apply the method averaging and transform the current frame
to a W-frame associated with an averaged problem posed in
terms of a new variable W. W now incorporates both spin
and phase space variable. In the W-frame the polarization
density 7w satisfies the RBE

2
dotiw =~ & Z Ow; ((DI(WI’ Wz)T) niw
j=1 J
4
-& Z O, ((Du(w& W4)T) Tiw
j=3 J
£ .
+ 581 (5wlawl + (9W26w2)l7w (13)
P .
+ 5811 (6W3 aW3 + aWA;aWA‘)T’W
4 . 4
-& ) DsiwiTiiw — 585577W + SZ EisTiiw,
= =1
where
Dy () 0252
= 02x2 Dy 0252
p=| 2 P , 14
Ds1 Dsy  Ds3 Dsa Opxo (14)
012 01x2 O1x2
& 0 0 0 &5 0
0 & 0 0 &s 0
0o 0 &r 0 &s 0
&= 0o 0 0 &n 5:345 0 (15
Eis &5 &35 Ess Ess O
0 0 0 0 0O O

Here Dy, Dy are 2 X 2 matrices of the form (5) and &7, &y
are nonnegative. For Gaussian processes associated with
(10)-(12) the polarization density 7y can be computed ana-
lytically.

RBE IN 1 DEGREE OF FREEDOM

We now consider the case of one degree of freedom using
the model studied in [4,5]. The one degree of freedom model
here is obtained from the two degrees of freedom flat ring
model of the previous section by setting, in (14) and (15),

0=Dj1 =Dsr = Ds3 = Dsa = E1 = Eps = Ez5 = Eus
Dy =-hy, & =1, E5=-Ds;, Ess = (E15)>. (16)

One can justify the step from (14) and (15) to (16) as a
good approximation by applying the betatron-dispersion for-
malism to the flat ring model [6]. With (16) the variables
W3, Wy, We are uncoupled so that we are left with the follow-
ing one degree of freedom system of Langevin equations for
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@)

% the orbital variables Wy, W, and the spin variable Ws:

5

z W] -1 0 0\/W

E W, |=e| 0 -1 0| W,

,g” WS, g 0 0 Ws

3 1 0

£ + ; 0 1 ( ? )

f g 017

ZFwhere g = Ds; = &5 and &), &, are statistically inde-

¢ pendent versions of the white noise process. Denoting the
2 polarization density for our one degree of freedom model
2 by 77, one can show in analogy to the previous section that it
satisfies the RBE

auth

- > - &€ >
(9977 =& 6\4/1 (Wln) + aWZ(WZTI) + Zawla\mn (17)

€ 9.,

E N N E =
+ Zﬁwﬁwm —egw1 I — Egjawlri — 287

where € = 0.008 and g ~ 2.07 for the HERA ring. We
present the numerical approach to solve (17) next.

NUMERICAL APPROACH

We first transform (17) to polar coordindinates using

W] =FrCOSp, Wy =rsing,

V-(Wn) = 2 +rd)m,

V-V =@ +r'0, + r_23£)m,
0 sing 0

and the RBE in 1 DOF becomes

Ay = % ((8 —gH)+@r+r o, +0%+ r—za;)m (18)

+2g¢Jim (2r cos ¢ + cos ¢, — r~ ' sin w@w)nm],
Im=12 [+m,

2 We pose (18) on a disk r < rax, ¢ € [0, 27]. The boundary
5 conditions are periodic in ¢ and we take ry,x large enough
é to impose homogenous Dirichlet boundary conditions at
= r = rmax. Here and in the following we drop arrows and
£ replace 6 by . We seek approximations to 7 on a Chebyshev

ms of the CC BY 3.0 licence (© 2018). Any distribution of this work must maintain attribution to th

der t

grid in r and a uniform grid in ¢,
ri:—cos(”—i), i=0,...,n,,
ny
_ 2 I
(pj—jﬁ, j=1...,n

and expand it in a Fourier series in the ¢ direction:
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ne /2
n(t, ri, @j) ~ Z (i, k, 1)e™ k%5 (19)
k:—l’ltp/2+1
MOPAF04
o8
® 148

ICAP2018, Key West, FL, USA JACoW Publishing
doi:10.18429/JACoW-ICAP2018-MOPAF04

For the kth Fourier mode we determine 7(z, r, k) from
B, = Z[((S — )+ (@4r+rd, + 0% - r‘zkz)ﬁl (20)
+ngm((2r + 0 )i + i) = ™ (ki)™ = (ki )*) )]
where [,m = 1,2, # m and

- =0t r k—1), ﬁ[+ =1t r,k+1).

Now denote by #;(t, k) the grid function on the r grid for
a fixed mode, i.e. @(t, k) = [d;(t,ro, k), ..., 4t rn,, k)T,
describes the /th component of 77. Then for each component
we have

diy(t, k S i
% =§ [Ff (@) + JumFp(lm)] - @h

Here F; and Fg are linear operators representing the Fokker-
Planck operator and spin terms

Fi(ay) = ((8 — I+ @R+ R D, + Dy - R-2k2) y
Fi(i) = (2R + Di)(as, + i) = R (ki)™ = (Kit)*) .

Here I is the (n, + 1) X (n, + 1) identity matrix, R =
diag(ry, . .., ", ), D1 and D; are spectral differentiation ma-
trices. The entries of the differentiation matrices are found
by the techniques for constructing finite difference approxi-
mations of any order of accuracy, for any order of the deriva-
tive and on general grids described by Fornberg in [7]. To
be precise, the coefficients are computed using a numeri-
cally stable recursion relation derived from the Lagrange
interpolant associated with the grid points (see also the sub-
routine weights. f provided in [7]). To evolve in time we
use a fourth order additive N-stage Runge-Kutta scheme
(ARK), see e.g. [2]. Let #¥(k) = i(k, vAt) then, for each
mode, we compute

N
@ =@ ) ks, (22)
s=1

K s—1
Fr (12" + Z ask; @+ Z ﬁslkl)
=1 =1

Thus at each step we compute u”*" given u”. The general
N-stage ARK scheme combines N-stage diagonally implicit
Runge-Kutta scheme (DIRK) with N-stage explicit Runge-
Kutta scheme (ERK) of a same order of accuracy. The
coeflicients g, Bs1, s can be found so that the combined
schemes are consistent. For higher number of DOF the
algorithm stays the same.

As indicated in the introduction, the cost of the solve in
(22) depends on the choice of algorithm but can always be
split into an initial cost (e.g. LU-factorization in addition to
the FFT) and a solve cost (e.g. back and forward substitution).
Ignoring the startup cost, which can be amortized over many

et

kSZT + Fg

v+1
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time steps, the cost per time step is that of n,, solves of size
n, for each stage, i.e. O(nyn).
For 3 DOF the complexity estimate becomes

C = 0.

Assuming that n, = n, = N we find that for N = 50 and
g=1,4/3,2thecost C = 1.5-10',7.8- 10" and 2 - 10",
respectively. As a single modern processing unit may be able
to carry out O(108 — 10%) arithmetic operations per second
it appears plausible that an efficient parallel implementation
can result in time-per-time step on the order of one to several
seconds for ¢ = 4/3. Note that there are several modern
solution techniques, like the Hierarchical Poincaré-Steklov
operator technique by Martinsson [8] that can reach g =~ 1
for spectrally accurate discretizations.

NUMERICAL RESULTS

Example 1: 1 DOF model
Here the reduced Bloch Equations (17) can be solved exactly
[9]. For example if

(0, w) = 2 (COS(%)) o 20wiwd)

n \sin(¥o) 23)

then

COS(l//U + 21w1)

_ 25 “2(wPew2)
““”‘??tmw+&mﬂe (4

g2
Zi(t) = —g(1 - e, () = g(e—Zaz -1),

The polarization vector of the bunch at time ¢ is

P@ZAﬂQWW&

and o
|P(r)] = e 3311220 (25)

This example was used to verify that the polarization is
computed accurately. The polarization |P(¢)| obtained by
integrating the numerical solution, see Fig. 1. The result is
very close to the exact polarization (25), within the error we
expect.

In Fig. 2 the numerical solution 7; snapshots are taken
at initial time and after 25, 250 and 1500 turns (10 turns
HERA ring correspond to ¢ = 4) showing that the solution
approaches the equilibrium

COS(WO - gW]) -2 W2+W2
sin(go — ng)) e72Witw) - (26)
Example 2: Spectral convergence for 1 DOF model

To confirm the spectral convergence in r and ¢ we evolve
(18) with the initial data taken to be the exact solution (24)
att = 0. It has an equilibrium solution (26) making it a
good test case for the numerical method. To be precise,
the errors displayed in Fig. 3 are the maximum deviation
from the exact solution (24) taken over all grid points and
all the variables at r = 5/& which corresponds to 1500 turns.
The results clearly show the spectral accuracy of the spatial
discretization.

2 g
Ueq(W)= —e 8 (
T
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Figure 1: Polarization in 1 DOF model computed from the
numerical solution.

Figure 2: Solution 7; at time ¢ = 0, 10, 100, 600

DISCUSSION AND NEXT STEPS

We are preparing an extended version of this brief note for
an archival journal which will complete the work on the re-
duced Bloch equation in 2 DOF. An important aspect will be
a more detailed discussion of the algorithm. The codes will
be made available in a repository. A goal is to make our work
easily reproducible. Next we will incorporate the spin flip by
considering the full Bloch equations and do a careful study
of the depolarization and polarization effects for the simple
lattice. This will include depolarization and polarization
times and equilibrium. We will then study a more realistic
lattice in the 2 DOF case and begin the 3 DOF work, where
a parallel algorithm will surely be important/necessary.
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Figure 3: Convergence for the 1 DOF model.
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APPROACHES TO OPTIMIZING SPIN TRANSMISSION IN LATTICE
DESIGN

V. H. Ranjbar*, BNL, Upton, USA

Abstract

We present our experiences in optimizing the proposed
Rapid Cycling Synchrotron (RCS) injector for the eRHIC
Storage ring and the RHIC 2017 lattice. We have developed a
Python code to drive lattice calculations in MADX [1] which
are then used to calculate spin resonances using the DEPOL
algorithm [2]. This approach has been used to minimize
intrinsic spin resonances during the RCS acceleration cycle
while controlling lattice parameters such as dispersion and
beta functions. This approach has also been used to construct
localized imperfection bumps using a spin response matrix
and the singular valued decomposition (SVD) algorithm.
It has also been used to reduce interfering intrinsic spin
resonances during the RHIC acceleration ramp.

INTRODUCTION

The design of lattices to transport beam with minimal
polarization loss requires special attention to the potential
sources of depolarizing spin resonances. In the past accel-
erators where usually optimized initially without consider-
ation of their spin effects. Later careful spin matching and
harmonic bumps were applied to reduce the effects of the
various spin resonances. These were usually performed by
using simple analytical estimates which were then verified
using more exact numerical calculations using codes like
DEPOL [2]. However the process was slow and decoupled
from the optics calculations since for small perturbations
the optic changes were assumed to be small. Later the use
of full and partial snakes reduced the need to worry as much
about the strength of the spin resonances.

However experience with the full snakes in RHIC and
partial snakes in the AGS have shown that optimizing the un-
derlying spin resonances can still have an important impact
on the performance of the lattice even with snakes. For exam-
ple the overlap of minor spin resonances during strong spin
resonances crossings has been shown to reduce polarization
transmission on the RHIC ramp [3].

Also in the design of a future high energy polarized elec-
tron injector for the proposed eRHIC facility, snakes are not
a viable option due to the large orbit excursion and radiative
effects they induce in lighter particles. So a new design
has been developed which exploits high periodicity to avoid
spin depolarizing resonances [4]. This new design required
optimizing for both the beam dynamics and polarization
transmission.

We have developed a Python code which we call SOp-
tim [5], to perform these types of optimizations. It uses
MADX [1] as an optics calculator and performs its own DE-
POL calculations across a specified range of spin resonances.

* vranjbar@bnl.gov
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It then varies the magnet strengths, usually quadrupoles, or
vertical corrector magnets to achieve a desired spin reso-
nance structure and optics.

SOptim CODE STRUCTURE

The core of the code is a function which takes the name
of a MADX sequence file, a string containing the names of
the magnets to be varied, and a vector of associated magnet
strengths. These are read together with the anomalous G
factor, emittance and a switch to indicate if an intrinsic or im-
perfection spin resonance calculations are to be performed.

This function then feeds the sequence and new magnet
strengths to MADX and takes back the optics and orbit infor-
mation which is then used to perform a native spin resonance
calculation following the DEPOL algorithm. These are done
for a currently hard coded range of spin resonance energies.

The function returns an array of spin resonance strengths,
twiss parameters, dispersion values and a flag indicating
if the twiss calculation failed or not, as well as a MADX
readable string containing the magnet settings used. This
string is saved once the optimization is completed so that it
can be easily included in future MADX calculations.

The values for the spin resonances and optics values are
then combined with various weights to produce an overall
penalty function. This penalty function is then iterated upon
using Scipy’s [6] minimize function which is part of its
optimize library. The minimize function can use a variety
of optimizers and takes bounds for the magnet settings.

Alternatively it is possible to construct spin response ma-
trix which relates the spin resonance strengths to the magnet
settings. One can invert this using a pseudo inverse to either
suppress of generate spin resonance ‘bumps’.

RHIC LATTICE OPTIMIZATION

Studies of polarization transport with two orthogonal
snakes during the RHIC acceleration ramp revealed the im-
portance of interfering spin resonances [3]. For example
during the crossing of the strongest intrinsic spin resonance
at Gy = 422.685 it was found that the weak spin resonance
located at Gy = 423.325 plays an important role in deter-
mining the total polarization transmission. As is shown in
Figs. 1 and 2 it was shown that minimizing this can improve
the total spin transmission. We used the SOptim code to
reduce these neighboring resonances. The results from spin-
orbit 6D tracking are shown in Fig. 3, where the polarization
transmission versus emittance is greatly expanded. Similar
optimization was applied around the three major spin reso-
nances at Gy = 422.685, 382.325, and 260.685 for both the
Blue and Yellow RHIC rings.

MOPAF05
151

©= Content from this work may be used under the terms of the CC BY 3.0 licence (© 2018). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI.



~ 13th Int. Computational Accelerator Physics Conf.
O ISBN: 978-3-95450-200-4

Analysis of FY12 lattice Crossing
393+NU resonance
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Figure 1: Spin Resonance magnitude [w| versus beam energy
in terms of the anomalous G factor times relativistic gamma.

K4 seems singular in determining
polarization aperture.
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Figure 2: Showing the magnitude of net spin loss after ac-
celerating through the primary resonance. This is plotted
against the spin resonance magnitude of the primary res-
onance |w| (proportional to the action or emittance of the
particles). We see the effect of changing the neighboring
resonance.

RCS LATTICE OPTIMIZATION

The proposed eRHIC injector is designed to accelerate
polarized electrons from 400 MeV to 18 GeV. A periodicity
of 96 and tune of 50 was necessary to avoid all the intrinsic
spin resonances in this energy range. However the natural
£ 6-fold symmetry of the existing RHIC tunnel made achieving
E the 96 periodicity challenging. Our solution was to make
5 the contributions to the spin resonance integral from the
'g, straight sections negligible. This was made more difficult
£ since detector bypasses are necessary for such a machine.

der the terms of the CC BY 3.0 licence (© 2018). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and D

We used the SOptim code to drive down spin resonance
strengths in the accelerating energy range from Gy = 0.9
to 41. The results yielded a lattice with intrinsic spin res-
onances with strengths so low that the cumulative effects
= only start to manifest themselves at the 5% loss level above
‘q"é 1000 mm-mrad emittance for the 100 msec proposed ramp-
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Figure 3: Polarization deviation from invariant spin field di-
rection versus emittance curve after crossing Gy = 422.685
spin resonance. Comparing old RHIC 255 GeV lattice (old
lattice) to optimized lattice (new lattice).

ing rate. The resultant intrinsic spin resonances are shown
in Fig. 4.
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Figure 4: Plot of intrinsic spin resonances versus Gy for a
particle of 10 mm-mrad normalized emittance. This is the
result of spin optimization code SOptim applied the RCS
lattice after applying symmetry breaking detector bypasses.

RCS IMPERFECTION BUMPS

Control of the effects of imperfect spin resonances re-
mains an important issue for the design of the RCS. Studies
showed that if we can control the RMS vertical orbit dis-
tortion to the 0.5 mm level we should be able to achieve
above a 95% polarization transmission. In the event this
isn’t achieved, we proposed using orthogonal imperfection
bumps. These bumps target the real and imaginary part of
the spin resonance. Before the commissioning of the partial
snake in the AGS, imperfection bumps were used extensively
to tune out imperfection driven polarization losses. More
recently tests with orthogonal bumps using a spin response
matrix method have been performed in RHIC [7].

By building a corrector to imperfection spin response
matrix (1\25) using SOptim, one can calculate the necessary
corrector strengths to achieve isolated and orthogonal bumps
at any point in the ramp. Here we use,

C-Ms =3 (1)

where C is a vector containing all the correctors, £ is a
vector containing all the real and imaginary parts of the
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imperfection spin resonances which are targeted. In our case
it is 80 elements long containing the real and imaginary
imperfection resonances at Gy = 1 to 40. Inverting this
non-square matrix using a pseudo inverse one can use it to
construct an arbitrary set of imperfection bumps across the
whole energy range.

Using this approach we have constructed such bumps rep-
resenting arbitrary imperfection bumps in the imaginary and
real plane for Gy = 34 to 40. This is the energy range we
expect that imperfections could be strong enough to depo-
larized the beam greater than 5%. These bumps are plotted
in Fig. 5. Here we produced resonance strengths as high as
+0.005, everywhere else has imperfection strengths less that
107>, A spin resonance strength of 0.005 at 100 to 200 msec
ramp rates, represent 10 to 15% spin kick respectively.

€

0.004
0.002

. . Rele|

1o 50 30 70 Spin Tune (Gy) . Imle|
—-0.002
-0.004

Figure 5: Real and imaginary imperfection resonance
strengths versus Gy for a fixed corrector magnet settings
constructed using spin response matrix.

The associated corrector magnet strengths are all less
than +3 x 107 rad as shown in Fig. 6. With imperfection
bumps constructed in this fashion, there is no need to alter
the corrector strengths over the acceleration cycle. They
only need to ramp with the main dipole current.

rad
0.00002
0.00001) ...

magnet number

-0.00001} ¢ .*

-0.00002 .

Figure 6: Corrector magnet settings versus magnet number,
which resulted in Imperfection resonances shown in Fig. 5.
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Thus using these bumps, we should be able to control any
foreseeable imperfection spin resonances in the RCS.

CONCLUSION

The Python code SOptim is tool which can assist in the op-
timization of hadron and lepton lattices for spin transmission.
It accomplishes this by calculating both the spin resonances
and optics for a given lattice and employing various opti-
mizing approaches to achieve either global suppression of a
range of spin resonances or by constructing arbitrary spin
bumps to cancel spin resonances.

ACKNOWLEDGEMENTS

Work supported by Brookhaven Science Associates, LLC
under Contract No. DE-AC02-98CH10886 with the U.S.
Department of Energy. This research used resources of
the National Energy Research Scientific Computing Center
(NERSC), which is supported by the Office of Science of the
U.S. Department of Energy under Contract No. DE-AC02-
05CH11231.

REFERENCES

[1] MADX, http://madx.web.cern.ch/madx/

[2] Courant, E. D. and Ruth, R. D., “The Acceleration of Polarized

Protons in Circular Accelerators”, BNL-51270, (1980).

[3] V. H. Ranjbar, F. Méot, M. Bai, D. T. Abell and D. Meiser,
“Polarization response of RHIC electron lens lattices,” Phys.
Rev. Accel. Beams 19, no. 10, 101002 (2016). doi:10.1103/

PhysRevAccelBeams.19.101002

(4]

V. H. Ranjbar et al., “Spin Resonance Free Electron Ring

Injector”, 22nd International Spin Symposium Hosted by: Uni- .

versity of lllinois and Indiana University, September 25-30,
2016 at UIUC; BNL-203602-2018-TECH, C-A/AP/599 Jan-
uary 2017.

[5] SOptim, https://sourceforge.net/projects/

t-bmt-spin-resonance-tracker/
(6]
(7]

Scipy, https://wuw.scipy.org

M. Bai, H. Huang, A. Marusic, M. G. Minty, V. Ptitsyn and
V. H. Ranjbar,“Experimental Effects of Orbit on Polarization
Loss in RHIC,” Conf. Proc. C 1205201, 3788 (2012).

MOPAF05
153

Content from this work may be used under the terms of the CC BY 3.0 licence (© 2018). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher, and DOI.

©

=



~ 13th Int. Computational Accelerator Physics Conf.
O ISBN: 978-3-95450-200-4

he author(s), title of the work, publisher, and D

Abstract

Plasma Wakefield acceleration is a promising new accel-
ration technique that profits by a charged bunch, e.g. an
lectron bunch, to break the neutrality of a plasma channel to
£ produce a wake where a trailing bunch (or witness) is even-
g tually accelerated. The quest to achieve extreme gradient
g conserving high brightness has prompted to a variety of new
£ approaches and techniques. Most of the proposed schemes
Z are however limited to the only plasma channel, assuming
E in the vast majority of cases, ideal scenarios (e.g. ideal
S bi-gaussian bunches and uniform density plasma channels).
.= Realistic start-to-end simulations, from the photo-cathode
é to FEL .Via a high grad.ient, emittance and energy.spread
< preserving plasma section, are mandatory for paving the
‘2 way towards plasma-based user facilities.

10n to tl

but:
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INTRODUCTION

Plasma-based accelerators (PBAs) represent, today, a new
frontier for the development of compact advanced radiation
& sources and next generation linear colliders. High brightness
< electron beams are the future goal of such kind of accelera-
% tors, a new technology that is envisioned to compete with
2 the RF technology. Since the very first conception [1] great
< effort (with equivalent progress) has been placed [2-8] to
> demonstrate the acceleration of electron beams with gradi-
© ents of the order of several tens of GV/m, produced either
% by a laser drive (LWFA) or with a particle driven (PWFA).
f In PWFA the high gradient wakefield is induced by a high-
- energy charged particle beam (referred to as driver bunch)
£ travelling through a pre-ionised plasma. The background
E electrons by shielding the charge breakup produced by the
E driver induce an accelerating field. The second bunch (re-
E ferred to as trailing bunch or witness) placed on the right
9 phase is so accelerated by the induced electric field [9-11].
The aforementioned publications indicate that either
© LWFA and PWFA are capable to produce strong acceler-
g ating gradients, but do not address the issue of beam accel-
% eration with quality retention. In other words, the capability
& for a PWFA scheme to accelerate a trailing bunch with an
2 acceptable quality for any scientific applications, such a Free
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PLASMA WAKEFIELD START TO END ACCELERATION
SIMULATIONS FROM PHOTOCATHODE TO FEL WITH
SIMULATED DENSITY PROFILES*
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A. Giribono, F. Filippi, R. Pompili, C. Vaccarezza, INFN-LNF, Frascati, Italy
A. Cianchi, University of Rome Tor Vergata, Rome, Italy
A. Bacci, A. R. Rossi INFN Milano, Milano, Italy
V. Petrillo, Universita di Milano, Milano, Italy

Electron Laser (FEL) or a future particle-particle collider,
or even for medical applications is still an open question.

The work presented in this proceeding tries to address the
problem of quality bunch transport numerically for a PWFA
scheme. The scheme proposed leverages on the well estab-
lish RF know-how to produce and manipulate the bunches
to match the strict plasma matching requirements, so that,
once injected into the plasma the trailing bunch is boosted
to the desired energy. The scheme can thus be decoupled
into two parts. A first stage aims in generating two elec-
tron bunches (the driver and the trailing bunch) with a given
time-separation so that once injected into the plasma they
will be at right phase to maximize acceleration. The gen-
eration, distance positioning and acceleration is achieved
using the COMB [12] technique and an RF in the X-band
regime, for a final particle energy of 500 MeV. The plasma
with a 10 cm™ number density is confined by a millime-
ter diameter capillary and ionized with plasma discharges,
accelerates the particles from 500 MeV to 1 GeV in about
30 cm. The particle extracted from the plasma accelerating
section are then injecting into a FEL. The evolution of the
beam, from the photo-injector to the FEL via the plasma
cell, is performed with a single simulation by concatenat-
ing several codes used to addressed the different physics
occurring in the different accelerating section. We refer to
this single simulation as a start-to-end simulation. This
work is part of EUPRAXIA [13, 14] (European Plasma Re-
search Accelerator with eXcellence In Applications) Euro-
pean project whose final goal is to use PBA to seed a FEL
for physical and biological applications. Specifically Eu-
PRAXIA@SPARC_LAB [14] is the envisioned EuPRAXIA
European Italian-located facility operating at 1-5 GeV for
FEL experiments.

SECTION I: INJECTOR

A comb-like configuration for the electron beam is used to
generate simultaneously a 200 pC driver followed by a 30 pC
trailing bunch. The comb-like operation foresees the genera-
tion of two or more bunches within the same RF accelerating
bucket through the so-called laser-comb technique [12, 15]
consisting in a train of laser time-spaced pulses illuminat-
ing the photo-cathode. The witness arrives earlier than the
driver on the photo-cathode and then they are reversed in
time at the end of the velocity bunching process, during

A-2 Modeling of Current and Future Machines
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which the longitudinal phase space is rotated. Experimen-
tal results have been obtained at SPARC_LAB where the
laser-comb technique is routinely used in order to produce
trains of multiple electron bunches [16] for narrow-band THz
generation [17], two-color FEL experiments [18,19] and res-
onant particle driven PWFA [20]. Computational studies
have been dedicated to provide two bunches separated by
0.55 ps [21], which corresponds to 4, /2, where A, =330 um
for n,,=1016 cm™3. Both driver and witness bunches must be
compressed down to 50 fs and 10 fs (FWHM), respectively.
The process need some fine tuning to avoid emittance growth,
naturally occurring because of the witness-driver overlap-
ping during the velocity bunching regime. The photocathode
laser has been shaped in order to provide at the cathode a
witness and a driver bunches separated by Ar=4.8 ps. With
this configuration the beam crossing occurs in the second
TW accelerating cavity and a fine-tuning of the RF phases
suffices to provide the desired 0.55 ps beam separation cor-
responding to A, /2. Gaussian longitudinal distribution with
o, =120 pm (RMS) and uniform transverse distribution of
radius r = 0.35 mm have been assumed for the witness pulse
at the cathode. The different intensities between the two
pulses permit to generate bunches with different charges: a
30 pC trailing bunch and a 200 pC driver. It is worth to notice
by adopting a 0p=0.35 mm, the FWHM witness length does
not suffer lengthening, although the minimum RMS witness
length is obtained for op=0.25 mm. The sliced current at
the end of the photo-injector line is plotted in Fig.1.

2.0 '
—o, = 0.35 mm
15 .................................................... i
2
2 0| TR AR | i

0.4

4 0

t [ps]

Figure 1: Driver and trailing bunch longitudinal current dis-
tribution at the photo-injector exit. The beam is propagating
from right to left with the driver arriving earlier than the
trailing bunch.

Driver and trailing bunch have been simulated with the
TSTtEP code and with 30k and 200k macro-particles respec-
tively. In the described configuration the driver arrives
0.58 ps earlier than the witness at the X-band booster. It
is worth to notice that the trailing bunch length is about
3um FWHM with a normalized transverse emittance of
~0.7 mm mrad.
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SECTION II: LINAC

The X-band RF linac is used to accelerates the entire
beam to 500 MeV [22, 23], energy of the beam entering
the plasma, specifically the trailing bunch is prepared for
plasma injection with a transverse dimension of 1-2 um spot
size. The comb-like electron beam undergoes deep over-
compression in the photo-injector by means of the veloc-
ity bunching scheme. The same accelerating gradient of
Egcc ®20-36 MV/m is applied in L1 and L2 linac section
respectively, and the final electron beam energy is E7sexir =
580 MeV, with an energy spread less than 0.1%. The driver
and witness bunches are characterized by high charge/low
current and low charge/high current, respectively. Moreover,
the initial matching conditions for the injection in the X-band
linac are quite different for the two bunches, as shown by
their transverse phase space at the linac entrance (i.e. in-
jector exit). In this regard, an efficient sharing of the same
lattice is achieved by means of a mild transverse focusing
that aims to keep the RMS size of the comb beam compati-
ble with the beam stay-clear-aperture through all the X-band
accelerator. The same argument applies also to the focusing
stage with the permanent quadrupoles at the entrance of the
plasma capillary where a residual asymmetry between hori-
zontal and vertical plane for the witness beams is present,
see Fig. 2.

Driver &,,= 4.0 um  Witness &,= 0.7 um
0.010

0.005

—_

.. 0.000

-0.005

-0.010

-0.05 0.00 0.05

x (mm)
Driver &,,= 6.4 um
0.010

Witness &,,= 0.9 un

0.005

.. 0.000

-0.005

-0.010

-0.10 -0.05 0.00 0.05 0.10
y (mm)

Figure 2: Horizontal and vertical phase space distribution
of the PWFA driver (cyan dot) and witness (red dot) beams
at the capillary entrance.
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SECTION III: THE PLASMA CELL

Start-to-end simulations use, for the plasma section, the
state-of-the-code ARCHITECT [24,25]. The use of Archi-
- tect has been dictated by the necessity to run long simula-
o tions where a classical particle-in-cell (PIC) approach would
o have been computationally too expensive. The Architect re-
u—« duced model, which relies on a fluid background, has been
g benchmarked numerically against the ALaDyn-PWFA [26]
i PIC code [25] and versus SPARC_LAB experimental re-
%‘ sults [27,28]. Start-to-end simulations are performed by
< concatenating the use of codes without any phase space ma-
5 nipulation or remapping. Specifically, for the interface RF
g X-band with plasma The ELEGANT code is used to track

o particle up to the plasma entrance, the particle phase-space
g is then imported into the Architect code for the evolution
2 in the plasma section. Simulations described in this sec-
% tion have been run with a longitudinal resolution of 1 um
g and a transverse resolution of 0.4 um, a mesh that allows to
£ resolve the fine structure with a reasonable computational
E cost. The advancing time step is of 1.1 fs. The number
é of particle used to discretize the driver is, on average, 30
~ particles per cell while the witness is discretized with an
£ average of 100 particle per cell. We recall that the goal is
£ to accelerate the trailing bunch retaining as much as possi-
% ble its original quality. To limit the energy spread growth,
g the trailing bunch has been designed with a (as much as
E possible) triangular shape. The triangular shape together
£ with a specific value of peak charge represents the optimized
'"i longitudinal density profile that limits energy growth spread
& during propagation. Driver and witness have been designed
& to perform the best acceleration in terms of quality and in
o terms of energy transfer (transformer ratio, R) [29], parame-
@ ter that identifies the rate of energy transfer from the driver
8 to the witness. In our case the transformer ratio in estimated
§ in the range 2-3. The foreseen experiment is planned in the
= so-called weakly-non-linear regime, where despite fields
o resemble a sawtooth profile linear field sum is still possible.
Z The parameter we used to measure the degree of nonlinearity
8 is the reduced charge parameter [30,31], Q = Nb 3 , with
2 Nj, the electron bunch number (bunch charge diVided by the
% elementary charge). For this case the driver reduced charge
g2isQ~0.8-0.9.

Nonetheless, if the upstream application is a FEL appli-
cation that requires a slice current around 2 kA, combining
this requirement with the triangular shape, simulations helps
5 identifying that beam loading compensation occurs for a
o dr1ver—w1tness distance 184 um or 0.55 x 1,(ng = 10'6),
2 2 where the electric field experienced by the witness is around
>\1 1 GV/m. We recall that the accelerating field together with
= the plasma wavelength depend upon the plasma number den-

= 1/2 -1/2 . -
S sity ng, o< ny'~ and o n, '~ respectively. The capability to
.« control the density would permit some flexibility and adjust-
= ments in the bubble profile and accelerating fields, this to
S compensate -on site- whenever the distance between driver
E and witness would oscillate or change for experimental un-
‘q"é foreseen reasons. The flat density profile, together with the

© MOPAGO1

@ 156

rk, publisher, and D

the w

buti

d nder the ter

ICAP2018, Key West, FL, USA JACoW Publishing
doi:10.18429/JACoW-ICAP2018-MOPAGO1

required value is achieved with a capillary tube. The capil-
lary tube, confining the ejected gas, permits a high degree
of control to which we can rely on for experimental on site
optimization. At present simulations consider some den-
sity ramps of the order of 0.5 cm, that are experimentally
reasonable and whose length is below the betatron wave-
length assuring no bunch oscillations within the ramps to
increase acceleration robustness [26]. At plasma entrance,
the trailing bunch is delivered with a shape that resemble the
triangular required shape, transversally the bunch is fairly
symmetric in size and in emittance Table 1.

Table 1: PWFA Bunch Parameters at Plasma Entrance and
at Plasma Exit (the best slice value is also reported)

Beam units Driver Driver Tr. B. Tr. B.
IN ouT IN ouT
Charge pC 200 200 30 30
Oy pm 8 6.4 147 1.42
oy um 3.1 10 3.17 1.4
o um 52 50 3.85 3.8
Ex pum  2.56 4.1 0.6  0.96
gy um 4.8 11.4 0.55 1.2
OE %o 0.2 20 0.07 1.1
E MeV 567 420 575 1030
Best Slice
current kA 2 2.0
Ex pm 0.59 057
&y pum 0.58 0.62
OE %o 0.011 0.034

The driver is instead of lower brightness quality, but since
the driver will undergo depletion -anyway- we can accept a
lower quality since its main purpose is to only drive the wake.
The setting of the RF line in favor of the witness naturally
bring the driver on a less optimized point that is delivered
at plasma with a lower quality than the trailing bunch. The
driver at plasma entrance has the front part that is highly con-
vergent, convergence that will cause a consequent expansion
within the plasma channel producing a unique funnel shape,
Fig. 3. The driver is capable to induce a weakly nonlinear
wake with an effective maximum field that peaks (at bubble
closure) around 2.5-3.0 GV/m, as can been retrieved from
Fig. 3. The central part of the driver that mostly contributes
to generate the wake looses after 40 cm about 150 MeV, the
witness gains about 460 MeV. The slice analysis, reported
numerically in Table 1 suggests that the witness head and
tail undergo a phase space dilution, while the central slice
with very high current retain high quality. The witness, at
plasma entrance, has the emittance in both planes as well as
the energy spread almost uniform along the entire witness
length. After the plasma acceleration section, the bunch
has lost this homogeneity exhibiting a different slice quality
along its length.

The front part and the read part of the witness are charac-
terized by large emittance and energy spread. While ideally

A-2 Modeling of Current and Future Machines
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Figure 3: Bunch and background density colormaps after
5 mm within the plasma. The bunch density is plotted with
a plasma colormap, while the background is plotted with a
grey colormap. The longitudinal accelerating electric field,
on axis, is over-imposed with a solid blue line. For scale
purposes and for sake of clarity the Ez is plotted in hundreds
of MV/m.

we wish to conserve quality all along the trailing bunch, the
head and tail are characterized by a lower current, condi-
tion that allows us some flexibility on these regions since
their lasering within the FEL would be negligible. However,
and most importantly, the region within the high current
bell retains its quality. From Fig. 4, top panel, we notice
that under the region of high current the emittance in both
plane is almost conserved with little deterioration. The en-
ergy spread undergoes some general increase also in the
region of maximum current. The slice value, in the region
of maximum current, stays below 0.1%. The peak current
value corresponds to the transition from a higher value to
the lowest one. The best slice characterized by a 2 kA cur-
rent, has an energy spread as low as 0.034%, an emittance
of 0.57 mm-mrad and 0.62 mm-mrad in the x and y plane
respectively.
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Figure 4: Slice analysis for the witness bunch at plasma
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The Architect Code

One of the codes used to complete the start-to-end simula-
tions is the ARCHITECT code used to study the bunch dynam-
ics within the plasma. ARCHITECT integrates plasma wake-
field acceleration equation by combining a PIC approach
with fluid equations. The PIC approach is used to discretise
the electron bunches while the background electrons are
treated as a cold fluid, electromagnetic fields are evolved
accordingly to Maxwell’s equations. The set of equations
solved can be written, in a compact way, as follows,

one +V - (ﬂec ne) = 0
Ope +cBe -Vpe = q(E+cB, xB)
VXE+0,B = 0
VxB-c0E = gquoc (n.B, +nmpy)
diPpariice = G(E + cBpariicie X B)
d; Xparticle =  Vparticle (D

where E is the electric field, B the magnetic field, ¢ the speed
of light, 8, = u./c the relativistic § for the background elec-
trons, B, the relativistic £ for the electron bunch, p, the fluid
relativistic momentum for electrons, n, is the electron den-
sity and n;, the bunch density. For each single particle of
the kinetic bunch(es) we identify a relativistic momentum,
Pparticle» @ relativistic beta, Bparticle’ a velocity, Vparticle, and a
position, Xparicte- The first and second equations of Eq. (1)
are the fluid mass conservation and the fluid momentum con-
servation respectively. The third and the fourth are Faraday’s
law and Ampere’s law respectively. The last two equations
of Eq. (1) are the kinetic compound to the model, the rel-
ativistic Newton’s law for each single particle composing
the bunch(es): the momentum equation and the position-
velocity equation. In Eq. (1) the fluid velocity classically
written as u, has been written as a function of 3. Ions are
assumed as a static background.

Dynamic in plasma-based accelerators spans over a large
range of timescales, while beams evolve on a timescale on
the order of the inverse betatron oscillations, the background
plasma evolves on a timescale on the order of the inverse of
the plasma frequency. The shortest dominating timescale
is the background plasma frequency, by using a fluid de-
scription we drastically reduce the computational costs in
a variaty of mean: from memory occupations to evolution
costs since fluid algorithms are less expensive than a 3D3V
particle evolution.

The hybrid approach algorithmic strength consists on the
combination of mature state-of-the-art numerical techniques
both for the kinetic description as well as for the fluid part.
The hybrid approach leverage on the wise combination of
the different algorithms using different timescales. The inter-
action between the kinetic and fluid scale is made possible
via the bunch current, calculated and weighted on the fluid
mesh. The novelty introduced by architect is the resolution
of evolution equation in a time explicit domain, there is no
quasi-static approximation. Moreover electron bunches are
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D

el
g initialized in vacuum with their self consistent field, we treat
& the transition from vacuum to plasma.

SECTION IV: FEL

The electron beam accelerated by plasma are then trans-
i ported to an ondulator and photon production is studied with
f the use of the GENESIS [32] code. Considering a a,, = 0.8,
< the resonant wavelength is 4 = 2.987 nm. The matching
E to the undulator leads to 0,=40.6 um and 0-y=28.6 um with
% the quadrupoles 9 cm long and set at 18 T/m. The FEL
E parameter results to be p = 2.51 X 1073, its 3D value is
§ p3p = 1.86 X 1073 for Lg 3p=0.37m. Simulations predicts
£ The growth of the radiation, as given by simulations with
2 GENESIS 1.3 [32], is shown in Fig. 5. The saturation length
& is about 15-25 m with emitted energy 6.5 uJ at 30 m, for a
Z photon flux of 9.76x10'° per shot. The minimum bandwidth
% value, achieved at 20 m is 0.3%, while at 30 m saturation
g effects have increased it at 0.9%. Finally, the nominal case al
£ has been worsened in current, emittance and energy spread
£ by 5% and 10%, we observe a decrease in the emission
respectively of 8% and 13%.
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Figure 5: FEL radiation growth along the undulator length.

CONCLUSION

This work focuses on a start-to-end simulations for a FEL
machine, driven by a PWFA accelerator whose bunch is
generated and accelerated by a RF photo-injector. The RF
photo-injector and the subsequent X-band boosting line had
£ been tuned to deliver to the plasma a driver able to acceler-
g ated a trailing bunch from 0.5 GeV to 1 GeV by preserving
= the quality of its core so to well laser inside a FEL machine.
"> The simulation is possible by combining in cascade a series
£ of codes, each devoted to reproduce the relevant physics in
% the given section.
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Abstract

The design of plasma acceleration facilities requires con-
siderable simulation effort for each part of the machine,
= from the plasma injector and/or accelerator stage(s), to the
£ beam transport stage, from which the accelerated beams
‘= will be brought to the users or possibly to another plasma
stage. The urgent issues and challenges in simulation of
multi-stage acceleration with the Apollon laser of CILEX
-3 facility will be addressed. To simulate the beam injection
E in the second plasma stage, additional physical models have
é been introduced and tested in the open source Particle in
= Cell collaborative code SMILEL. The efficient initialisation
2 of arbitrary relativistic particle beam distributions through a
-é Python interface allowing code coupling and the self con-
5 sistent initialisation of their electromagnetic fields will be
& presented. The comparison between a full PIC simulation
2 and a simulation with a recently developed envelope model,
£ which allows to drastically reduce the computational time,
iwill be also shown for a test case of laser wakefield acceler-
£ ation of an externally injected electron beam.

to the author(s), title of the work, publisher, and D
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INTRODUCTION

Laser Wakefield Acceleration (LWFA) is a promising
technique to accelerate particles with gradients order of
magnitudes higher than those of metallic accelerating cav-
< ities [1-3]. A high intensity laser pulse propagating in a
> plasma and of length of the order of the plasma wavelength
m . o .
 can create a cavity empty of electrons in its wake. In this
% “bubble”, the generated high gradient wakefields are suit-
35_ able for electron focusing and acceleration. The realization
o of the PetaWatt laser Apollon in the CILEX (Centre Inter-
% disciplinaire Lumiere EXtréme ) facility [4] in France will
é pave the way to innovative LWFA experiments. The use of
E a second plasma stage of LWFA in the weakly nonlinear
g regime is considered, implying both experimental and mod-
—g elization challenges. In this work we present new features
: in the Particle-in-Cell (PIC) code SmiLEl [5] to address the
2 simulation challenges of the project.

The length of the first plasma stage, acting as an electron
injector in nonlinear regimes, is of the order of millime-
ters. The length of this second stage will instead need to
2 be at least of the order of the centimeters in order to accel-
erate particles at high energies with the less intense fields
generated in weakly nonlinear regimes. The standard PIC
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technique [6] would be unfeasible for the much longer dis-
tances to simulate required by the second plasma stage. A
solution to considerably reduce the computation time con-
sists in using an envelope model for the laser pulse [7,8]. In
this approach one only needs to sample the envelope spatio-
temporal scales, of the order of the plasma wavelength 4,
and frequency w, = 2nc/A, = c/k, instead of the laser
wavelength 1y and frequency wg = 2mc/Ag. Doing so allows
for a coarser, and cheaper, resolution while retaining all the
relevant physics. The use of cylindrical symmetry in an en-
velope model, like in [9] would be unsuited for CILEX, since
even a cylindrically symmetric beams exiting from the first
plasma stage would be influenced by the intrinsic asymmetry
in the focusing elements of the conventional transport line
towards the second plasma stage. Thus, we developed a 3D
completely parallelized envelope model for the laser-plasma
dynamics, first implemented in the PIC code ALaDyn [10]
and described in detail in [8]. In this paper, we briefly recall
the envelope model’s equations and the initialization of ar-
bitrary beam phase distributions with their self-consistent
electromagnetic fields, as initial conditions for a simulation
(following the procedure described in [11, 12]). Both these
features have been implemented in SmiLEL. After showing
the results of two validation tests of the envelope model
against analytical theory, we show an application of these
two features in a SmILEI simulation of a second plasma stage
of LWFA.

ENVELOPE MODEL

The hypothesis of the envelope model, i.e. a shape of
the laser pulse vector potential A given by a slowly varying
complex envelope A modulated by oscillations at the laser
frequency wgy = kgc can be expressed as

A(x,1) = Re[ A e'kox=en)], 1)

The laser pulse is supposed to propagate in the positive x
direction. Following [8], the envelope hypothesis can be in-
serted in D’Alembert’s Equation for the laser vector potential,
obtaining the envelope equation in laboratory coordinates,
solved in [8] and in SMILEI:

_ 1 1, s
VA + 2ik (8XA + -a,A) - 5074 = YA, )
C C

where y is the plasma susceptibility, which takes into ac-
count the envelope modification due to the presence of the
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plasma. The susceptibility term is computed as

Nparticles

where ¢, m,, ii,, pp and ¥,, are respectively the particle
p’s charge, mass, number density, momentum and pondero-
motive Lorentz factor, defined as

2
4 np

CZSOm,, Yp

3)

[T g 1AG)P
= i m2c? i m3 2 7
P P

where X, is the particle p’s position. The bar over the physi-
cal quantities above refers to the fact that they are averaged
over the optical cycle. The same notation will be used in the
following.

The electromagnetic fields E, B evolve according to the
averaged Maxwell’s equations:

“4)

c?

-VxE
2V xE - CZ/J()j.

4B
&E

®)

As result of the averaging process [7], the particles averaged
equations of motion contain the ponderomotive force term
in the momentum equation and become

dxp _ p ©)
dt mp¥p
dpp - _ Ppr o
I = qp |EXp)+ = xB(x,)| +
7
P 2%
- ——VI|A|I"(xp). @)
4mpy, P

As described in [8], the envelope equation Eq. (2) can
be discretized through centered finite differences, obtain-
ing an explicit solver scheme which is easily parallelizable.
Maxwell’s equations Eq. (5) are solved as in standard PIC
codes or with more advanced dispersion-free schemes [5, 6],
while the particles equations of motion are solved using a
modified Boris pusher scheme, described in [8]. Some equa-
tions of the envelope model, as the momentum evolution
equation Eq. (7) contain the ponderomotive Lorentz factor
7, which depends on the envelope A itself. The standard
PIC temporal loop [6] must be modified to solve the above
equations with the schemes described in [8]. The modified
temporal loop of Smilei in envelope mode is shown in Fig. 1.
At each time iteration, the electromagnetic force (including
the ponderomotive force) acting on each particle is interpo-
lated from the grid. The susceptibility of each particle is
then projected on the grid, following Eq. (3). The particles
momenta are updated through the use of the force they are
subject to, solving Eq. (7) through a modified Boris pusher
described in [8]. The envelope equation is then solved, ad-
vancing the envelope value in time. The explicit envelope
solver scheme is described in detail in [8]. The particles
positions are updated solving Eq. (6) as described in [8].
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The particles current density is projected then on the grid
and the electromagnetic fields are advanced through a Yee
scheme [6]. The loop iteration can then be repeated until
the end of the simulation.

Particles and EM fields
Initialization

Update of EM fields:
Maxwell’s Equations
C t densit;
urren. ‘.3n51 y Interpolation of force
Projection At .
K on the each particle
on grid
Update Update Update Susceptibility
particles Laser envelope: particles Projection
Positions Envelope Equation momenta on grid

Figure 1: The envelope PIC temporal loop, showing the
operations performed at each temporal iteration.

RELATIVISTIC BEAM INITIALIZATION

Under the hypothesis of monoenergetic phase space dis-
tribution, the electromagnetic fields of a relativistic particle
beam can be initialized in a simulation through the technique
explained in [11, 12], here briefly recalled. This technique
has been implemented in SMILE! to perform simulations of
LWFA with external injection of an electron beam into a
second plasma stage. Once the beam charge density p is
known, the “relativistic Poisson’s equation”, i.e.

o=-2
£

1
(7%+ﬁ ®)

Yo

gives @ and the beam self-consistent electromagnetic fields
can be found through the relations:

_ 1 -

E = [-50.-0,-0.|® )
Y0

B = BocixE. (10)

SMmiLE! allows to easily define an initial beam distribution
through its Python input interface, which permits to define
ideal bunches as well as load datafiles with beam distribu-
tions obtained from transport codes.

ENVELOPE MODEL BENCHMARKS
AGAINST ANALYTICAL THEORY

As first tests for the envelope model feature of SMILE,
this section presents the simulation of vacuum diffraction
of a Gaussian laser beam and of the laser wakefield inside a
plasma in the linear regime. Figure 2 reports the comparison
between the simulated rms waist size of a Gaussian beam
with initial waist wy = 12um and the vacuum Rayleigh
diffraction formula w(X)/wy = V1 + %2, where ¥ = x/Zg
is the propagation distance divided by the Rayleigh length
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SZr = ﬂwg /Ao [13]. The longitudinal grid cell size, the
g transverse grid cell size and the timestep are respectively
4 =0.69 c/wy, Ay = Ay =5 c/wp, At = 0.57 1] wy.

—_

1

B

=
|

w(x) / w(x=0)

—— Smilei

1.4
= === Theory
1.3
1.2
1.1

1.0

0.0 0.2 0.4 0.6

x / Rayleigh length

0.8 1.0

T

igure 2: Evolution of the waist size w(x) of a Gaussian
aser pulse simulated through the envelope model against
nalytical theory.

—

o

The second validation test we report (see Fig. 3) is a com-
parison of the results of the envelope model against the
analytical theory for the longitudinal wakefield E of a Gaus-
sian laser pulse in a plasma in the linear regime (Eq. (37a)
from [14]):

2

2 k2 poo
Ex(x,7,t) = %Tp/ a(x’,r,t)e " cos[kp(x—x")]dx’,
z
(11)

for a laser pulse with envelope A(x,r,t) = a(x,t)e™” */5 and
= wo > A,,. For this benchmark, we chose an initial waist size
= of 12 um and a Gaussian longitudinal envelope a(x,z = 0)
% with initial FWHM duration in intensity 7o = 20fs and
O peak value gy = 0.01, to remain in a linear regime. The
o plasma density is ngp = 0.0017n,.. The same grid cell size
& and timesteps as the vacuum diffraction benchmark have
« been used, and 8 particles per cell sample the plasma.

For both the benchmarks, we observe a very good agree-
ment with the analytical predictions.

CASE STUDY: EXTERNAL INJECTION IN
A SECOND PLASMA STAGE

As a benchmark and as an example of application of both
2> the envelope model and the relativistic beam field initializa-
£ tion, we present the preliminary results of two simulations,
S one performed with a standard PIC procedure (hereafter
.= called “standard laser simulation”) and one with an envelope
S model for the laser (hereafter called “envelope simulation”).
2 The physical setup is the external injection of a relativistic
= electron beam (whose fields have been initialized with the
‘q"é procedure described above) into the plasma wave in the wake
MOPAG02
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x10° E (mwo.c/e)
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= === Theory

230 390

x (c/wo)
Figure 3: Simulated longitudinal electric field in the wake of
a Gaussian laser pulse modeled through the envelope against

the analytical linear theory. The laser is propagating towards
right.

550

of a laser in a plasma stage. The laser, plasma and electron
beam parameters, briefly recalled in the following, have been
chosen from [15]. The driver laser is a Gaussian pulse, lin-
early polarized in the y direction, with waist size wg = 45 um,
ay = V2 and initial FWHM duration in intensity 19 = 108 fs,
focused at the plasma entrance. The initial laser center po-
sition is at a distance 2c7y from the plasma entrance. The
plasma has an idealized parabolic density profile along the

L . . 2
transverse direction with density n.(r) = ng (1 + 222},
no ry

with r the distance to axis, ng = 1.5 - 10'7 cm ™3, % =0.25,
ro = 45um. The relativistic electron beam, with charge
30 pC and normalized emittance 1 mm-mrad, has an initial
energy of 150 MeV with 0.5% rms energy spread and is ini-
tially positioned at waist at a distance 3/41,, after the laser
pulse. The beam longitudinal and transverse rms sizes are
0 = 2umand oy, = 0, = 1.3 um. The grid cell sizes for the
standard laser simulation are Axjyser = Ag/32, Ay = Az = Ay
and the integration timestep is Afjyser = 0.95Ax/c. For the
envelope simulation, because the length of the laser pulse
envelope is so much longer than a single optical cycle, the
longitudinal grid cell size and the integration timestep could
be set to Axenvelope = 16AXxaser, Al‘envclope = O~8Axenvelope
respectively. The transverse cell length is the same as in the
standard laser simulation. In both simulations, the plasma is
sampled with 8 particles per cell and the beam is sampled
with 10° particles. Figures 4 and 5 compare the colormaps of
the electron density n, and of the longitudinal electric field
E, for the two simulations after a propagation distance of
3 mm in the plasma. Figures 6 and 7 compare the same quan-
tities on the axis at the same propagation distance. Apart
from a minimum lag of the electron beam behind the laser
pulse in the case of the envelope simulation, the results have
a very good agreement. The envelope simulation reproduces
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the laser and plasma dynamics, as well as the beam loading
of the bunch on the plasma wave. Further investigations
are necessary to understand the differences in the dynamics
of the electron beam in the two simulations. The greater
dilution of the electron beam in the envelope simulation
may be caused by a different growth rate of the numerical
Cherenkov radiation [16], due to the differene mesh cell size
and integration timestep compared to the standard laser sim-
ulation. The envelope simulation needed 4400 CPU hours,
while the standard laser simulation needed a total amount of
resources twenty times as large.

800

Envelope simulation
400
0.0002
2 o[ 3
2 1l
” P“ 0.0001
-400
Standard Laser simulation 0.0000
-800
0 400 800 1200
x (c/w,)

Figure 4: Electron charge density, normalized by the critical
density n., after 3 mm of propagation in the plasma.

E_ (mwc/e)
800
Envelope simulation
0.004
400
— 0.002
=
B | 0.000
= |
-0.002
-400
-0.004
Standard Laser simulation
-800
0 400 800 1200
x (c/w,)

Figure 5: Longitudinal electric field E, after 3 mm of prop-
agation in the plasma.

CONCLUSIONS

A 3D explicit envelope model and a procedure for the
initialization of relativistic particle beams electromagnetic
fields have been implemented in the PIC code SmiLer. These
techniques have been developed to face the modelization
challenges of the multi-stage LWFA experiments in the
CILEX project. We reported the results benchmarks of the
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n./n,

Standard Laser simulation

0.002 § ,
— == Envelope simulation

0.001 {

800 1200

x (¢/w)

Figure 6: Electron charge density on the propagation axis,
normalized by the critical density n., after 3 mm of propa-
gation in the plasma.

0 400

E (mwo.c/e)

0.004 1

0.000 {
-0.0041 Standard Laser simulation
=== Envelope simulation
o 40 80 1200

x (c/w,)

Figure 7: Longitudinal electric field E, on the propagation
axis after 3 mm of propagation in the plasma.

envelope model against analytical theory for laser vacuum
diffraction and linear laser wakefield in the plasma. We
presented also the comparison between a standard 3D PIC
simulation and a 3D PIC simulation with envelope model
for the laser in the case of external injection of an electron
beam in a plasma channel. Excellent agreement is found
after 3 mm of propagation, with a computational speedup of
20 using the envelope model.
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UPGRADE OF MAD-X FOR HL-LHC PROJECT AND FCC STUDIES
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Abstract

The design efforts for the High Luminosity upgrade
project of the Large Hadron Collider (HL-LHC) and for
the FCC-ee studies required significant extensions of the
MAD-X code, widely used for designing and simulating par-
ticle accelerators. The modelling of synchrotron radiation
effects has recently been reviewed, improved, and tested on
the lattices of ESRF, LEP, and CLIC Final Focus System.
The results were cross checked with several codes, such as
AT, PLACET, Geant4, and MADS. The implementation
of space charge has been deeply restructured into a fully
modular design. The linear coupling calculation has been
completely reviewed and improved to ensure its robustness
in the presence of strong coupling effects as is the case for
some HL-LHC studies. The slicing module has been general-
ized to allow for generating thick slices of bending magnets,
quadrupoles and solenoids. The SBEND element has been
extended to take into account not only the bending angle,
but also the integrated dipole strength. Patches have been
added to the list of supported elements. Finally, the PTC
program inside MAD-X has been extended to provide the
tracking of resonance driving terms along lattices, as well
as an AC dipole element.

INTRODUCTION

MAD-X is a code to simulate beam dynamics and design
beam optics, which was released in 2002. Although it has
been tailored to the needs of the LHC, it still remains the
most used tool for optics design inside and outside CERN. In
order to extend the MAD-X capabilities to better satisfy the
users’ needs, in particular for the HL-LHC project and the
FCC study, several new features have been implemented. An
example of such a new feature is the synchrotron radiation,
which has a negligible effect on the beam dynamics in the
LHC, but plays a major role for the FCC-ee future collider.
An element to rotate the coordinate system along the x- and
y-direction has also recently been added.

Moreover, to be ready for future studies, several parts of
the code and the underlying physics have been reviewed or
improved. In this paper we present the clean up of space-
charge code as well as of the review of the linear coupling.

An important extension to MAD-X is the Polymorphic
Tracking Code (PTC) by E. Forest [1]. In this paper, some of
the recently added features, including the possibility to ob-
tain the Resonance Driving Terms (RDT) in the PTC_TWISS
table will be presented and discussed.

* laurent.deniau@cern.ch

D-1 Beam Dynamics Simulations

SYNCHROTRON RADIATION EFFECTS

The effects of synchrotron radiation were originally imple-
mented in MADS for the needs of the high-energy e*e™ col-
lider ring LEP at CERN [2]. This implementation was ported
to MAD-X and has recently been reviewed and improved.
Note that the review of the implementation of synchrotron
radiation emission as a quantum phenomenon revealed the
presence of a bug in MAD-X versions earlier than 5.04.01.
The bug was corrected and the new implementation tested
in several cases.

Synchrotron radiation emission is included in the modules
TWISS, TRACK, and EMIT at four different levels:

1. No radiation, corresponding to the usual Hamiltonian
dynamics.

2. Deterministic radiation, in which all particles radiate
the same energy as a single particle on the closed-orbit
(TWISS and TRACK). This gives a Hamiltonian system
with the correct tunes and closed orbit, including the
“stable phase angle” and “energy sawtooth” in electron
rings.

3. Deterministic radiation with full dependence on canoni-
cal coordinates to generate radiation damping naturally
(EMIT, TRACK). Since this method exposes the full dissi-
pative structure of the non-linear phase space dynamics,
it is the preferred method for dynamic aperture calcula-
tions in high-energy lepton rings [3].

4. Tracking with individual stochastic photon emissions,
to provide quantum excitation and particle distributions
(TRACK) and equilibrium emittances from first princi-
ples. Both the probability of photon emission, i.e. an
instantaneous Poisson distribution, and the generation
of the random photon-energy distribution depend on
the local magnetic field and canonical coordinates of
the particle.

The MAD-X implementation has been benchmarked against
MADS using a conversion of the LEP-optics database to the
MAD-X format. Rather than attempting to reproduce old
results dating from the LEP times, this conversion allowed
to run equivalent simulations with MADS8 and MAD-X so
that results could be compared in detail. Quantities such
as radiation damping rates, equilibrium emittances, energy
sawtooth, and the Bassetti component [4] of the horizontal
closed orbit x; — Dy p;c, Where x. is the position coordinate
of the closed orbit, and p;. is the momentum deviation of
the closed orbit, are in excellent agreement between the two
codes, confirming that the physics implemented in MADS8
has been preserved in MAD-X.

In addition, MAD-X was tested against other established
codes capable of dealing with particle tracking in presence
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% of synchrotron radiation, such as PLACET [5] and AT [6],
5 providing in all cases an excellent agreement.

Among the test cases considered, the quadrupole doublet
g of the final focus of CLIC was studied. In these magnets the
- radlatlon effects have a significant impact on the beam size
and beam shape at the interaction point (IP), through the so-
called Oide effect [7]. Figure 1 shows a direct comparison
between the phase space of a multi-particle beam, composed
of 10° macro-particles, at the IP of CLIC assuming a 3 TeV
energy in the centre-of-mass, as simulated by the tracking
code PLACET and by MAD-X, including stochastic photon
emission.
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Flgure 1: Comparison of phase-space distributions at the

IP of CLIC, at 3 TeV centre-of-mass energy, as tracked by
S PLACET and MAD-X through the final-focus quadrupole
O doublet, with synchrotron radiation emission simulated as
£ quantum photon emission.

SPACE-CHARGE IMPLEMENTATION

The frozen space-charge model was introduced in MAD-
X for the CERN PS injector studies since 2012 [8], and
evolved over the past years. The initial implementation was
o interleaved within the tracking code making efficient support
2 difficult, hence the space-charge implementation has been
reviewed and cleaned up. No modifications to the actual
physics modelling have been introduced for the time being.
However, the code was restructured and made more mod-
ular. In the previous implementation the space-charge and
beam-beam codes had been interleaved with the code of the
modules TWISS and TRACK. A new FORTRAN module was
created to gather together all routines related to space-charge
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and beam-beam, and a new set of initialization routines have
been created to minimize the coupling between the code and
other modules like TWISS and TRACK.

The new code has been designed so to facilitate further
separation of the space-charge routines from the beam-beam
routines, and to open the possibility to create a dedicated
MAD-X space-charge command in future. It will also facili-
tate parallel execution using OPENMP directives.

REVIEW OF LINEAR COUPLING

This section establishes the equations found in the MADS8
physics guide [9] as implemented in MAD-X, and proposes
some improvements. A review [10] has been launched after
some puzzling results about (nonphysical) negative-value
beta functions reported in the framework of HL-LHC studies
carried out with strong linear-coupling sources.

The transverse linear coupling calculation for stable mo-
tion consists of finding a similarity Ry, that transforms a
map M describing the motion from s; to s, into its normal
form M, .

X(s2) = MX(s1),

A B E 0\ __ -
M:(C D):RM(O F)RMlzRMMLRMl.

A linear dynamics is fully described by an s-dependent
quadratic Hamiltonian around a reference trajectory

1>
H = -XTHX,
2

where H is a real symmetric matrix that characterizes the
equations of motion

, , oH
X = v and p; = —E

= X' =SHX,
where S is the fundamental symplectic unit matrix:

(820 (0 1} st=

S_(052)’ 52‘(—1 o)’ §?

The map M is the linear solution of these equations of
motion and any bilinear Hamiltonian can be brought to the
following form by a suitable canonical transformation:

st =-5,
=-I

Py +p;

1 2 2
=———— + —(Fx"+Gy“ )+ Kxy + L(ypx — ,
20 +5,) 2( x y7) + Kxy + L(ypx — xpy)

where the coefficients F, G, K, L are related to the magnet
strengths kg (dipole), k1 (quadrupole) and k; (solenoid), and
the curvature & by [10]:

F = hko + ki + k2,
K = k%,

G =~k + k2,
L = k.

D-1 Beam Dynamics Simulations
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Initialization of coupling calculation where ¢ has to be determined such that RyjRy =
As M € Sp(4, R) then g’ Ry Ry = 1. Solving last equation for E and F gives:

eig(M) = eigM™") = {(A4, ;1) i = 1.2}, E = g*(A— RC - (BR — RDR))
eig(M + M) ={A; = +A;',i=1.2}, =1 +|R])"(A-=RO)1 +|R|)
where M denotes the symplectic conjugate of M. The char- =A-RC=A-BR
acteristic polynomial for the coupled motion reads F = g*(D + RB + (CR + RAR))

- A — : =(+|R)"YD +RB)Y1 +|R
det(M+M—AI):A+A Al B+C ' (I+|R)( )1 +R])

C+B D+D-AI =D+RB=D+CR.

(trA—A)I C+B |_ 0, The last form of these equations are mentioned in the MADS
C+B (trD - A physics guide and used by MAD-X for initializing the cou-
(trA—A)trD-A)—|C+B|=0, pling calculation.
The factor g~! represents the strength of the coupling and
gR its structure between planes A and D, i.e. the 2 X2 Rmat
A2—(trA+trD)A +trAtr D — |C + B| = 0, coupling matrix in MAD-X. To determine g, we solve:

which can be solved for the eigenmodes [11]

A = (tr A—trD)* +4|C + B, I+RR 0

25 _ 2 o2 _
gRMRM—g( 0 I+RR) g+|RDI=1.

1 1
Ap = E(UA +trD) + 3 sign(tr A — trD)\/Z,

Thatis g = (1 + |R|)‘% = |RM|_%, hence gR)y is symplectic

=A}' (rAuwD=|C+B
Ap=A "(rAtr D 5 |C + BJ) | X
=4 and sois M . We can alsonote that 1+RR > 0 = |C+B| >

410 = 2SAI+T=0

1 o —(Aa.p —tr D, A)>. The Edwards—Teng parametrization of
= 1=3 (A VAT - 4) ’ the coupling structure gR uses g = cosf and D = —Rtan#,
1eC\R © A€ (-22), where 6 is the angle of their “symplectic rotation” of planes
. o Aand D [13].
and where stable linear motion implies From the characteristic polynomial using either A4 p, we
=1 17'=1" & 1=, uecl0,2n), can express the coupling strength in terms of the eigenmodes:
AA,Dz/lA,D‘i‘l//lA,D:ZCOS,UA,D, |C+B| AD_AA
(Aa = Ap)* =4(cos g — cos pp)* = A. I=RaRp =1~ (As—trD)Ap —trA)  Ap —trA
1 1
For any non-zero eigenvectors X and ¥, we have [12] B (AD - Aa )_2 _ (AA - Ap )_2
8 \Ap-wa) T\As-uD

(trA—Ap)l B+C X\ o
C+B (trD—ADI) \RaX| ~ 7

((trA—AD)I B+C )(RDY) _0

The Twiss parameters are calculated from E and F by:

C+B (ttD-Ap)I|\ ¥ £ [ErErz) _ [cospataasinps Sasinpa
E2,1E2,2 —yAsin,uA COS#A—QASin/JA ’
leading to the solutions (full coupling R4 p = al)
5 - 1
C+B B+C - cospup = < trE,
Ri=-———"\ Rp=-—""=-Ry. 2
Ap—trD Ap —trA
5 Eyy - Ep)\
Noting R = R4 = —Rp, we find: sin ua = sign(Ej2)\[—E12E21 — (T)
-1
1 | _
R=-(=(tt A—trD) + = sign(tr A — tr D)VA| (C + B). Ei En Ei1 - Exp
2 2 == s YA =~ , @A = p >
sin pp sin pp 2sin ua

The similarity R, that block-diagonalizes M into M, can

— 2 _
be built from the previous eigenvectors: M, €Sp(4R) = detE=1 = faya-a,=1.

M, = RI_\,Il MRy, = gZRM MRy, The same calculation is performed using F for the second
— mode.
=g2( 1 RD) (A B)(I RD)
Ry 1 J\C DJ\Ra [ Propagation of coupling calculation
= o2 I -R A B I R = E 0 From the known decoupled map M;, at point 1 (from
8\ r 1 )lc D)\-r 1]7\0 F)" i :
initialization) and the transport map M, from points 1 to 2,
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and D

we look after the unknown decoupled map M>, :

My = MixMi My
= My (R My Ry ) M,
M, = Ry} MyRyy,
= (Ryf, iR, ) M1 (R M7 R, )
= WM, W;; .

Since the eigenmodes 1 and 2 in M}, and M;, are inde-
endent from each other, Wy, is either block or anti-block di-
gonal and equality Ry, W12 = M12Rp, can take the forms:

I R\ (En 0) _ A Bia I R
R, 1)\ 0 Fpn) =8 \cp, Diyf\=r, 1)’
R, IJ\F, 078 \cy, Do) \=R, 1]

Solving for Ej,, Fi; and R, for the block (left) and anti-
block (right) diagonal cases gives:

o g

oQ
)

oQ
)

Ein= gi2(A12 — BiaRy) En= gi(Bia+AnR))
Fio= gin(Di2 + CiaRy) Fi2= g12(Ci2 — D12Ry)
Ry=-g12(C12 = DioR)E | Ry=-g12(D12 + Ci1aR))E;,)
where g2 = g1 8 ! The sector map M,, at point 2 is then
calculated by propagating M|, through M, using,
E> = EE\Epn/|Enn|
Fy = FuFiFio/|Fa|
E
2

Ry =—(Ci2 - Dlle)m

E> = EnFiEn/|En|
Fy = FRE Fy/|Fia|
Ep
2

Ry = =(D12 + Ci2Ry) Epd]
A flip mode [14] was introduced in MAD-X to solve the
= problem of negative beta functions that occurred when |A1,—
S B1aR)| < g or |[Dys + CpaRy| < & for some small positive
> g, and switch from block to anti-block diagonal solutions.
v So far, MAD-X uses a simplified version of these equations,
o and generates a warning if the number of flips is odd.

The last step consist of the propagation of the Twiss pa-
» rameters through M, using T, = Wi Ty W1_21 where,

TEF) _ (B @
_a ‘y ?

cence (© 2018). Any distribution of this work must maintain attribution to the author(s), title of the work, publisher.

and gives for T2(E) from E, and TI(E):
a = —((E2181 — Expa1)X
(E1181 — Evpar) + E12E22) /(| E12]B1)
B2 = ((Era1fr - Ernan)’ + Ef)/(Ei2|Br)
po = pi +tan" (Ei o, (Ep1 B — Erpar))
2= (1+03)/B.

from this work may be used under the terms of the C

= The same calculation is performed using F for the second
‘qé mode.

o

o
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SLICING MODULE GENERALIZATION

MAD-X contains a slicing module called MAKETHIN. It
was originally designed to provide an automatic transla-
tion of the thick lattice description to a symplectic thin-lens
description, suitable for tracking codes. Previously, both
thick and thin lattice description had to be generated and
maintained by hand. With MAKETHIN, a single thick-lattice
description was sufficient and a thin version was generated
automatically when needed for thin-lens tracking. For this,
MAKETHIN automatically translates all thick magnets into
slices of zero-length multipoles. The number of slices can be
chosen using the standard MAD-X selection, i.e. by element
class, range or matching patterns in element names. The po-
sition of the slices can be chosen as equidistant (MAKETHIN,
STYLE=SIMPLE) or using an optimized algorithm (selected
by MAKETHIN, STYLE=TEAPOQT), which minimizes the beta-
beating introduced by using a small number of slices [15].

Slicing turned out to be also very useful for other purposes
than thin-lens tracking. The markers generated by MAKETHIN
at ends and between slices can be used to obtain the value of
optical functions or perform aperture checks within elements.
MAKETHIN has gradually become a rather general slicing and
automatic lattice editing tool, used also for purposes like
aperture or Twiss-parameter interpolation. Elements can be
left thick by selecting zero slices, or also by generating thick
slices for selected element types. Thick slicing was first
implemented for quadrupoles, and then generalized to the
slicing of bending magnets [16]. A challenge in thick slicing
has been the accurate translation of fringe field effects at
the edges of thick elements to the sliced sequences. For
bending magnets, this is achieved by generating new thin
DIPEDGE elements at the extremities of the original thick
dipole, with automatic translation of rectangular dipoles to
sector magnets, i.e. RBEND to SBEND.

The improvements and extension of MAKETHIN were im-
plemented aiming at

* providing by default the best algorithms and methods,

* allowing for backward compatibility, if required using
switches.

The extensions to MAKETHIN were largely driven by user
requests and the need to extend the automatic slicing to new
element types and attributes. The most recent extensions,
implemented during this year are

» implementation of optional thick slicing of solenoids,
e translation of aperture tolerances,

* writing bending angles to multipoles if different from
integrated zero-order multipole strength k¢ / (see next
section).

A more general review of all element and attribute types
used in MAD-X has recently been launched with the aim to
simplify and unify the MAKETHIN code and to automatically
transmit any new element attributes to the sliced sequence.
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ELEMENT-SPECIFIC EXTENSIONS

x- and y-rotation

The x- and y-rotations are two recently-implemented fea-
tures in MAD-X. Both are implemented as new elements
and can be inserted at any arbitrary position in a sequence.
The purpose is to rotate the reference frame and update the
particle’s coordinates in the new frame orientation. This is a
useful way to reference other elements into a different frame.
The full map used by the tracking code for a x-rotation of
angle 0 is described by the equations:

; i tan
= x’+M
pL — pltan 6
rko= ph
o= Y
cos 6 — p!, tan 6/p

Po= Pl cos 6 + pl sin6
S t__yi(l/ﬁo+p,)tan9

= 4 ’

pL — pltan6

where x, y are the horizontal and vertical positions, py, py, are
the transverse momenta, ¢ is the time difference in relation to
the reference particle, By is the relativistic factor, p; = (E —
Ey)/Pyc, where E is the energy and P is the momentum, and

Pz = (1 +8,)2 = p& - 3 with (14, = 1+2p, o+ 7.
The index i refers to the initial state before the rotation and
the f refers to the final state, i.e. after conversion to the new
coordinate system.

It is worth noting that even though a rotation followed by
a rotation in the opposite direction will return the system to
its original state, the same does not hold if the procedure
is done with an element that has a length in between the
rotations. This can be understood by considering a particle
with py = p, = 0 and p, > 0. Applying a rotation around
the y-axis, the particle will get a p, # 0. If we then let
this particle drift in the new reference frame, we will end
up in a x # 0. If we then apply the opposite rotation the
Px = py = 0 again, but there is still a horizontal non-zero
position.

The x- and y-rotation are also implemented in TWISS
for first order, where it is implemented by taking the map
derivatives expanded and truncated at first order.

SBEND with Angle Different From kgl

The TRACK and TWISS modules have been extended to
support a SBEND element with an angle « different from
the integrated strength ko/. The difference between these
two quantities is considered similarly to a field error, i.e.
added to user-defined field errors, and treated as such in the
thick map of the SBEND or transferred properly to slices, i.e.
MULTIPOLE elements, by the MAKETHIN module. For the
purpose of the horizontal field curvature 4, this difference
implies a change of curvature by 64 = (/I — ko)/(1 + 6,).
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Matching at Arbitrary Positions in Elements

The MATCH command has been extended to support match-
ing constraints at any position inside thick elements [17], and
is plan for next MAD-X release. The first step was to imple-
ment the interpolation mechanism for the TWISS command.
For this purpose, the SELECT command has been extended
with the new flag INTERPOLATE and the new attributes AT,
SLICE, and STEP to specify the (relative)positions within
the selected elements by ranges and patterns. Then, the
CONSTRAINT command has been extended with the new
IINDEX attribute to specify the index (starting at 0) of the
(relative) position in an element where the constraint must
hold, as shown in the following command excerpt:

SELECT, FLAG=INTERPOLATE, RANGE=mql, AT={0.5, 1};
MATCH, SEQUENCE=seq;

VARY, NAME=kl; # vary strength of quadrupole mql
CONSTRAINT, RANGE=mql, IINDEX=0, BETX=5;

LMDIF; # match betx at centre of mql varying ki
ENDMATCH;

MAD-X PTC EXTENSIONS

One of the main methods of measuring non-linear beam
parameters is by performing harmonic analysis of the beta-
tronic motion. The beam oscillations are provoked either by
a kicker magnet or by an Alternating Current (AC) dipole.
The amplitude of the lines present in the spectra are directly
linked to strength of the RDTs, whose definition can be
found, for instance, in [18] where the detail of the method is
also presented.

Modelling RDT propagation along an accelerator struc-
ture is a very important topic in computational accelera-
tor physics for several reasons: to compare theoretical pre-
dictions with beam-based measurements; to calculate their
change upon the action of dedicated corrector magnet in
view of constructing response matrices for optimized cor-
rection strategies; to test and provide optimization strategies
of RDT to achieve an optimal beam performance. In this
respect it is worth mentioning that while for some applica-
tions the RDTs need to be minimized for others they have to
be controlled and different from zero, as is the case for the
CERN PS Multi-Turn Extraction (MTE) [19, 20].

RDTs are calculated by PTC_TWISS when the option
TRACKRDTS is set to true. The PTC_TWISS algorithm in
its core propagates the A~! map along the lattice, as defined
by the normal form transformation M = A™' - R-A. M
is a non-linear map describing the motion along the accel-
erator. The A~! map transforms the Cartesian coordinates
X, Px, ¥, Dy to phasors [21], i.e. the normal-form coordinates,
Lx,+> {x,—» &y, +> {y,—, where the Hamiltonian depends only on
non-linear amplitudes and is independent of phase advances.
Finally, R is an amplitude-dependent rotation.

A~! can be expressed in terms of a generating function F
that is a simple polynomial

—F:

Al = e (1)

n=j+k+l+m

DD Famdadgugs, @

n>2  jklm

F
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whose coefficients fji;,, are the RDTs.

For each lattice element, the calculated coefficients of F'
fé are written to a dedicated table called TWISSRDT. The con-
8 tent of this table can be plotted or matched the same way as
£ any other variable present in the TWISS table. Figure 2 shows
£ an example of the comparison of the RDT fi00 as computed
£ by PTC_TWISS or from tracking simulations where the ex-
2 cellent agreement is clearly visible. The AC dipole element

her, and D
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& Figure 2: Imaginary part of fipoo from PTC_TWISS (up-
é per) and relative difference between RDT- and numerical-
© tracking simulations for the LHC (lower, courtesy of F. Car-
g lier).

n

S has been interfaced to the PTC_TRACK module so that the
; dynamics of beams undergoing forced oscillations, as is the
A case during optics measurements, can now be modelled. It
8 employs a PTC feature called clock, which extends the phase
£ space with special variables oscillating proportionally to
3 the beam’s time of flight. It can be thought of as an analog
é hand clock representing rotating vectors (i.e. phasors) with
f a given frequency. Parameters of the selected magnets can
§ be linked to a clock value at the moment of passage through
-“g’ this magnet, thus yielding oscillatory behaviour on a turn-
2 by-turn basis. Currently, the implementation is limited to
%’ two distinct clock frequencies, which is enough to imple-
2 ment the most realistic scenario with one horizontal and one
z vertical AC dipole. This element also implements ramp up,
: plateau and ramp down times, as these features are routinely
S used during optics measurements to excite the beam adia-
.= batically thus avoiding emittance blow up. AC dipoles will
= be implemented in PTC_TWISS in the near future.

All the PTC options of synchrotron radiation modelling
are now interfaced in the MAD-X commands and the pos-
sibility to simulate stochastic effects of the radiation were
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added. Note that PTC_TWISS also outputs damping times
and equilibrium emittances.

Several other improvements, bug fixes, and performance
optimization have been performed and implemented in the
code, and the main ones are:

* Speed up of the sector-bend tracking with the exact
Hamiltonian by an automatic detection of the maximum
multipole order required in the numerical computations.
Indeed, previously it was by default set to 22 to allow for
magnetic errors modelling to this level. For the LHC
lattice PTC_TWISS computation became three times
faster.

* A new option NORMAL of PTC_TWISS writes all the
results of the normal form analysis to a dedicated ta-
ble called NONLIN. Currently, the following variables
are provided to the order specified in PTC_TWISS: the
three tunes, dispersions, eigenvectors, RDTs (generat-
ing function), Hamiltonian, and one-turn map. Note
that the same algorithm is available in the PTC_NORMAL
command, however, while the non-linear parameters
need not to be selected for PTC_TWISS, this is not the
case for PTC_NORMAL. It is worth stressing that the for-
mat of the output table is such that the parameters can
be easily accessed in the subsequent parts of the user
script, for example in matching routines.

* RECLOSS option has been implemented in PTC_TRACK
that currently produces a table of the last coordinates
for each lost particle.

* 6D closed-orbit search when TOTALPATH is true was
fixed and now the program correctly calculates the de-
pendence of the beam momentum on RF frequency.

¢ Last, but not least, the most recent version of the PTC
library from E. Forest was included in MAD-X.

CONCLUSION

The latest round of improvements to and development of
the MAD-X program fully restores some past functional-
ity of MADS in terms of synchrotron radiation effects and
extends the capabilities including the possibility of deal-
ing with space-charge effects. This, together with element-
specific extensions, the improvements of the linear coupling
treatment, and the review of PTC commands, make MAD-
X/PTC more flexible, robust, and ready to fulfill the needs
of studies of planned and future accelerators.
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Abstract

SixTrack is a single-particle tracking code for high-energy
= circular accelerators routinely used at CERN for the Large

= Hadron Collider (LHC), its luminosity upgrade (HL-LHC),
g the Future Circular Collider (FCC), and the Super Proton
§ Synchrotron (SPS) simulations. The code is based on a 6D
E symplectic tracking engine, which is optimised for long-term
é tracking simulations and delivers fully reproducible results
+ on several platforms. It also includes multiple scattering en-
g gines for beam-matter interaction studies, as well as facilities
-£ to run integrated simulations with FLUKA and GEANT4.
3: These features differentiate SixTrack from general-purpose,
= £ optics-design software like MAD-X. The code recently un-
3 derwent a major restructuring to merge advanced features
£ into a single branch, such as multiple ion species, inter-
'"i face with external codes, and high-performance input/output
5 (XRootD, HDF5). This restructuring also removed a large
£ number of build flags, instead enabling/disabling the func-
S tionality at run-time. In the process, the code was moved
g from Fortran 77 to Fortran 2018 standard, also allowing
Eand achieving a better modularization. Physics models
5 (beam-beam effects, RF-multipoles, current carrying wires,
= solenoid, and electron lenses) and methods (symplecticity
o check) have also been reviewed and refined to offer more
Z accurate results. The SixDesk runtime environment al-
8 lows the user to manage the large batches of simulations
2 required for accurate predictions of the dynamic aperture.
% SixDesk supports CERN LSF and HTCondor batch systems,
£ as well as the BOINC infrastructure in the framework of the
8 LHC@Home volunteering computing project. SixTrackLib
2 is a new library aimed at providing a portable and flexible
_qg tracking engine for single- and multi-particle problems us-
: ing the models and formalism of SixTrack. The tracking
g routines are implemented in a parametrized C code that is

= specialised to run vectorized in CPUs and GPUs, by us-
>ﬁlng SIMD intrinsics, OpenCL 1.2, and CUDA technologies.
E This contribution presents the status of the code and an
=- outlook on future developments of SixTrack, SixDesk, and
3 SixTrackLib.
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INTRODUCTION

SixTrack [1,2] is a 6D single-particle symplectic tracking
code able to compute the trajectories of individual relativis-
tic charged particles in circular accelerators for studying
dynamic aperture (DA) or evaluating the performance of
beam-intercepting devices like collimators [3]. It can com-
pute linear and non-linear optics functions, time-dependent
effects, and extract indicators of chaos from tracking data.
SixTrack implements scattering routines and aperture cal-
culations to compute “loss maps”, i.e., leakage from colli-
mators as a function of longitudinal position along the ring,
and collimation efficiency [4].

Different from a general-purpose code like MAD-X [5, 6],
SixTrack is optimised for speed and numerical reproducibil-
ity. It can be also linked with the BOINC library to use the
volunteering computing project LHC@Home [7]. SixTrack
studies, such as estimation of dynamic aperture of large
storage rings like the Large Hadron Collider (LHC) or the
Future Circular Collider (FCC), require massive computing
resources, since they consist of scans over large parame-
ter spaces for probing non-linear beam dynamics over long
periods.

The SixDesk runtime environment manages SixTrack sim-
ulations from input generation, job queue management (us-
ing HTCondor or LSF in the CERN BATCH service and
customised software in CERN Boinc server), to collecting
and post-processing results.

SixTrackLib is a new library built from scratch in C with
the main aim of offering a portable tracking engine for other
codes and offloading SixTrack simulation to GPUs.

This paper summarises the main existing features of Six-
Track, SixDesk and SixTrackLib and provide detail about
the main development lines.

MAIN FEATURES

SixTrack tracks an ensemble of particles defined by a set
of coordinates through several beam-line elements, using
symplectic maps [8—10], or scattering elements.

Coordinates

The set of coordinates is larger than the minimum needed
to describe the motion. Additional variables are used to
store energy-related quantities used in the tracking maps
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that are updated only on energy changes, which does not
occur very frequently in synchrotrons in absence of radiation
effects, to save computational time. Thick maps for dipole
and quadrupoles also reuse the energy-dependent factors of
the first- and second-order polynomial of the map that are
recalculated at each energy change. Furthermore, different
ion species, such as debris from interaction with matter, can
be tracked at the same time using an extension of the usual
symplectic formalism [11].

Variables used internally in tracking are not canonical,
however, once they are converted to canonical form, the
maps are symplectic. Different from other codes, SixTrack
uses

o =s— Poct

as the longitudinal coordinate during tracking to avoid round-
ing errors associated to the relativistic 8 when updating time
delays in drifts and

B

{=_-0,

Bo

as conjugate canonical variables in 6D optics calculations
which use explicitly symplectic maps.

P - P
5= 0
Py

Beam-line Elements

Table 1 shows the different types of beam-line elements
implemented in SixTrack. Thin multipoles are used in con-
junction with the MAKETHIN and SIXTRACK commands in
MAD-X to implement symplectic integrators of thick maps.
Thin multipoles include the effect of the curvature, when
present, up to the second order. The tracking maps have
been recently reviewed and benchmarked against MAD-X
and its optics module for consistency.

Table 1: Physical Elements Implemented in SixTrack

Drift exact [12]

Thin multiple block

Thin solenoid
RF-multipoles [13]

6D beam-beam [14]

Hollow electron lens [16, 17]

Drift expanded

Single thin multipole
Thick dipole-quadrupole
Accelerating cavities

4D Beam-beam

Wire [15]

Scattering

SixTrack embeds the K2 scattering engine [18, 19], capa-
ble of simulating the basic scattering processes undergone
by an ultra-relativistic proton in the multi-TeV range when
passing through matter. The simulated processes range from
ionisation energy loss and multiple Coulomb scattering to
point-wise interactions like Coulomb, elastic, and inelastic
events, including single diffractive scattering. Compound
materials of interest for the low-impedance upgrade of the
LHC collimators are implemented via averaged nuclear and
atomic properties [20]. Other scattering models can be im-
ported and made available in the SixTrack executable, such
as that of Merlin [21] and Geant4 [22,23].
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A new scatter block is under development to offer a gen-
eral framework for simulating scattering events in SixTrack.
Currently, it supports beam scattering against a target speci-
fied as an area density distribution at a thin marker inserted
into the lattice. Internally, the scattering module supports
elastic scattering through Monte Carlo sampling of exper-
imental data from Totem. Alternatively, scattering events
can be generated on the fly by Pythia8 [24], in which case
elastic and diffractive processes are supported.

Optics Calculations

SixTrack contains matrix code for 5D optics calculation
and a 6D tracking engine using Truncated Power Series Al-
gebra library (TPSA [25]) for 6D optics calculation. The
6D tracking engine uses canonical variables and it pro-
vides a cross-check of the symplecticity of the one-turn-map.
Coupled Twiss parameters (using the Mais-Ripken formal-
ism [26]) can be extracted along the lattice. The optics
parameters are optionally used in the beam-beam elements
for self-consistent simulations. The 6D optics module has
been recently improved by removing some unnecessary ultra-
relativistic approximations which introduced small symplec-
tic errors.

Dynamic Effects

A general functionality for dynamically-changing sim-
ulation settings on a turn-by-turn basis has been imple-
mented [27,28]. This allows setting magnet strengths includ-
ing multipoles, RF amplitude and phase, reference energy,
and beam-beam element as a function of turn number. This
can be useful for a number of different studies, e.g. magnet
snap-back in the LHC [29], HL-LHC crab cavity failure
scenarios [30-32], studies of beam losses during energy
ramp [33], and hollow electron-lens modulation [34]. The
settings can be internally computed as a function of turn
number, or loaded from a file. These functions are specified
using a flexible language that allows combining functions to
achieve the required effect. The architecture of the function-
ality makes it easy to add support for new elements or new
functions.

Post Processing

Long-term tracking with SixTrack is used extensively at
CERN for studying the DA, with a typical study consisting
of up to ~ 2 x 10% individual tracking simulations over
103 — 106 turns (see Figure 1 for an example).

Tracking data are post processed during the study and
summary files, containing the main results of the simulation
for each initial condition, are returned back to the user. In
particular, tracking summary files for each initial condition
identify particle loss/survival, final surviving turn numbers
and the inferred particle amplitudes.

Particle’s invariants are calculated for each initial condi-
tion and based on the average invariant over a user-defined
range of turns. An initial estimate of the invariant is obtained
by assuming no coupling between the planes of motion, via
the usual relation for the Courant-Snyder ellipse, e.g. for the
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Figure 1: Survival plot of a fine phase-space scan for the
= LHC. The simulations was divided in task of 60 particles
g pairs covering the phase space in 20~ and 1.5° steps.
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2 horizontal plane. Alternatively, an estimate of the decou-
+ pled single-particle emittance for the three oscillation modes
g can be calculated from the eigenvectors of the motion (v),
-2 which may be constructed from the one-turn map, see for
example [26]. Various parameters relevant to the nonlinear
motion, such as smear and detuning, are also evaluated.

In addition to quantities relevant to particle survival, es-
& timates of the long-term stability are obtained through a
5 Lyapunov-like analysis performed by examining the phase-
5 space separation of initially close by particle pairs. In partic-
2 ular, the angular separation in phase for the three oscillation
= modes

m!

bution of th

stri

N

) 1 \/A¢% + Ag2 + Ag2
NN

8

g where N = (1,2,3) for (2D,4D,6D) motion, respectively, is

o« considered. Linear fits to the logarithm of the separation as
Z function of the logarithm of the turn number identify the
8 maximum separation rate between each particle pair. This
2 quantity is returned, along with the maximum separation
% in phase, to provide approximate indicators of the onset of
£ chaotic motion in place of the far more computationally
g intensive Lyapunov exponents [35,36].

Summary files for the outcome of each initial condition are
g collectively post-processed by the user using external tools,
£ in order to identify minimum boundaries in the (o7, oy)
'3 space for particle survival over the tracked number of turns,
= as well as to study the evolution of DA as a function of the
'{% turn number.

1 the t

m

% Frequency Analysis

A collection of routines for frequency analysis has been
inked in SixTrack, namely PLATO [37] and a C++ imple-
entation of the Numerical Analysis of Fundamental Fre-
quency (NAFF) algorithm has been developed [38]. These
algorithms allow for a more refined, compared to plain FFT,
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tune determination with a much faster convergence, i.e. re-
quiring a shorter number of turns. By comparing the tune
determination at different time intervals, diffusive frequency
maps can be been computed [39]. With the resolution of the
frequency map, resonance lines become visible, even in the
case of a tune modulation from a quadrupolar ripple (the
triplets in IR1 and 5) with frequency of 550 Hz and relative
amplitude of 1077, as shown in Figure 2.

Input and Output

Initial conditions can be given in amplitude steps or taken
from an external file. A dump module offers multiple ways
to extract tracking data both in terms of type observable
(physical coordinates, canonical coordinates, normalised
coordinates, averages and first order distribution momenta)
in a selection of turns and observation points. Data are
written in ASCII and, in a few cases, a binary option is
also available. Support for output of simulation data to
a HDFS5 [40] files and ROOT [41] is also currently being
developed.

Furthermore, it is planned to develop a new way to gener-
ate the distribution that is used as initial conditions for track-
ing. This will provide the functionality to create matched or
mismatched distributions in both physical and normalised
coordinates.

Interfaces to External Programs

Collimation studies can also be performed running Six-
Track coupled [42] to Fluka [43,44]. In this configuration,
the two codes exchange particles at run time, with the aim
of combining the refined tracking through the accelerator
lattice, performed by SixTrack, with the detailed scattering
models, implemented in Fluka, when the beam reaches in-
tercepting devices. The use in the Fluka-SixTrack coupling
of the same Fluka geometries used for subsequent energy-
deposition calculations run with Fluka allows an excellent
level of consistency of results.

Additionally, a more generalised interface “BDEX” for
interfacing external codes is also included, enabling for ex-
ample tracking of multiple bunches or coupling to cavity
simulation codes. Here, the exact protocol can be imple-
mented as a plug-in to SixTrack [45].

Building and Testing

A CMake-based build and test system has recently been
added [45]. This greatly simplified the maintenance of the
dependencies between the various build options, as well
as the setup for building on the large range of supported
platforms.

The testing framework CTest is also provided as part of
CMake. For SixTrack, this is used to verify that the executa-
bles are still providing the expected output after the code
has been modified, and to track the changes to the output.
Furthermore, it is used for checking that the results from
versions compiled for different platforms are in agreement,
which is vital for BOINC. The main benefit of using CTest
is that test running is fully automatic and gives a simple
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Figure 2: Frequency map using the NAFF method for LHC in the presence of a tune modulation.

pass/fail output, which is also integrated with GitHub for
pull requests.

Performance

Thanks to the recent re-factoring, the internal particles
arrays are fully dynamic, therefore the number of particles
that can be tracked in parallel is limited by the system mem-
ory and not by a build-time flag. A machine model like the
LHC, using about 18k elements and 4.6k high-order mul-
tipole blocks, needs about 220 us per particle per turn on a
single CPU core at 3.4 GHz. Typical studies requires of the
order of 10°-10'2 particle turns and even more for parameter
scans. For this reason, SixTrack is often used in conjunction
with high-performance computing facilities described in the
following section.

RUNTIME ENVIRONMENTS

The SixDesk environment [46] is the simulation frame-
work used to manage and control the large amount of in-
formation necessary for, and produced by, SixTrack studies
of dynamic aperture. It supports CERN batch systems [47]
as well as the BOINC platform for volunteering computing
available at the LHC@Home project [7]. The SixDeskDB
post-processing tool collects data from SixDesk, performs
post-processing analysis, and prepares reports and plots.
It also offers a Python API for interactive analysis. Simi-
larly to the SixTrack code, the SixDesk environment and
SixDeskDB are continuously updated, extending the cover-
age of the studies and keeping the environment up to date
with the latest developments in the CERN IT infrastructure.

D-1 Beam Dynamics Simulations

LHC@Home and the CERN Batch System

Volunteer computing has been used successfully at CERN
since 2004 with the LHC @Home project; it has provided
additional computing power for CPU-intensive applications
with small data sets, as well as an outreach channel for CERN
activities. LHC @Home started off with SixTrack, which had
been successively ported from mainframe to supercomputer
to emulator farms and PCs. In order to run on the largest
number of volunteer computers, SixTrack is compiled for
the most common operating systems, architectures, and CPU
instruction sets.

In terms of computing power provided by the volunteers to :

LHC @home, the system is capable of handling 1 x 107 tasks
on average, with peaks of 3.5 x 10° tasks simultaneously
running on 2.4 x 10* hosts observed during SixTrack intense
simulation campaigns (see Figure 3). Every SixTrack task
is run twice to eliminate random host errors and minimise
the impact of a failing host. The LHC@Home capacity
available for SixTrack can be compared to the average of
2.5 x 10° running tasks on 1.4 x 10° processor cores in the
CERN computer centre, which is fully loaded with tasks
from analysis and reconstruction of collisions recorded by
LHC experiments, and has limited spare capacity for beam
dynamics simulations.

The CERN batch system is presently managed by means
of the HTCondor [48] package. Contrary to BOINC, most
suitable for a steady stream of work units, the CERN batch
system provides users with a responsive computing resource.
Also, contrary to LHC@Home, no redundancy is imple-
mented during task submission since the code run in a con-
trolled environment, although very rarely hardware errors
do appear in the results.
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most of the time all pending tasks.

Developments

One of the main development lines of SixDesk is porting
the collimation studies to the BOINC platform for volunteer
computing. This entailed a thorough revision of the collima-
tion part, currently on-going, to make results numerically
stable and reproducible across platforms. The possibility
to interrupt and restart the computation (check-point/restart
capability), which is essential to run on BOINC, is being
added as well.

Other lines of development include: the addition of new
parameters for dedicated scans of dynamic aperture; the pos-
sibility of running chains of jobs in BOINC, for simulating
extended periods of beam time in the ring; a pre-filtering
stage of submission to the CERN batch system prior to sub-
mission to BOINC, to avoid short tasks, with consequent
inefficient use of volunteer resources, like bandwidth and
time.

SixTrackLib

In the context of single-particle simulations, tracking re-
quires no interaction between the calculations carried out for
particle p; and p;»; from a set of N particles. The memory
requirements for representing each p; typically ranges from
10! to 103 Bytes. The machine description can, over a single
turn, be considered constant, although different elements
and sections of the ring require a different amount of local re-

sources. Still, SixTrack presents itself as an ideal candidate
, for a parallel implementation: strongly CPU bound with in-
erent parallelism and resource requirements not inherently
caling with the number of parallel processes.

Introducing parallelism into a mature code-base like Six-
Track, even from such a favourable starting point, is challeng-
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Figure 3: Summary of tasks and users during the last two years (upper frame: 2017; lower frame: 2018 to date) of the
SixTrack application in the LHC @Home project. The number of users tends to increase, with the number of tasks absorbing

ing. It entails a high levels of complexity due to competing
paradigms and concepts of parallel computing. In particu-
lar, a fast-changing technological landscape in combination
with a diverse, multi-vendor and long-tailed selection of
hardware available via initiatives like LHC@Home [7], as
well as the realities of limited development resources are
the main decision-making factors. These and other con-
straints motivated the design and ongoing development of a
new, stand-alone library providing the core functionality of
SixTrack.

SixTrackLib [49] is an open-source library developed
from scratch using C and C++, allowing users to off-load the
particle tracking onto supported HPC resources. As of this
writing, it provides a) a representation for a set of particles;
b) a set of beam-elements (drifts, multipoles, cavities, 4D
and 6D beam-beam elements, etc.); ¢) a set of maps describ-
ing the tracking of the particles over the beam-elements; d) a
dedicated generic buffer for managing and transferring data
to the computing nodes; ) implementations and abstractions
for different computing environments (auto-vectorized CPU
code, OpenCL [50], CUDA [51]); f) high-level APIs in C,
C++ and (under development) Python.

The chosen design allows for the complete separation of
business logic from the modelled physics, allowing the latter
to be shared across all architectures. Maps and tracking
functions are implemented in a sub-set of the C99 language,
in terms of the provided abstractions. The physics parts are
exposed to the user in a modular and header-only fashion,
allowing to tap into SixTrackLib under a wide-range of use
cases currently out of reach for a stand-alone application
such as SixTrack.
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First simulations and tests prove the feasibility of the ap-
proach and reproduce results delivered by SixTrack. Perfor-
mance analysis confirms that the main limiting factors for
performance and scalability are: a) the finite availability of
resources such as registers and high-bandwidth/low-latency
memory on computing nodes; b) the ability to compensate
for any occurring latencies by having enough parallel tasks
scheduled to prevent computing units from stalling or idling.

Consider for example the simulation of 1 < N < 107 par-
ticles on a lattice with 18657 beam-elements, representing
the LHC without beam-beam interactions. Evaluating Six-
TrackLib on a CPU-based OpenCL implementation (Intel
Xeon E5-2630 20x2.2 GHz hyper-threads) and a range of
high-end GPUs (NVIDIA Tesla V100 PCle 16GB GPU)
as well as consumer-grade GPUs (NVIDIA GTX 1050Ti
4GB, AMD RX560 4GB) demonstrates parallel speed-ups
approaching (for large N) factors of 10! to and exceeding
107 (Fig. 4).

1000 CPU1: Intel Xeon E5-2630, 2.20GHz 1000
~ CPU2: AMD Ryzen 1950X, 3.40GHz
e ~
\r%!/ —— CPUI 1-core
2, 100! — CPUI 1-core (BB) 100
=] CPU2 1-core
E CPU2 1-core (BB)
3 —— RX560
= —+— RX560 (BB)
£ 10 Pocl CPUL 10
g |- Pocl CPUI (BB)
~ GTX1050
g GTX1050
= 1 —— V100 1
T V100 (BB) (BB): Beam-Beam elements enabled
0 2 4 6
10 10 10 10

Number of Particles (log)

Figure 4: Benchmarking results of a LHC study using Six-
TrackLib on different target hardware. Increasing the com-
plexity of the parallel code by enabling beam-beam elements
(BB), but not using them, leads to decreased performance
on GPUs, but not on CPU-based systems.

While enabling code-paths for handling beam-beam in-
teractions in the parallel tracking code leads, unsurprisingly,
to virtually no change on CPU-based systems, the increased
complexity and pressure on resources impairs the perfor-
mance on all studied GPU systems (cf. results in Fig. 4
labelled with (BB)). On lattices actually featuring complex
features like beam-beam elements, this observation moti-
vates studying ways to split the monolithic parallel code into
smaller specialised blocks and to execute these blocks in
sequence, thereby trading in synchronisation and dispatch-
ing overheads for a potentially better utilisation of hardware
resources.

CONCLUSIONS

The SixTrack tracking code is the main code used to sim-
ulate long-term stability, collimation cleaning, and machine
failure scenarios in the LHC, SPS and FCC due its unique
features of speed and integration with HPC resources. It
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comes with a fully developed running environment to per-
form easily the massive numerical simulations that include
scans on beam and ring parameters and the option of using
different computing resources, from standard batch services
to volunteer computing.

In spite of its maturity, SixTrack is still in an intense
development phase. On the short time scale, it is planned to
merge into a single code the features that were developed in
the framework of the studies of the LHC collimation system.
On a longer time scale, the main lines of development include
tighter integration of existing features, interoperability with
other codes, and deployment on new architectures such as
GPU.
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Abstract

The Super Proton Synchrotron (SPS) at CERN, the Large
Hadron Collider (LHC) injector, will be pushed to its limits
for the production of the High Luminosity LHC proton beam
while beam quality and stability in the longitudinal plane are
influenced by many effects. Particle simulation codes are
an essential tool to study the beam instabilities. BLonD, de-
veloped at CERN, is a 2D particle-tracking simulation code,
modelling the longitudinal phase space motion of single and
multi-bunch beams in multi-harmonic RF systems. Com-
putation of collective effects due to the machine impedance
and space charge is done on a multi-turn basis. Various
beam and cavity control loops of the RF system are imple-
mented (phase, frequency and synchro-loops, and one-turn
delay feedback) as well as RF phase noise injection used for
controlled emittance blow-up. The longitudinal beam stabil-
ity simulations during long SPS acceleration cycle (~20s)
include a variety of effects (beam loading, particle losses,
controlled blow-up, double RF system operation, low-level
RF control, injected bunch distribution, etc.). Simulations
for the large number of bunches in the nominal LHC batch
(288) use the longitudinal SPS impedance model containing
broad and narrow-band resonances between 50 MHz and
4 GHz. This paper presents a study of beam stabilisation in
the double harmonic RF system of the SPS system with re-
sults substantiated, where possible, by beam measurements.

INTRODUCTION

The High-Luminosity Large Hadron Collider (HL-LHC)
project [1] is the next milestone at CERN for the LHC and
its experiments. The linac and the three synchrotrons in
the injector chain will be upgraded to enable the production
of HL-LHC proton beam with a bunch intensity N, twice
that of the current setup, as specified by the LHC Injector
Upgrade (LIU) project [2].

The LIU target for the SPS, the LHC injector, is to pro-
duce four batches of 72 bunches spaced by 25 ns with an
intensity of 2.4 x 10'! particles per bunch (ppb), each batch
separated by 225-250ns. Large particle losses, increasing
with intensity, are observed at the SPS flat bottom [3] and
multi-bunch longitudinal instabilities limit the ability to in-
crease the bunch intensity [4]. The maximum bunch length
allowed for the extraction to the LHC injection is fixed at
1.9 ns with an average value along the batches of 1.65 ns.

To reach the LIU target, major upgrades are necessary.
The SPS RF system will have more cavities, more power

* joel.repond @cern.ch
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available and a better control of the beam loading through
the low-level RF control loops (LLRF). Moreover, the lon-
gitudinal beam-coupling impedance of the machine will be
reduced, but the baseline improvements may be insufficient
to ensure beam stability at HL-LHC intensities [4]. Further
impedance reduction would be useful but is limited by tech-
nical and budget considerations. Therefore, different ways
of enhancing beam stability also have been investigated.

Currently, to provide a good quality beam to the LHC, a
second RF system operating at 800 MHz supports the main
200 MHz RF system of the SPS. It increases the synchrotron
frequency spread inside the bunch and provides more effec-
tive Landau damping of beam instabilities [5]. The longi-
tudinal beam dynamics of the bunch train in the SPS is, in
general, too complex to be treated with analytical estima-
tions for instability growth rates in a single RF system. The
double RF system and the large number of contributors to
the impedance make particle tracking simulations a power-
ful tool in the analysis of instability mechanisms. Moreover,
beam measurements in conditions close to those after LIU
upgrade cannot be achieved since the present RF system is
limited in power for LIU beam intensities. Predictions of
future performance and longitudinal instability thresholds
rely mainly on numerical simulations.

The particle tracking simulation code BLonD (Beam
LONgitudinal Dynamics) [6] was used to study effects of
the second RF system on beam stability and results are sub-

stantiated with beam measurements where available. In the .

first part of the paper we present the simulation code and
the features of the SPS simulations. Then, the effects of
the 800 MHz RF system on beam stability at flat top are
investigated. Very promising results have been obtained in
simulation at highest energy but they cannot be applied at
flat bottom as explained in the third part of the publication.
Finally, the goal was to find an optimum RF program for
the 800 MHz RF system during the full acceleration cycle
to enhance beam stability, and results are presented in the
last part.

FEATURES OF PARTICLE TRACKING
SIMULATIONS IN THE SPS WITH BLOND

Developed at CERN, BLonD is a 2D particle tracking
simulation code, modelling the longitudinal phase space
motion of single and multi-bunch beams in multi-harmonic
RF systems [6]. The particle motion is tracked through
a sequence of longitudinal energy kicks and drifts. The
equations of longitudinal motion are discretised in time on
a turn-by-turn basis with a time step equal to the revolution
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[a)
% period Trey Which is 23.1 ps in the SPS. Collective effects
E are taken into account by computing the induced voltage for
:Z a given impedance source, possibly on a multi-turn basis,
2 added to the RF voltage. Various beam control loops of
+ the LLRF system are tailor-made for each of the CERN
£ synchrotrons; for example, the phase, frequency and synchro-
;’g’ loops, the one-turn delay feedback and the RF phase noise
o injection used for controlled emittance blow-up. The code is
2 initially written in Python but the computationally intensive
: parts are optimized in C++ [7]. It has been benchmarked
\é’ against measurements in different CERN accelerators [3,8,9]
£ and also against other simulations codes like PyOrbit [10],
o Headtail [11] and ESME [12]. The code has been proven to
be reliable and is now used to study performance of rings at
= CERN and even outside the laboratory.
Applied to the SPS, BLonD is an efficient tool in inves-
‘T tigating instability mechanisms. There are many features
< which can be added in BLoND simulations, these include:
2 the beam-coupling longitudinal impedance model, the large
‘S number of bunches in the beam, the bunch distribution de-
< fined by the injector, the double RF operation, the LLRF
E controls. During a nominal SPS cycle, four batches are in-
= % jected every 3.6's from the Proton Synchrotron (PS) with a
3 synchronous momentum p; of 25.92 GeV/c during the flat
4: bottom which lasts 11.1s. Then the beam is accelerated in
G 8.35t0451.15 GeV/c and is extracted to the LHC after half a
.2 second. Usually, only 72 bunches (or less) can be simulated
because batches are weakly coupled by the SPS impedance
z sources [13], this keeps the computational time reasonable.
%At flat bottom, the bunch distribution defined by bunch ro-
<C tation in the PS [14] leads to a full bucket and particle loss
% during direct bunch-to-bucket transfer [3]. The space-charge
§ effect is not negligible at the injection energy [15] and is
@ always included to the full SPS impedance model in the sim-
g 8 ulations. Other effects which impact beam stability during
g the cycle are the beam loading in the 200 MHz RF Travelling
o = Wave Cavities (TWC), the particle loss, the controlled emit-
" tance blow-up applied during acceleration and the action of
/M Jow-level RF controls.

2 SPS Longitudinal Impedance Model

The longitudinal SPS impedance model contains broad
and narrow-band resonant modes between 50 MHz and
4 GHz [2,16,17], see Fig. 1.

The major contributors to the impedance model are the
Z 200MHz TWC. Both the accelerating and High Order
2 Mode (HOM) bands contribute significantly. The funda-
§ mental pass-band impedance is reduced by the one-turn
2 delay feedback and the feedforward whereas the HOM band
2 at 630 MHz is damped by means of RF couplers. The two
E cavities at 800 MHz used for beam stability are of travelling-
S wave type and are included in the impedance model. The
= model also contains the kicker magnets with broad-band
= impedance, vacuum flanges and other vacuum equipment act-
S ing mainly at high frequencies (above 1 GHz). Many smaller
g contributions from beam instrumentation devices, resistive
‘q"é wall impedance, and space-charge are also included. The
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Figure 1: Longitudinal impedance model for the present
configuration of the SPS. The contributions from the RF
cavities, the vacuum flanges and the kicker magnets are also
shown separatly [2, 16, 17].

impedance of all these devices has been stimulated and/or
measured over many years.

To simulate the collective effects arising from the cur-
rent impedance model, careful convergence study has been
performed and the best available results are presented. A
large number of macroparticles (usually 10° per bunch) are
needed with a sufficient number of points in the wakefield
calculation in frequency domain [9].

Double RF Operation in the SPS

The second SPS RF system operates at 800 MHz as a
Landau system and is necessary to ensure stability of the
LHC beam from intensity three times lower than nominal
(1.15 x 10'! ppb). If the amplitudes of the 200 MHz and
800 MHz voltage are respectively Voo and Vg, the total
voltage provided to a particle at phase ¢ is

V(¢) = Vago [sin ¢ + r sin(ng + ¢goo)], (D

where r = Vgoo/Vaoo and n = hgoo/hooo = 4 is the ratio
of the harmonic numbers. The relative phase ¢sgp has a
big impact on the synchrotron frequency distribution and
can be determined to maximise the synchrotron frequency
spread in the bunch center. At a given time in the cycle, the
synchronous phase in a single RF system ¢ is linked to the
energy gain of the synchronous particle 6 Eg by

O0E, = Vago sin ¢s0. 2

For the same energy gain E;, the synchronous phase ¢ in
double RF is related to ¢9 by

sin ¢z = sin ¢ + r sin(ng + dgop). 3)

The synchrotron frequency in the bunch center f;(0) =
ws(0)/27 is modified by the second RF as follow

w3(0)

2
(0) =
Wl0)= 20

where wg0(0) is the synchrotron angular frequency in single
RF. The value of ¢gnop maximising the synchrotron frequency

“

[cos ¢s + rncos(ngs + ¢soo)l,
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spread is determined by Eq. (4) and the new synchronous
phase is found from Eq. (3). At flat bottom or flat top in
the SPS (above transition energy), ¢s0 = ¢s = m. Two
possible value of ¢goo, 0 and 7, maximise the synchrotron
frequency spread. The first one (¢goo = 0) is called the
Bunch Lengthening Mode (BLM) and the second (¢go0 = )
is called the Bunch Shortening Mode (BSM). The names
come from the effect these two modes have on the bunch
length for n = 2.

The synchrotron frequency distribution can be written as
a function of the single particle emittance (action variable).
This emittance corresponds to the area enclosed by the parti-
cle trajectory in phase space and is measured usually in eV's.
For n = 4, depending on the voltage ratio and the phase
between both RF systems, the derivative of the synchrotron
frequency distribution goes to zero and a plateau appears in
the distribution, see Fig. 2. Particles in this region develop
a large coherent response [18]. The Landau damping is lost
and instabilities can be triggered by any perturbation.

In the nominal operation of the SPS, the BSM is used be-
cause only this configuration provides beam stability during
ramp. The nominal bunch emittance is small enough to stay
away from the plateau of the synchrotron frequency distri-
bution for operational values of the voltage ratio (r = 0.1).
This is not true in BLM where the flat portion appears for
emittances smaller than nominal. The situation is also dif-
ferent at flat bottom where bunches are longer compared to
flat top. During the cycle, the relative phase of the 800 MHz
RF system is approximated in BSM by ¢go0 = m — 450 [5].

EFFECT OF 800 MHz RF SYSTEM ON
BEAM STABILITY AT SPS FLAT TOP

At high intensity, coupled-bunch instabilities are observed
during the ramp. The mitigation measures for impedances
giving the lowest stability threshold have been identified [4],
but other possible cure also have been investigated, see, for
example, [19]. The optimisation of the 800 MHz operation
is one of them.

The intensity threshold, for constant emittance, increases
with the relative synchrotron frequency spread [18], which
is increased by a larger ratio r. For higher voltage ratios
up to 0.3, bunches with nominal emittance (0.6 eVs after
controlled emittance blow-up) are not affected by the flat
portion of the synchrotron frequency distribution, see Fig. 2,
and beam stability is improved when the voltage ratio in-
creases. This effect has been seen in simulations and then
tested in measurements. A batch of 12 bunches was used in
measurements to be able to accelerate high intensity bun