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Abstract

Until recently, most of CERN's beam visualisation systems have been based on increasingly obsolescent analogue cameras. Hence, there is an on-going campaign to replace old or
install new digital equivalents. There are many challenges associated with providing a homogenised solution for the data acquisition of the various visualisation systems in an
accelerator complex as diverse as CERN’s. However, a generic real-time software in C++ has been developed and already installed in several locations to control such systems. This
paper describes the software and the additional tools that have also been developed to exploit the acquisition systems, including a Graphical User Interface (GUI) in Java/Swing and
web-based fixed displays. Furthermore, it analyses the specific challenges of each use-case and the chosen solutions that resolve issues including any subsequent performance
limitations.
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Challenges

The main challenges in providing a homogenised acquisition system is the variety in the
hardware installations and in the requirements of each installation.
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CLEAR External VME/ Industrial PC  RUCKUS (PoE) Multi-camera installation
There are already several installations at CERN featuring digital ADPELENAEEmEl S WhE CUIDE o) s SHEer =l mEIrEl Ulge e
, lisati N +h . ) ¢ Manual RUCKUS (PoE)

Cameras visuall>ation systems WIth various requirements. HiRadMat External VME RUCKUS Standard operation (Profiling)
Frame rate (Hz) |Frame size (pixels) |Bandwidth (MB/s) LHC Internal VME N/A Standard operation
SBDS 1450x740 IRRAD External Industrial PC N/A Standard operation
AWAKE 27 10 1936x1216 945

10 N/A N/A The main limitations of the acquisition system is the bandwidth required to transfer the
CLEAR 23 1 2048x1536 108 images from the camera to the real-time server and from the server to the clients.
AD/ELENA 4 N/A 170x170 / 1265x1060 N/A
HiRadMat 6 N/A 440x815 N/A Frame Size Frame Size Frame Size Data size per |[Time needed
LHC 1 1 1936x1216 3,5 (pixels) 8bit encoding |12bit encoding |frame (clients) |for grabbing
IRRAD 1 N/A 1028x664 N/A 1936x1216 2,3 MB 3,5 MB 4,7/ MB ~40 ms
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Conclusion

network optimisation for the most challenging

There is an on-going campaign to replace increasingly obsolescent analogue cameras used in most of CERN’s beam visualisation systems with new digital equivalents. There are many
challenges associated with providing a homogenised solution for the data acquisition of such systems including the variety in hardware and in the requirements for each installation.

Despite the diversity of the specifications, a generic, modular real-time software has been developed in C++ and installed in several locations to control such systems. The software
accommodates the features of the legacy acquisition systems as well as the necessary additional ones including a synchronous software trigger and saturation detection. It
integrates the CERN central timing in software when the corresponding hardware is not available and maintains an internal watchdog to recover from SEUs. Furthermore, it supports

installations as well as precise image timestamping for synchronisation.

Lastly, additional tools have been developed to exploit the acquisition systems including additional C++ software for controlling the power of the cameras, a GUI in Java/Swing
facilitating the use of the system and web fixed displays to monitor the status of each installation.
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