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Changing the operating system (OS) for large heterogeneous infrastructures in the research domain is complex. It
requires great effort to prepare, migrate and validate the common generic components, followed by the specific corner
cases. The trigger to change OS mainly comes from Industry and is based on multiple factors, such as OS end-of-life (~620)
and the associated lack of security updates, as well as hardware end-of-life and incompatibilities between new

Virtual Machines for development
(~900)

hardware and old OS. At the time of writing, the CERN Accelerator Controls computing infrastructure consists of 4000 2

heterogeneous systems (servers, consoles and real-time embedded computers) running CentOS 7. The effort to move i

to CentOS 7 was launched in 2014 and deployed operationally 2 years later. In 2022, a project was launched to select openstack
and prepare the next Linux OS for Controls servers and consoles.
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Selecting the best OS and organizing the migration of thousands of operational

CERN Accelerator computers is a major endeavor. It requires a very close follow-up el Sepoymantof REL 01 e maaion | e oraton & 4 e
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Servers Migration — RHEL 9.2 2023-11-xx & HW*

CERN's OS strategy for embedded systems for which the target microprocessor | HW" i hardware upgrade requred

lifetime is in the order of 15 years. An alternative strateqy for those systems has f .
. . . . iy ags . Servers Preparation & DEV Validation with RHEL 9.2 (6 months

been put in place, based on the Debian Linux, giving CERN more flexibility in terms Ansilfs). custom packages + cong, Lumens, automation

of evolution and upgrades.
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