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Abstract
Over 300 MTCA crates will be deployed at the European Spallation Source ERIC, upon the completion of the facility, spanning from the Ion Source 
to the Instrument Halls as part of the control systems for RF, Beam Instrumentation, Machine Protection and Timing Distribution. As the 
integration paths for these systems have matured, the deployment methods have needed to as well. The drive to have a standardised deployment 
methods for the Micro-Carrier Hub (MCH) and the CPU has been both to ensure easier maintainability of the systems in case of failures but also 
for upgrades and other changes. It also improves the handover from assembly to the stakeholder ready for integration with their devices. 
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The MTCA Carrier Hub used at ESS is the NAT-MCH-PHYS board.

Initial configuration is done via RS232 through MOXA server, to 
allow a serial connection between the unconfigured MCH and the 
ESS network. Next step is the registration of the MCH on the ESS 
network, which is done in a custom in-house configuration 
management tool (CSEntry) REST API.

Standard settings and MCH firmware upgrades are applied,
everything is automated using Gitlab-CI or done manually via
Python scripts.
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ESS is using CPUs made by Concurrent Technologies.

MTCA CPU gets updated BIOS configuration to allow for PXE Boot 
over network. Host is then registered in CSentry and set with the 
list of users with administrative level.
The Linux OS is installed using network boot installer.
Post-install job in Ansible installs ESS EPICS Environment and all 
the standard libraries and kernel drivers.


