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Abstract

Apollon, LULI2000 and HERA are three Research
Infrastructures of the Centre national de la recherche
scientifique  (CNRS), FEcole polytechnique  (X),
Commissariat & I'Energie Atomique et aux Energies
Alternatives (CEA) and Sorbonne University (SU). Now
in past-commissioning phase, Apollon is a four beam
laser, multi-petawatt laser facility fitted with
instrumentation technologies on the cutting edge with two
experimental areas (short—up to 1m—and long focal—up
to 20m, 32m in the future). To monitor the laser beam
characteristics through the interaction chambers, more
than 300 devices are distributed in the facility and
controlled through a Tango bus. This poster presents
primarily a synthetic view of the Apollon facility, from
network to hardware and from virtual machines to
software under Tango architecture. We can here have an
overview of the different types of devices which are
running on the facility and some GUIs developed with the
exploitation team to insure the best possible way of
running the lasers. While developments are still currently
under work for this facility, upgrading the systems of
LULI2000 from one side and HERA from the other side
are underway by the Control-Command & Supervision
team and would follow the same specifications to offer
shared protocols and knowledge.

MULTI-PETAWATT APOLLON
LASER FACILITY

In this section are presented some key figures of the
building, and some photos for a better comprehension of
the areas of the facility. For the context, the Laboratoire
pour I’Utilisation des Lasers Intenses (thereafter LULI)
runs three facilities: historically LULI2000, Apollon and
HERA. Apollo is the first of the three which was
implemented with Tango control system.

e The Facility covers about 4,500m?
LASER hall: ISO8 cleanroom

*  Experimental rooms cover surfaces of 280m? and
490m? (focal lengths of 10+m)

* 5 m-thick concrete walls provide full radio
protection

With more than 500 devices running in the facility, a
distributed control system was obviously needed. Tango
[1] was not so obvious ten years ago. Looking back, it
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was a good choice as the community is very helpful;
larger and larger with new projects every year, and the
system runs smoothly. Some photos inside the facility, for
the different rooms.

X .

Figure 3: Compression and switchyard laser subsystem.
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Figure 5: A laser expert during alignment protocol.

VERSIONS CURRENTLY USED
In this section and on the (Figure 6) is presented the
different versions of Operating Systems (OS) and
virtualized [2] applications (Tango, HDB++ [3],
databases, Python, PytTango, PyQt, LabView) which are
currently running on the installation.

C2S Devices Vacuum Devices (Soleil)

64-bit Windows 10 64-bit Linux Ubuntu 14.04 LTS 6
Python 3.8 Tango 9

Tango 9 NI LabView 2016

PyTango 9

NI LabView 2022

Currently updating to

64-bit Windows Server 2022
Datacenter on vSphere web client

Linux Ubuntu 20.04 LTS Windows 10 64-bit

Tango 9.3.4 Python 3.8
HDB++: Devices version 2.0.0, GUI Tango 9.3

Configurator version 3.1.1 PyTango 9.3
BDD: MysQL PyQt5

Figure 6: Short Focal Area (210m?).

DEDICATED WEBSITE FOR
FINAL USERS

The third section focuses on the results webpage we
provide to the users (operators, laser experts or scientists)
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with a pseudo-real time display. “Pseudo” as the display
lie on several processes which are not synchronized. The
(Figure 7) presents a cropped screenshot of an example.
We are currently upgrading the PHP webpage to a page
based on Django.

Diagnostics laser

Figure 7: Example of results display.

KEY FIGURES
In this section are presented the number of hosts,
Virtual Machines, control stations and some devices to
have a better comprehension of the size of the
installation’s network infrastructures (Figure 8).

Hypervisors 6
Virtual Machines 54
Control stations 43
CCD: laser beam 62
CCD: plasma diag 12
CCD: live exp. setup 8
Calorimeters 19
Motor channels: laser 100
Motor interaction chamber ~50(*)

Motor: diagnostics 20

Delay generators 12

* : Depending on campaigns

Figure 8: Network and devices numbers.

GUIS

In this section are presented a few Graphical User
Interface—also called Human Machine Interface, HMI.
They are mostly developed in Python and PyQt5, except
note. Starting with images visualization (Figure 9),
motorization (Figure 10), synoptic (Figure 11), vacuum
(LabView) (Figure 12), and synchronization (Figure 13),
and spectrometer (ATKPanel, monitoring and testing tool
integrated within the Tango package) (Figure 14). On the
image acquisition topic, you can refer of the
TUMBCMOZ32 paper in these proceedings.
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Figure 12: Part of the vacuum system.
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Figure 13: Synchronization.
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Figure 14: Spectrometer monitoring and testing.

MONITORING & ISSUES TRACKING

We have developed a basic supervision GUI which
allows us to easily check if a device server is in a bad
state. This application show a selection of devices servers
based on classes filtering listed in a configuration file. We

also use the application trac [4] for debugging.

10 o cosmvamarr ] o aswasannn ca

1 o cosouoma cor [repe——
1 o cosmnvmn crr [Tp—
e [rp—

Lr1_cosouLvon_GrT | LA Tr2ADON CAL

P1_casmLYa00 GFT | rarsusanon ca

1| sea_casmLvmm_orr | Lot AMPIPISADYN_CAL
i sea_casouvmn grr | 1 emssavon ca
i Lot cPrsADON_cAL

il Lpa_crusrunn seo L1 oscsmAuam_CAL

il Lpa_crsrunnen sea i Lp1pocesADA1_CAL
| b0 pasabn CAL

1| Lpa_TrasTweer e Lpo_pausADAN_CAL

1

1

11 o essewons sea
1

[ son secxsmwonn sca [ sen serezsavon ca
1 seaserevsonn st

11 son sereosrvsem sea

[0 s srmrasmuosea. ] e srssanon az

10 o somessaomn cau ] o srrssanon see

 NOJcorfig ds)

| wprerissavonz_see
oL ETSSADO SPE

o2 PZ0

1 Lp0_AtastzMRO12 PZO

© Lam_ArovsaDen_cop
 Lam_arovsave cco

. Lam_AmpoysADN21 CoD
© Lam AupossaDEs1 Cop
1 Lam_Aup3sADA_CD
© Lam_AMP300sADA2 CCD
1 Lam_AmpusADBH_CCD
© Lam_ampsusabE21 Cop
© Lam_ampysADON_cCD

© Lam AupysaDE21 Cop

 Lam_puvsaoen_cco

e e e == T e e T

. Lam pasaowzr_cco
© Lam_psoysaben_cop
© Lam_psw0saD12 CCo
© Lam_psysanon_cco
© Lam_seprsanun_cco
 Lam seprsaen2_cco
i Len_crasam_cco
i Loa_crasamz cco
© LeaTCr2sADON CcD
© oaTcrusADO_CCO
 LenTrzADIN_CCD
© LoaTEzSADM2 CCD

1 LeL_areusADOM_CoD

. Lpr_ae2pSADON_CCD.
© _ampspsADeN_CCD

. Let_awprcIsADYY_co

-

11 onzsmnarcen [] i tro rsansanasa_cco

RE——l

e

[ wnenssaonscen [
[ wnenssaomn ce [
[ wncosuomscen ]
I I
[ wrmcrsaamer.cen ]
1 I
0 Il
I I

il o1 pBcosADS_cCO
| Le1xPwsADOM_CCD

il Lp1xpwsao_cco

[ EE——

Oh

Py— [

)1 w0 sawssonn_cen

(I}

py—

)1 two sawssonncen

ryTT—— |

py—

)1 teo savsaonen_cen

(1}

Lro_pawsannn cco

)1 two ssvssonst_ccn

Lro_pawsantet cco
Lpo_pavsavan_cco

St SFurRSADON_CCD
sea_srar2sADA2 CCD
sr_srctsADON_CoD
Sea_SFICUSAD1_CCD
St SFTR25AON_CCD

Sea_sFiF2sADOn? Con

casmasmonnm_mor

casunmonmn v

0 _Castrnm_As

Figure 15: State of monitored devices servers.
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Figure 16: The Trac service to tracking issues.

ARCHIVING

The next and last section focuses on our archiving
system. Based on HDB++ fully integrated to Tango,
MariaDB databases and Virtual Machine VMWare. The
(Figure 17) presents the architecture of our system which
can currently recording mostly of all vacuum devices
servers’ attributes at a 1Hz rate on 24/7 routine, also
called continuous mode. A sequence mode (corresponding
of a sequence of shots) is under test with a 1-shot per
minute and likely daily routine. There will be a third
mode very soon, triggered, which will then follow the
hardware trigger of the installation to record attributes at
different rates available (at term, 10Hz, 1Hz, 0.1Hz and 1
shot per minute), on demand.

VM servers:
Spectrum, Energy,
Vacuum.

VM arc Emit top_shot

ArcSync
Communication
w/ synchros

Tango Devices servers

Web service

VM hdbpp phe
hdb++[es|cm] Data extraction

Archiving Devices

(Work in progress,
& next: testing
phase w/ 1 user)

MariaDB
Database

Insert into Database

Figure 17: The archiving infrastructure.

CONTACT AND LINKS
The main contact us is an Email address:
c2s(@bureau.luli.polytechnique.edu. The scripts are

available to download via our LULI GitLab repository [5]
and via the Tango classes catalogue web page [6]. A 3-D
visit of the Apollon installation is also available on the
Internet [7].
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