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Abstract 
Modern timing distribution systems benefit from high 

configurability and the bidirectional transfer of timing 
data. The Electron Ion Collider (EIC) Common Hardware 
Platform (CHP) will integrate the functions of the existing 
RHIC Real Time Data Link (RTDL), Event Link, and 
Beam Sync Link, along with the Low-Level RF (LLRF) 
system Update Link (UL), into a common high speed serial 
link. One EIC CHP carrier board supports up to eight ex-
ternal 8 Gbps high speed links via SFP+ modules, as well 
as up to six 8 Gbps high speed links to each of two daugh-
terboards. A daughterboard will be designed for the pur-
pose of timing data link distribution for use with the CHP. 
This daughterboard will have two high speed digital 
crosspoint switches and a Xilinx Artix Ultrascale+ FPGA 
onboard with GTY transceivers. One of these will be ded-
icated for a high-speed control and data link directly be-
tween the onboard FPGA and the carrier FPGA. The re-
maining GTY transceivers will be routed through the 
crosspoint switches. The daughterboard will support six-
teen external SFP+ ports for timing distribution infrastruc-
ture with some ports dedicated for transmit only link fan-
out. The timing data link will support bidirectional data 
transfer including sending data or events from a down-
stream device back upstream. This flexibility will be 
achieved by routing the SFP+ ports through the crosspoint 
switches which allows the timing link datapaths to be for-
warded directly through the daughterboard to the carrier 
and into the FPGA on the daughterboard in many different 
configurations. 

INTRODUCTION 
To support the EIC project, an upgraded timing distribu-

tion network is being developed to take the place of several 
existing distributed timing links [1][2][3]. The upgraded 
timing data link (TDL) will be the primary mechanism for 
connecting devices in the accelerator complex that require 
real time information about the machine. The TDL pro-
vides high speed low latency deterministic timing data dis-
tribution to connected devices. It is used to send data and 
status information for distributed feedback and machine 
protection systems. Notable improvements over previous 
implementations are more efficient transfer of data bidirec-
tionally, and more configurable data filters. The TDL de-
fines the network protocol and structure which will be re-
alized by interconnected CHP systems. The CHP systems 
will support various pluggable special function 

daughtercards, one of which is dedicated to TDL distribu-
tion. This daughtercard in conjunction with the CHP carrier 
will constitute the backbone of the TDL network infra-
structure. 

TIMING DATA LINK 
The TDL is a networking protocol which defines layers 

one through four of the OSI model [4], consisting of the 
physical, data link, network, and transport layers. These 
layers represent a standard conceptual segmentation of 
functionality, the actual implementation doesn’t neces-
sarily have such a clear separation of components. The 
TDL network allows devices connected in a tree structure 
to reliably communicate prioritized timing critical infor-
mation bidirectionally with deterministic timing when nec-
essary. 

Physical Layer 
The TDL physical layer is responsible for the transfer of 

raw data bytes between directly connected systems. Data 
bytes of 8 bits are encoded into symbols of 10 bits using 
the 8b/10b encoding scheme. Symbols are then transferred 
serially one bit at a time, LSB first, at a rate of 8 Gbps. 
Accounting for the encoding overhead, a data throughput 
of 6.4 Gbps is achieved. Data bits are electrically repre-
sented as differential pair CML signals. A link has two AC 
coupled differential pairs, one each for transmitted and re-
ceived data. The 8b/10b encoding scheme keeps track of 
running disparity and ensures sufficient transitions for 
clock recovery and DC balance on the line. Data byte align-
ment is achieved by detecting valid 8b/10b K.28.1 comma 
symbols.  

The CML electrical signal pairs are converted to optical 
signals using an SFP+ module optical transceiver. Each op-
tical transceiver supports two optical fiber connections, 
one for each direction of data transfer. The physical me-
dium for transmission of the optical signals is single-mode 
or multi-mode optical fiber. The optical fiber will make the 
long runs necessary to connect systems separated by a large 
physical distance. 

A key feature of the physical layer is clock recovery from 
the received data. The 8 Gbps data line rate is transmitted 
synchronous to the accelerator master oscillator running at 
100 MHz. A clock and data recovery (CDR) unit inside the 
PHY provides a divided down clock of the line frequency 
to the receiver. This recovered clock is then used as a syn-
chronous copy of the 100 MHz master oscillator clock. 

Data Link Layer 
The TDL data link layer is responsible for transferring 

data words between directly connected systems. No 
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hardware addressing is implemented in the TDL so words 
are transferred between devices in a point-to-point fashion. 
A TDL data word is made up of 64 bits of data. Words are 
transferred one byte at a time in big endian format. Word 
alignment is achieved similarly to byte alignment by de-
tecting K.28.1 comma symbols. A comma symbol appears 
as the least significant byte of every idle word. Other con-
trol (K) symbols may be used for out-of-band signalling to 
facilitate extended functionality such as link latency meas-
urements. 

At least two idle words are guaranteed to be transmitted 
within a 10 µs time interval to support word alignment 
within a reasonable time. Once synchronized, data words 
are transferred at a rate of 100 MHz. Word synchronization 
has the added benefit of phase aligning the recovered 
100 MHz clock with the transmitter clock. This way one 
word is transferred per cycle of the accelerator master os-
cillator. 

Network Layer 
The TDL network layer is responsible for crafting and 

routing data packets between networked systems. A TDL 
data packet is made up of 64 bits of data broken up into 
four 16-bit fields. The fields in a packet are encoded as 
shown in Table 1. Packets are of fixed size matching the 
size of a word and therefore one word always contains ex-
actly one packet. 

Table 1: TDL Data Packet Encoding 

Packet 
Type 

Bits 
63:48 

Bits  
47:32 

Bits 
31:16 

Bits 
15:0 

Data 
Nonzero 

PID 
Data Data Data 

Event 0x0000 0x0000 0x0000 
Event 

ID 

Reserved 0x0000 0x0000 Nonzero Any 

Reserved 0x0000 Nonzero Any Any 

 
The upper field of a packet represents the packet identi-

fier (PID). The PID of 0x0000 is reserved to represent spe-
cial function packets. An event packet is encoded with the 
upper three fields as all zero and the lower field as the event 
code. Packets with nonzero PIDs may use the remaining 48 
bits to encode data as needed. This allows packets to be 
filtered by their PID, or other fields such as event ID (EID), 
to limit unnecessary traffic on network segments where ap-
plicable. 

Devices which generate timing data are referred to as 
timing data generators (TDG). The overall network topol-
ogy follows a tree structure with a global TDG (GTDG) at 
the root node. Timing data packets are broadcast to all con-
nected devices at the next level down the tree structure re-
ferred to as downstream TDGs (DTDG). The DTDGs can 
then filter packets based on their contents and rebroadcast 
the relevant traffic to DTDGs or endpoint devices further 
downstream. Endpoints can be thought of as leaf nodes in 
the tree structure. The network structure can support any 

tree breadth and depth only limited by ports available on a 
DTDG. 

Endpoint devices send packets to an upstream TDG 
(UTDG) towards the GTDG but they must contend with 
each other for access to the limited upstream links. Up-
stream packets are assigned equal priority and are arbi-
trated in a round robin fashion. This introduces non-deter-
minism in upstream packet transmission. The data sent up-
stream to a DTDG can then be rebroadcast downstream to 
other branches of the tree. Packets received from UTDGs 
have the highest priority on the link to facilitate determin-
istic transmission of critical timing data downstream, espe-
cially from the GTDG. Packets being sent upstream for re-
broadcast have the lowest priority when contending for the 
downstream broadcast link which introduces another non-
determinism in upstream data transmission. Locally gener-
ated events and data within a TDG have the second and 
third level of priority, respectively. A block diagram of the 
packet routing logic is shown in Figure 1. Once a packet 
makes it onto the downstream link, it is then guaranteed to 
be delivered with deterministic timing to all devices on the 
subtree. 

 

 
Figure 1: TDL packet routing logic. 

The packet filters may contain many entries each of 
which define a bit mask followed by a pattern match. This 
allows only pertinent fields within a data packet to be 
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masked out and filtered on to match a specific pattern. 
Packets being sent upstream can be rebroadcast locally or 
be sent further upstream. These two routing options are 
mutually exclusive with precedence given to packets head-
ing further upstream. This is indicated in the diagram by 
the arrow from the upstream filter to the local filter repre-
senting a logical gate to prevent replication of packets. 

Transport Layer 
The TDL transport layer is responsible for the reliable 

transmission of datagrams called “Update Frames” at a 
fixed interval. The GTDG generates an update packet fol-
lowed by a timestamp packet once every 10 µs. An Update 
Frame consists of 1000 TDL packets that are transmitted 
during this interval, some of which may be idle words. This 
includes the update packet, timestamp packet, at least two 
idle words, and any additional data packets which may be 
transmitted during this interval. 

Not all devices on the network will receive every packet 
within an Update Frame as some may be filtered out. This 
is a desirable feature of the TDL which helps to conserve 
bandwidth on network segments which only require a sub-
set of the timing data available on the link. Every device 
must receive the update and timestamp packets at a mini-
mum in order to achieve successful reception of an Update 
Frame. Update packets, also called “Update Events” are 
transmitted as event packets with the special EID of 
0x0001. An Update Event can be thought of as the start of 
frame for an Update Frame. It is followed by a timestamp 
packet which contains the current real time clock value. 

Timestamp packets are encoded as data packets with PID 
0xA001 as shown in Table 2 with fields for seconds and 
ticks. The seconds field is a count of the number of seconds 
since the defined time zero and works like Unix time but 
with the beginning of the epoch shifted. This was done due 
to using only 31 bits for the timestamp. For the current 
LLRF update link, the offset between Unix time and UL 
timestamps is 0x3B02DC40 seconds. The rollover of the 
UL timestamps will occur in 2069, rather than in 2038 if 
they had not been offset from Unix time. The TDL 
timestamp epoch will be redefined prior to EIC commis-
sioning to push the timestamp rollover further into the fu-
ture. The ticks field is a count of 10 µs ticks elapsed since 
the last second. 

Table 2: Timestamp Data Packet Encoding 

Packet 
Type 

Bits 
63:48 

Bits 
47:17 

Bits 
16:0 

Timestamp 
PID 

0xA001 
Seconds Ticks 

HARDWARE IMPLEMENTATION 
Implementation of the TDL is achieved by use of CHP 

systems equipped with SFP+ networking daughtercards in-
terconnected by optical fiber. A CHP system can be config-
ured as a GTDG or DTDG, generally referred to as a TDG. 
The TDL network follows a tree structure with the GTDG 
as the root node, DTDG as subtree nodes, and other devices 
as leaf nodes. 

CHP systems make use of Xilinx Ultrascale+ devices for 
their high-speed multi-gigabit transceivers (MGT) and pro-
grammable logic. The MGTs implement the physical TDL 
network electrical interface. Packet filtering and link ag-
gregation are performed in the programmable logic fabric. 
A CHP system equipped with two SFP+ daughtercards will 
constitute a typical TDG implementation. 

CHP Carrier 
The CHP carrier is the main system constituting a TDG. 

It has two slots which each accommodate a special function 
daughtercard. In the configuration as a TDG, both daugh-
tercard sites will typically be populated by SFP+ daughter-
cards. The CHP itself can support up to eight SFP+ con-
nections without any daughtercards fitted. A diagram of the 
datapaths on the CHP is shown in Figure 2 with arrows in-
dicating the directionality of dataflow. The datapaths are 
highly configurable to support many different connection 
configuration options.  

 

 
Figure 2: CHP carrier datapaths. 

The CHP carrier has a Zynq Ultrascale+ SoC with 16 
GTH MGTs and a 12x12 crosspoint switch. Each MGT 
channel implements one transmit and one receive datapath. 
The 16 MGT channels are split up with four connections to 
SFP+ ports, four connections to the crosspoint switch, and 
four connections to each daughtercard site. The crosspoint 
switch also has four connections to SFP+ ports and two 
connections to each daughtercard site. One of the SFP+ 
ports connected to an MGT channel is dedicated to TDL 
fanout with the receiver path fanned out as transmit only to 
each daughtercard site. 

The CHP carrier provides flexible clocking options to 
provide its own 100 MHz reference clock for the MGT 
transceivers either internally, via an external reference, or 
by clock recovery from the TDL. Possible clock sources 
include analog PLLs, a digital PLL, beam synchronous 
clocks, and an external clock. These clocks are all for-
warded to both daughtercard sites as well. 

SFP+ Daughtercard 
The SFP+ daughtercard is analogous to a network switch 

specific to the TDL network. It supports 16 SFP+ ports, 
13 bidirectional ports, and three transmit-only ports for 
unidirectional broadcasting of the TDL. An Artix Ul-
trasale+ FPGA with 12 GTY transceivers is used for link 
aggregation with the aid of two 12x12 crosspoint switches. 
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A diagram of the datapaths on the SFP+ daughtercard is 
shown in Figure 3. The connections to the CHP carrier are 
labelled with the devices to which they connect on the car-
rier side. 

 
Figure 3: SFP+ daughtercard datapaths. 

One MGT channel from the carrier is directly connected 
to another MGT channel on the daughtercard to be used as 
a dedicated chip to chip communication link. The other 
MGT channels and crosspoint switch connections from the 
carrier are all connected to a crosspoint switch on the 
daughtercard for high configurability. Eight of the MGT 
channels are connected to SFP+ ports through a crosspoint 
switch on the transmitter, but directly connected on the re-
ceiver. This allows the downstream data source to be con-
figurable while upstream data will always be sent to the 
FPGA for filtering and aggregation. 

The MGTs include hardware built in for 8b/10b encod-
ing as well as comma symbol detection. This is configured 
to implement data byte alignment and the datapath width is 
configured as 64-bit to provide word alignment as well. 
The MGT also has a CDR unit which provides a recovered 
clock from the received data stream. This clock is 100 MHz 
and synchronous to the accelerator master oscillator as re-
quired. This clock is then forwarded to the programmable 
logic fabric clocking network to support synchronous logic 
operation. 

Packet forwarding and filtering is implemented in pro-
grammable logic using a pattern checking block. This 

block has configuration registers to set the desired patterns 
and enable or disable a fixed number of possible pattern 
entries. Downstream TDL broadcasting is performed in 
programmable logic with the highest priority to meet the 
deterministic timing requirement. Upstream link aggrega-
tion is performed in programmable logic as well using 
round robin arbiters to ensure equal sharing of upstream 
bandwidth between downstream devices. 

Timing Data Generator 
A typical TDG is configured as a CHP system equipped 

with two SFP+ daughtercards. This provides a total of 
40 SFP+ ports for use with the TDL network. It is worth 
noting that other configurations are possible with only one 
or even no SFP+ daughtercards, the CHP carrier by itself 
could potentially function as a TDG. This allows for the 
use of other special function daughtercards in addition to 
or even in place of SFP+ daughtercards. A DTDG will have 
one connection to a UTDG eventually connecting to the 
GTDG at the highest level. The TDG will support the gen-
eration of periodic events such as 1 Hz, 10 Hz, 100 Hz, etc. 
Local events and data can be broadcast by DTDGs to lower 
level subtrees of the network or globally by the GTDG. 

The Update Frame facilitates the synchronous operation 
of many different types of systems connected to the TDL. 
All devices are guaranteed to receive the Update Frames at 
the same time and can then act on the data contained within 
the frame at this known coordinated time interval. The spe-
cific implementation of the TDL network intended for use 
with EIC is shown in Figure 4. It includes the GTDG at the 
highest level with the ESR, HSR, and RCS machines seg-
mented at the first level, which then fan out to the lower 
level systems distributed in different physical areas of the 
accelerator complex. Certain subsystems, such as the had-
ron injector complex, electron injection Linac, and Strong 
Hadron Cooling, will be segmented at the geographic level 
from one of the machine level systems.

 
Figure 4: EIC TDL Network Topology. 
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CONCLUSION 
The upgraded TDL for EIC will be implemented as a sin-

gle networking protocol to consolidate the functions of 
several existing timing distribution links. The tree struc-
tured network will interconnect the various subsystems in 
the accelerator complex. It will reliably distribute timing 
information deterministically and with low latency. The 
TDL provides features such as event and data filtering and 
bidirectional data transfer between devices within the net-
work. The TDG systems will be implemented primarily us-
ing CHP systems and SFP+ daughtercards for link distri-
bution and aggregation. Xilinx Ultrascale+ devices will be 
used to implement the core functionality of the TDL within 
the CHP systems. The network topology very naturally 

lends itself to use within the EIC machine given its strict 
timing requirements and system hierarchy. 
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