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Abstract
Achieving low emittance and high brightness in mod-

ern light sources requires stable beams, which are com-
monly achieved through feedback solutions. The MAX IV
light source has two feedback systems, Fast Orbit Feedback
(FOFB) and Slow Orbit Feedback (SOFB), operating in over-
lapping frequency regions. Currently in MAX IV, a general
feedback device implemented in PyTango is used for slow
orbit and trajectory correction, but an MPC controller for
the beam orbit has been proposed to improve system robust-
ness. The controller uses iterative optimisation of the system
model, current measurements, dynamic states and system
constraints to calculate changes in the controlled variables.
The new device implements the MPC model according to
the beam orbit response matrix, subscribes to change events
on all beam position attributes and updates the control signal
given to the slow magnets with a 10 Hz rate. This project
aims to improve system robustness and reduce actuator satu-
ration. The use of PyTango simplifies the implementation of
the MPC controller by allowing access to high-level optimi-
sation and control packages. This project will contribute to
the development of a high-quality feedback control system
for MAX IV accelerators.

INTRODUCTION
MAX IV Laboratory is a fourth-generation synchrotron

light-source facility comprising a 3 GeV storage ring, a
1.5 GeV storage ring, and a linear accelerator, which serves
a dual role as a full-energy injector into the storage rings
and as the driving source for the Short Pulse Facility. An-
nually, the laboratory accommodates approximately 1000
users spanning academia, research institutes, industry, and
government agencies, all of whom gain access to the facil-
ity through dedicated user access programs. Remarkably,
MAX IV consistently delivers beam currents of 400 mA
and 500 mA on the 3 GeV and 1.5 GeV storage rings, respec-
tively, meeting the diverse experimental requirements of its
user community.

The control system at MAX IV is structured in a three-
layer architecture. At its core, the middle layer employs
the TANGO[1] distributed control framework, effectively
serving as the interface between the multitude of equipment
within the facility and the oversight of their operations. Cru-
cial tasks are managed by dedicated hardware components,
ensuring reliable and precise operation. Above everything,
∗ carla.takahashi@maxiv.lu.se

from top client layer, users are able to employ Python and
Matlab scripting languages to interface with the TANGO
system.

Orbit Feedback on MAX IV
Transverse stability of the beam is an important aspect of

achieving the low emittance and high brightness goals of any
modern light source. This is commonly achieved via feed-
back solutions but the implementations vary; at the MAX
IV light source there are two separate feedback systems
working together in two different but overlapping frequency
regions as well as sets of sensors. The Fast Orbit Feedback,
so named because of its 10 kHz repetition rate, is capable
of attenuating noise up to 50 – 150 Hz in the most critical
regions. This is hardware-based controller based on Libera
Brillance Plus beam position monitor systems. However, it
also has the disadvantage of relying on relatively weak actu-
ators that easily saturate. The SOFB controller, which on its
own handles noise and orbit drifts from DC up to roughly
50 mHz, therefore also periodically off-loads the FOFB. It
also covers the complete set of sensors. In contrast to the
FOFB the SOFB, working at much lower rates, could be
and was implemented in software as a feedback device in
TANGO [2, 3].

The sensors of the both the FOFB and the SOFB systems
are Beam Position Monitors (BPMs), for the horizontal and
vertical planes, which are read out using commercial Libera
Brilliance Plus electronics. Overall, there are 200 BPMs
in the 3 GeV ring for each of the horizontal and vertical
planes and 36 BPMs per plane on the 1.5 GeV ring. These
devices are interfaced in TANGO and the beam positions in
both planes are available as attributes. The attributes push
events at the 10 Hz rate of the slow Libera data acquisition
stream, which provides 2 Hz BW position data. The events
are are timestamped according to the local clock in the Libera
crate, which is synced via NTP, so the position data from
all BPMs are read and pushed every 0.1 s stamped with the
same hardware time [4].

The actuators in the SOFB are the slow corrector magnets
controlled by ITest BILT BE2811 power supplies. There are
380 power supplies in the 3 GeV ring, in which 200 drive
horizontal plan magnets and 180 are used in the vertical
plane, and 72 in the 1.5 GeV ring, 36 in each plane. Previ-
ous timing studies were performed to confirm that these can
handle remote commands to change the current output at
10 Hz. However the power supplies of the corrector magnets
often saturate, which sometimes require human intervention
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to drive the system into a working condition. Thus, an al-
ternative control strategy became necessary to improve the
orbit correction system’s robustness and reliability.

Model Predictive Control
Model Predictive Control is type of controller that, as

indicated by its name, predicts the expected response of
the dependent variables of the modeled system to changes
on the independent variables. Overall, MPC uses an itera-
tive optimization of the model system to compute a control
signal by minimizing the control cost for a given horizon
time [5, 6]. At each iteration point, the MPC uses the current
measurements of the plant variables, dynamic states of the
system (such as the ones given by Kalman Filters), MPC
models and the constraints of the system to calculate changes
of the dependent variables in the given horizon. With this,
the controller attempts to keep the dependent variables on
target, while respecting all system constraints. In general, at
each iteration, the MPC should apply only the first change
predicted for the independent variables and reevaluate all
predictions on the next iteration.

One of the most significant advantages of MPC is that the
controller explicitly handles constraints which can be physi-
cal limits or safety limits on states and control signals [7].
Fundamentally, MPC also borrows many characteristics of
optimal control which provides robustness against modelling
imprecision and nominal stability under specific constraints.
Due to the same underlying reason, MPC also inherently
handles multi-input multi-output (MIMO) plants and time
delays. Furthermore, known disturbances can be incorpo-
rated into the MPC to improve the controller response [6].

CONTROL SYSTEMS BACKGROUND

Model Predictive Control Design
Similarly to optimal control methods, the implementation

of an MPC requires a model of plant to be controlled. This
can be a linear discrete model, which can be described by a
state space representation such as in Eq. (1) [5, 7]:

𝑥𝑘+1 = Φ𝑥𝑘 + Γ𝑢𝑘

𝑦𝑘 = 𝐶𝑥𝑘
(1)

in which 𝑥𝑘 ∈ ℝ𝑛 are the states at time 𝑘, 𝑢𝑘 ∈ ℝ𝑚 are the
control signals at time 𝑘, 𝑦𝑘 ∈ ℝ𝑙 are the outputs at time 𝑘,
and Φ ∈ ℝ𝑚×𝑚, Γ ∈ ℝ𝑚×𝑛 and 𝐶 ∈ ℝ𝑙×𝑚 are the model
state, input and output matrices.

Model Predictive Control uses models to explicitly pre-
dict future plant behaviour. For this purpose, the MPC, at
time 𝑘, solves an open loop optimal control problem over
a predefined finite horizon and apply the first control sig-
nal. Afterwards, for the time 𝑘 + 1, it repeats the same
procedure using previous optimal solution as initial guess.
Essentially, the estimation of any given state can be deter-
mined by Eq. (2) and, analogously, the prediction of a state

over a finite horizon 𝐻𝑝 is obtained according to Eq. (3):

𝑥𝑘 = Φ𝑘𝑥0 +
𝑘−1
∑
𝑗=0

Φ𝑗Γ𝑢𝑘−1−𝑗 (2)

𝑥𝑘+𝐻𝑝
= Φ𝐻𝑝𝑥𝑘 +

𝐻𝑝−1

∑
𝑖=0

Φ𝑗Γ𝑢𝑘+𝐻𝑝−1−𝑗 (3)

Thus, the predicted system output is given by:

𝑦𝑘 = 𝐶 ⎛⎜
⎝

Φ𝑘𝑥0 +
𝑘−1
∑
𝑗=0

Φ𝑗Γ𝑢𝑘−1−𝑗
⎞⎟
⎠

(4)

𝑦𝑘+𝐻𝑝
= 𝐶 ⎛⎜⎜

⎝
Φ𝐻𝑝𝑥𝑘 +

𝐻𝑝−1

∑
𝑖=0

Φ𝑗Γ𝑢𝑘+𝐻𝑝−1−𝑗
⎞⎟⎟
⎠

(5)

Considering that the primary objectives of a control feed-
back system are the minimization of the tracking error and
control cost, MPCs solve minimization constrained prob-
lems in which the objective cost function aggregates the
estimation error and the control changes [5, 7], as shown in
Eq. (6):

𝐽 =
𝑘+𝐻𝑝−1

∑
𝑖=𝑘+1

𝑒𝑇
𝑖 𝑄1𝑒𝑖 +

𝑘+𝐻𝑢−1
∑
𝑖=𝑘

Δ𝑢𝑇
𝑖 𝑄2Δ𝑢𝑖 + 𝑒𝑇

𝑘+𝐻𝑝
𝑄𝑓𝑒𝑘+𝐻𝑝

(6)
in which, the error is defined in Eq. (7), and the control
signal change is defined in Eq. (8).

𝑒𝑘 = 𝑦𝑘 − 𝑦𝑟𝑒𝑓 (7)

Δ𝑢𝑘 = 𝑢𝑘 − 𝑢𝑘−1 (8)

The parameters 𝐻𝑝 and 𝐻𝑢 are the prediction and control
horizons, respectively, and the matrices 𝑄1, 𝑄2 and 𝑄𝑓 are
the state error, control signal and terminal state penalty func-
tions. Therefore, it is possible to state that the first term
penalizes tracking error, the second term penalizes control
signal changes and the third therm penalizes the terminal
state error. Finally, the optimization problem can be written

Figure 1: MPC bock diagram.
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according to Eq. (9) and the MPC controller can be illus-
trated with the diagram in Fig. 1 [5, 7].

min𝑥,𝑢 𝐽 =
𝑘+𝐻𝑝−1

∑
𝑖=𝑘+1

𝑒𝑇
𝑖 𝑄1𝑒𝑖 +

𝑘+𝐻𝑢−1
∑
𝑖=𝑘

Δ𝑢𝑇
𝑖 𝑄2Δ𝑢𝑖

+ 𝑒𝑇
𝑘+𝐻𝑝

𝑄𝑓𝑒𝑘+𝐻𝑝

s.t. 𝑥𝑘+1 = Φ𝑥𝑘 + Γ𝑢𝑘

𝑦𝑘 = 𝐶𝑥𝑘

̄𝑥 = 𝑥0

|𝑥| ≤ 𝑥max

|𝑢| ≤ 𝑢max

(9)

Mid-Range Control
Often, the control of real-world plants can become very

complex due to their structure, restrictions and requirements,
thus bottom-up strategies allow high-level control systems to
be designed with interconnected standard control loops. In
this context, the architecture of the control system will vary
according to the available sensors, actuators and observable
states. When multiple sensors are available for a single con-
trol signal, a Cascade control strategy can be implemented.
Analogously, the dual problem where multiple actuators
are available to control a single measured target allows the
development of a mid-range control architecture [8].

SLOW ORBIT FEEDBACK MODEL
PREDICTIVE CONTROL DEVELOPMENT
Controller Design

Orbit Model In the context of the Slow Orbit Feedback
control, the beam orbit is monitored by the BPMs, which will
be considered our sensors or output values, and the corrector
magnets are the actuators, therefore the control signal is the
current applied by the power supplies that drive them. Thus,
the system model should reflect the relation between the
BPMs and the corrector magnets currents. This relationship
is commonly referred as Response Matrix (𝑅). At MAX IV,
the response matrix is highly linear on the operational range
and the Horizontal and vertical plane a almost completely
decoupled. This allows the control system to be divided
into two complete separated subsystems per storage ring.
Essentially, the plant can be well described by Eq. (10) [3]:

𝑦𝑘 = 𝑃𝑦 (𝑧) 𝑅𝑃𝑢 (𝑧) 𝑢𝑘 + 𝑑𝑘 (10)

where 𝑃𝑦 (𝑧) and 𝑃𝑢 (𝑧) are diagonal matrices containing the
sensor and actuator dynamics, respectively, and 𝑑 represent
orbits disturbances. The ring model (10) can be rewritten
according (1) as:

𝑥𝑘+1 = Φ𝑥𝑘 + 𝑅𝑃𝑢 (𝑧) Δ𝑢𝑘

𝑦𝑘 = 𝑃𝑦 (𝑧) 𝑥𝑘
(11)

in which Φ, 𝑃𝑦 (𝑧) and 𝑃𝑢 (𝑧) are considered, at the moment,
identity matrices. Thus, the constraints of the optimization

model in Eq. (9) can be defined according to plant physical
constraints. The actuators power supplies saturation limits
are symmetrical around zero and are used to define 𝑢max. The
maximum allowed position deviation around the reference
can be used to define 𝑥max.

RF Adjustment At the same time, the corrector mag-
nets cause a energy shift along the longitudinal plane of the
beam, which described by the orbit lengthening model [7,
9]. This change in energy comprises a linear and a quadratic
component, where the quadratic component is negligible
compared to the linear component, thus allowing the it to be
described by Eq. (12):

Δ𝐸
𝐸 = − 1

𝐿0𝛼𝜂𝑇
𝐴𝑢 (12)

where 𝜂𝐴 is given by the dispersion function, 𝐿0 is the cir-
cumference of the storage ring and 𝛼 is the momentum com-
paction factor. This beam distortion can be compensated by
adjusting the orbit frequency according to Eq. (13):

Δ𝐸
𝐸 = − 1

𝛼
Δ𝑓
𝑓 (13)

where
Δ𝑓𝑘 = 𝑓𝑘 − 𝑓𝑘−1 (14)

However, the change of the radio frequency also affects the
position of the beam according to Eq. (15):

Δ𝑦 = − 1
𝛼𝜂𝑇

𝑆Δ𝑓 (15)

where 𝜂𝑆 is given by the dispersion function of the BPMs
and describes how much a change in the frequency affects
the sensor readings. Thus, the plant model can be extended
to include the Rf compensation terms resulting the the fol-
lowing Eq. (16) [7]:

[ 𝑥
𝑥𝑓

]
𝑘+1

= 𝐼 [ 𝑥
𝑥𝑓

]
𝑘

+ ⎡⎢
⎣

𝑅 − 1
𝛼𝜂𝑆

− 1
𝐿0𝛼𝜂𝑇

𝐴 − 1
𝛼𝑓

⎤⎥
⎦

[Δ𝑢
Δ𝑓]𝑘

[ 𝑦
Δ𝐸
𝐸

]
𝑘

= 𝐼 [ 𝑥
𝑥𝑓

]
𝑘

(16)

FOFB Offloading The integration with the Fast Orbit
Feedback Control is done during two different stages. First,
at every iteration of the slow orbit feedback, the fast orbit
expected sensor values are updated to match the next values
estimated by the MPC, one step ahead. However, the fast
correctors rely on relatively weak actuators that easily satu-
rate. To mitigate this issue the slow orbit feedback system
adjusts the operational point of the FOFB back into the mid-
dle of the operation range, in a process named here FOFB
offloading that happends every 5 s. For that purpose, the
average error of the BPMs computed by the fast orbit control
loop is subtracted from the sensor reference, which forces
the slow orbit control loop to apply a stronger correction
compensation towards the point where the FOFB is actually
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Figure 2: Orbit feedback control system diagram.

operating. With this, the corrections that were done by the
FOFB are overtaken by the SOFB, reducing the load on the
FOFB.

In a comprehensive sense, the Orbit feedback system can
be implemented as a mid-range control architecture where
the SOFB and FOFB loops are interconnected, as repre-
sented in Fig. 2.

Tango Device Implementation
The SOFB MPC controller was implemented in the dis-

tributed system layer using PyTango [10] framework, which
is the Python module that exposes to Python the complete
Tango C++ API. This allowed the employment of the do-
mpc [11] open-source toolbox for robust model predictive
control.

Figure 3: State machine pf the SOFB MPC Tango Device.

The state machine of the the SOFB MPC controller, in
Fig. 3, allows the controller to transition between STANDBY,
ON and MOVING states through user triggered commands.
When the controller is on STANDBY, it is completely con-
figured but is not performing any calculations or adjusting
the control signal. The ON state implies that the controller
is calculating the control signal for the current input signals
but the correction is not being applied. When MOVING,
the controller is calculating the correction and applying the
changes on the control signal. Whenever a transition to the

MOVING state occurs, the MPC data history is cleared to
prevent outdated estimations, therefore the initial values of
the states are updated with the current sensor values [12].
The ALARM and FAULT states indicates that the device is
not operating properly. While the ALARM state indicates a
transient issue which allows the device to return to operation
after the problems are resolved, the FAULT state, however,
indicates are more sever issue which requires re initialization
and reconfiguration of the Tango device.

The sensor readout is event based, in this context, the
device has a dedicated thread in which the event listeners
captures change events sent by the Libera BPM devices on
the position attributes. The thread proceeds to aggregate the
all the events received according to the timestamp of each
event [12], as illustrated in Fig. 4. In this context, the sensor
values are considered valid when events were received from
all BPMs within a tolerance time frame.

Figure 4: Sensors events handling.
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CONTROLLER APPLICATION AT MAX IV
SOFB MPC Device Setup

The configuration and initialization with the device can
be done through Tango’s standard GUIs, Jive and Atk Panel,
additionally the PyTango Client API in Python or its Matlab
binding can be used to interact with the Device. The Inter-
lock, RF adjustment and FOFB device name configurations
are done through properties stored on the Tango Database,
therefore they can be defined in Jive. All other parameters
of the controller and model, including sensor and actuators
devices names are stored in device attributes and need to
configured whenever the device is started, with the aid of
the ATK Panel or by using a script in python or Matlab.

Control Loop Response
The MPC controller Tango Device was tested on storage

rings of MAX IV during non user delivery weeks. Within
this particular circumstance, the beam orbit could, mainly,
be subjected to anticipated disturbances.

(a) Sensor values

(b) Actuator values

(c) Actuator Values minus offset

Figure 5: MPC tests on the 3 GeV ring horizontal plane with
initial states distant from set point.

During the tests on the storage rings horizontal planes, it
was noticed that the initial overshoot is significant and, ide-

ally, this should be reduced. For instance, on the 3 GeV ring
the overshoot is around 200 µm, as shown in Fig. 5a, which
is a significant deviation of the beam position which leaves
little margin to the safety limits of the plant and approaches
a beam dump condition. Furthermore, the amplitude of the
overshoot significantly depends on the initial conditions of
the plant, as observed in Fig. 6a, if the initial states are closer
to the optimal ones, the overshoot is significantly smaller,
around 2 µm. However, this also indicates that the initial
overshoot might actually cause a beam dump if the initial
states are sufficiently far from the optimal ones.

(a) Sensor values

(b) Actuator values

(c) Actuator Values minus offset

Figure 6: MPC tests on the 3 GeV ring horizontal plane with
initial states near set point.

It was possible to simulate slow disturbances by ramping
down the fast correctors to zero while the FOFB system
was off. On Figs. 5 and 7, it is possible to see that the the
MPC responded to the disturbance with small variation on
the control signal and minimal disturbance on the sensor
readings. Since the FOFB system works at a much higher
frequency and rely on faster sensors, it will react to some
noise that is filtered on the SOFB, Therefore the fast orbit
control loop introduces some noise into the system when
it is turned on during a steady state operation without any
disturbances as observed ion the tests in Figs. 5, 6 and 7.
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(a) Sensor values

(b) Actuator values

(c) Actuator Values minus offset

Figure 7: MPC tests on the 1.5 GeV ring horizontal plane.

During steady state operation, the MPC controller pre-
sented good performance and low levels of noise, when ex-
ternal disturbances were not present. Some of the actuators
started working nearer the saturation limits but did not satu-
rate. During tests, it was possible to noticed that the MPC
was capable of recovering the orbit from disturbances that
shifted the beam to positions where the traditional controller
could not operate without saturating the actuators. Further-
more, the MPC was able to recover the orbit when some
actuators were saturated. Since Δ𝑢 was one of the MPC
optimization model parameters, the control signal variation
should be limited on steady state operation. This can be
observed on Figs. 5c, 6c and 7c, where the mean, or offset,
of the each control signal was subtracted from it.

FUTURE DEVELOPMENTS
There are clear possible improvements to the MPC device.

Initially it is possible to extend the model to incorporate tran-
sient characteristics of the sensors and actuators, this would
increase the prediction horizon and improve the controller
response, specially on higher operational rates. Furthermore
it is possible to improve the initial estimation of the system
by incorporating the current value of the actuators as well.

Additionally, uncertainty and disturbance models can be
added to the controller in order to improve prediction with
longer horizons.

CONCLUSION
The MPC controller achieves good error levels on steady-

state operation and has a fast response on transitions. The
overshoot in transitions, specially on the start of the control
action, can be mitigated with more strict constraints on the
state values, furthermore, the incorporation of the current
actuator values on the initial estimation may also improve
this. As expected, the MPC causes the controller to work
closer to the saturation point of the actuators without reach-
ing it. Additionally, the controller is capable of recovering
from undesired states without saturating the actuators.
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