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Abstract
The beamlines of the Swiss Light Source (SLS) predomi-

nantly rely on EPICS standards as their control interface but
in contrast to many other facilities, there is up to now no stan-
dardized user interfacing component to orchestrate, monitor
and provide feedback on the data acquisition. As a result,
the beamlines have either adapted community solutions or
developed their own high-level orchestration system.

For the upgrade project SLS 2.0, a sub-project was initi-
ated to facilitate a unified beamline and experiment control
system. During a pilot phase and a first development cy-
cle, libraries of the Bluesky project were used, combined
with additional in-house developed services, and embed-
ded in a service-based approach with a message broker and
in-memory database. Leveraging the community solutions
paired with industry standards, enabled the development of a
highly modular system which provides the flexibility needed
for a constantly changing scientific environment. One year
after the development started, the system was already tested
during many weeks of user operation and recently received
the official approval by the involved divisions to be rolled
out as part of the SLS 2.0 upgrade.

INTRODUCTION
The beamline and experiment control system is defined

as the software layer tasked with the orchestration and the
monitoring of the data acquisition routines and acts as the pri-
mary interface for the beamline scientist and users of a larger
research facility. At the Swiss Light Source (SLS), Paul
Scherrer Institute, Switzerland, this layer was initially often
merged with the underlying control system, e.g., EPICS [1]
resulting in EPICS as a control system and orchestration sys-
tem. However, throughout the operation of the SLS, beam-
lines frequently developed or adopted high-level tools as
dedicated orchestration systems. Yet in contrast to other
facilities, the SLS currently does not provide a standard-
ized interface for all beamlines. As a result, a large variety
of solutions are currently in operation, inter alia SPEC [2],
DA+ [3], FDA [4], PShell [5], GDA [6].

As these solutions were mostly driven and maintained by
the beamline scientists themselves, it has led to an environ-
ment in which the beamlines were able to quickly adapt their
acquisition routines to changes of the overall requirements.
However, it also created an environment where sharing de-
vices, feedback loops and data analysis routines between
beamlines was frequently hindered by incompatible inter-
faces of the bespoke orchestration system. Additionally,
already challenging topics such as FAIR (Findable, Acces-
sible, Interoperable, and Reusable) data, the integration of
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high-throughput devices or a more automated control of the
beamline were hindered further by the increased complexity
of supporting various high-level interfaces.

To remedy these shortcomings, a project was initiated to
investigate the feasibility of leveraging the SLS 2.0 upgrade
program and unifying these interfaces [7, 8]. Starting with
the functional and non-functional requirements given by the
beamline scientists, the users, and the support groups, the
Beamline Instrument Support Software (BLISS) [9] and the
Bluesky framework [10], two well-known experiment con-
trol systems were chosen to be investigated more thoroughly.
Although these two solutions have a similar software archi-
tecture, their actual implementation and core concepts differ
vastly. Fundamentally, both solutions rely on a Python-based,
monolithic main component for steering and monitoring the
acquisition. Events and metadata streams are forwarded to
a dedicated message broker system (Redis [11] for BLISS,
Kafka [12] for Bluesky). Another similarity is that the file
writer on a production system should be listening to the
message broker events instead of being attached to the core
components directly to avoid performance penalties.

BLISS, marketed as an “all-in-one” solution [13], pro-
vides a plethora of features with a tight integration into the
BLISS ecosystem. The Bluesky framework on the other
hand provides fewer features out of the box but relies on a
more modular environment, where components can be easily
reused without committing into a fully-fledged ecosystem.
BLISS is shipped with support for Tango [14] devices, yet
often relies on direct device control interfaces. The Bluesky
framework on the other hand uses Ophyd, a hardware ab-
straction layer on top of existing control systems. Although
Ophyd was clearly designed with EPICS in mind and sup-
ports many different types of EPICS interfaces out of the box,
Ophyd can also be used to integrate Tango devices and even
custom communication protocols, bypassing the underlying
control system.

As the SLS will keep using EPICS as a primary control
system after the SLS 2.0 upgrade, a good support for EPICS
devices is crucial for a successful adoption of a high-level
interface. Although EPICS is predominantly used and is
the only officially supported control system at PSI, various
custom devices bypassing the EPICS layer have also been
implemented. As a result, a hardware abstraction layer such
as Ophyd provides a much-needed layer to standardize the
diverse landscape at PSI.

ARCHITECTURE
Following the initial evaluation phase, a prototype project

was launched to investigate the potential integration of cer-
tain Bluesky components into a service-oriented architec-
ture. The reconfiguration of selected Bluesky components
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Figure 1: Architecture diagram. In contrast to other existing experiment orchestration systems, BEC relies on a service-
oriented backend server with multiple smaller services and Redis as a central message broker and in-memory database.
More-over, any client can be considered as another service to the entire system with access to the same message broker
instance.

facilitated the creation of a client-server architecture, with a
message broker serving as its core component. To stream-
line access to device data and status information, Redis was
introduced as a replacement for Kafka. In this prototype ar-
chitecture for the Beamline and Experiment Control (BEC),
Redis not only assumes the role of a message broker but also
functions as an in-memory database.

The adoption of a client-server architecture was deliber-
ate, as it offers a distinct separation between the software
stack of user interfaces and core services [8, 15–18]. This
separation provides a high degree of flexibility for future
modifications. Furthermore, the client-server approach sim-
plifies the development of new interfaces by delegating the
detailed orchestration tasks to the BEC server, Fig. 1. Con-
sequently, interface developers can program against a client
library without needing to delve into the intricacies of the
underlying architecture. This approach not only acceler-
ates development cycles for experienced professionals but
also empowers less experienced contributors to create new
interfaces tailored to their specific use cases.

In addition to adopting a client-server architecture, the
central components have been broken down into a series of
smaller, interconnected services that communicate through

Redis. This approach provides a dynamic and modular
framework that can swiftly adapt to evolving requirements.
Its core services are:

• Scan Server �The Scan Server acts as the primary in-
terface for user requests, tasked with the choreography
of the data acquisition. It checks the incoming requests
for validity, assembles scan instructions, executes them
and if necessary, publishes device instructions to Redis.
It comprises dedicated components for the scan guard,
the scan assembler, the scan queue and its scan worker.
Although by default only the primary queue is set up,
separate queues can be added, and their corresponding
workers are added and removed automatically. This
allows for multiple, independent scan queues if parallel
activities are required.

• Device Server This service provides a thin layer on
top of Bluesky’s Ophyd library to support remote pro-
cedure calls (RPC) through Redis. It listens to device
instructions sent to Redis and performs the specified
operations on Ophyd objects. The available Ophyd
objects are determined by loading a device configu-
ration, either through the client, e.g., through yaml
files, or from the connected database (BEC DB, Fig. 1).
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Providing Ophyd objects through a service layer also
facilitates sharing access to devices that require a direct
socket connection, bypassing the EPICS layer.

• Scan Bundler Data streams in a control system are
inherently asynchronous. Yet, to simplify the user feed-
back and data analysis, asynchronous readouts are of-
ten synchronized afterwards. The Scan Bundler creates
such synchronization barriers based on metadata en-
tries of the individual readouts (e.g., point IDs or time
stamps) and broadcasts these synchronized readings as
a new data stream to the BEC system.

• File Writer �Beyond simply writing NeXus-
compatible [19] metadata entries to disk, the file writer
also adds external links to the NeXus master file to any
other large data file, such as detector files. The internal
NeXus structure can be adjusted using customizable
plugins to comply with a desired NeXus application
definition.

• SciHub connector �A service to connect a BEC in-
stance to external cloud services such as an electronic
logbook (SciLog), a data catalogue and archiving solu-
tion (SciCat) and the BEC database.

• Data Analysis Pipeline �While simple data process-
ing routines such as live data fitting using e.g., LM-
fit [20], can be performed directly on the server, more
computationally expensive operations can be controlled
e.g., through Slurm [21] jobs. Alternatively, any pro-
cess with access to Redis can react to live events and
trigger analysis pipelines. Results or metadata thereof
can be fed back into the BEC and potentially used to
dynamically adjust the data acquisition.

PROTOTYPE DEVELOPMENT
The prototype development of the new software started

in May 2022, primarily using device simulations and the
LamNI [22] endstation. This setup was chosen as it covers
many aspects of the desired BEC system and provides a high
availability for offline tests without interfering with user
operation. Beyond a sheer proof of principle, the aim was
to develop the BEC system with rapid feedback loops from
the beamline. However, to narrow the scope, the aim was
limited to previously integrated devices in EPICS or SPEC
and existing acquisition routines. Building a large collection
of unit tests and end-to-end tests paired with continuous
integration further allowed to create a stable system despite
the rapid development phase.

Ptychographic Laminography Experiments
LamNI is a dedicated endstation for ptychographic

laminography. Its primary focus lies on measuring high-
resolution images of planar samples by means of ptycho-
graphic phase retrieval. Frequently, these measurements
are combined with diamond quarter wave plates positioned
before the setup, facilitating measurements using X-ray mag-
netic circular dichroism (XMCD) [23]. The primary compo-
nents are bypassing the EPICS layer and thus direct commu-

nications are established to Galil, SmarAct and an in-house
developed, Linux-based controller. All components were
integrated as devices in Ophyd. The detector, an Eiger 1.5
M, in-vacuum detector (PSI), was integrated using a boot-
strap approach: Leveraging Redis’s in-memory database,
Ophyd devices can set themselves up during “staging” cf.
Ref. [24], for the upcoming measurement. This approach
was extensively used during SAXS/WAXS imaging experi-
ments described in the next section.

Although the LamNI endstation also supports step scans,
the typical data acquisition during user operation of pty-
chographic laminography beamtimes leverages hardware-
controlled acquisitions for improved performance. Within
the Bluesky framework and in particular Ophyd, these ac-
quisitions are supported through the additional fly scan in-
terface. Using BEC, the simple “kickoff” functionality of
Bluesky’s Ophyd library was extended to read out all de-
vices, including the “flyers” during the acquisition. The
direct feedback also facilitated the development of graphical
user interfaces showing the progress of the scan in real time.
During the development and the integration phase, it was
noticed that compared to the previous implementation using
SPEC, the new system reduces the internal overhead signif-
icantly, sometimes leading to devices not yet being ready.
These problems were remedied by adding additional status
checks to the Ophyd devices.

In addition to the scan server plugins for LamNI-specific
scan routines and Ophyd device classes, IPython-based
client interfaces were added to simplify the set-up of new
acquisitions.

After a first evaluation in August 2022, the decision was
made to test the BEC system during user operation at the
cSAXS beamline, SLS, in November 2022.

During a week of user operation, the laminographic imag-
ing was paired with XMCD. Moreover, a heating element
provided by the users was integrated ad-hoc and used to
temperature-cycle magnets. After a successful week of oper-
ation, the beamline staff decided not to switch back to SPEC
for subsequent LamNI beamtimes. As a result, BEC was
used for four and a half weeks of user beamtime with five
different user groups in April and May 2023.

SAXS / WAXS Imaging Experiments
To further explore and test BEC using other acquisition

techniques, BEC was used for another set of experiments
again at the cSAXS beamline in September 2023 right before
start of its 18 months long shutdown. For two and a half
weeks, five different user groups performed various imaging
experiments. For the measurements, a focused X-ray beam
of a few tens of microns was used to raster scan samples with
extensions in the mm or cm range, while multiple different
detectors were used to capture different signals, i.e. small
angle X-ray scattering (SAXS), wide angle X-ray scattering
(WAXS), X-ray fluorescence (XRF) and transmission signal
of the direct beam. Furthermore, BEC was used to acquire
SAXS tensor tomography datasets [25] in two of the above
mentioned five beamtimes.
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Figure 2: Trigger Scheme. Using a global trigger mechanism facilitates a high level of synchronization whilst minimizing
the beamline-specific modifications to the BEC system.

All scans, including time scans, step scans, burst scans
and fly scans were implemented using the same hardware
configuration with synchronized data acquisition by using a
universal trigger. SAXS, XRD and XRF detectors as well
as scalar readouts were operated in gating mode where the
acquisition is steered by TTL pulses generated by Digital
Delay Generators (DDGs) as shown in Fig. 2.

For efficient raster scanning, BEC-controlled fly scans
were implemented such that in contrast to the previously
described LamNI setup, no dedicated hardware controller
was used to steer the fly scan. The current implementation
is compatible with any motor that allows control of accelera-
tion time and target speed. This framework was further used
to write a 2D grid fly scan. Compared to the previous im-
plementation in SPEC, BEC reduced the internal overhead
by around 60 %.

Another advantage in the integration of BEC for the cur-
rent experiments was that the described trigger scheme of
Fig. 2, facilitated to move any beamline specific logic to a de-
vice level and follow a bootstrap approach for initiating data
acquisition. This approach not only works for any scan type,
but it also simplifies the development of new scan routines.

Figure 3 illustrates the bootstrap approach for the data ac-
quisition using the example of a fly scan: BEC starts a scan
by first staging all devices, which is accomplished by publish-
ing a message in Redis that is picked up by the device server
and the instruction is performed on the devices accordingly.
During staging, the devices pull the required information
about the requested scan directly from Redis and prepare
themselves for the upcoming acquisition. For detectors, this
may include setting up the data backend and file write ser-
vices. Once all devices have been set up successfully, BEC
triggers the acquisition based on the type of scan. For the
implemented software fly scan, BEC initiates the motion of
the flyer motor before sending a second trigger with a delay
calculated based on stage velocity to the delay generator that
initiates the data acquisition. For the 2D scan, it further ini-
tiates the motion to the start of the next line before repeating
the same type of motion again. The bottom right of Fig. 3
shows a microscope image of a 3D printed nanocomposite,
in addition to the four different contrast modes that were
measured simultaneously, SAXS/XRD/XRF/transmission.
They clearly show that individual lines nicely follow sample
features, even though the stages in use were not encoded.

Figure 3: Scan procedure using a bootstrap approach. All devices are prepared for the data acquisition during “stage”
instruction. To this end, the required information is pulled independently from Redis and used to initialize the device. The
trigger mechanism following a global triggering scheme in which delay generators are used to synchronize the acquisition
for all time-critical components. Finally, the during “unstage” all devices check independently their status and reset if
necessary.
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Figure 4: Live plot of wave forms and interpolated data.

At the end of a scan, BEC requests a clean-up procedure
for all devices, unstage, which includes a report from all de-
vices whether this procedure was successful. For detectors,
this included for instance a check whether detector and data
backend has acquired the expected number of points and
allowed us to automatically decide whether BEC moves on
to the next scan in the queue or initiates an automatic repeat
of an unsuccessful acquisition. In principle, this may even
host information or logic from fast live feedback systems that
decide on their own whether the acquired data is sufficiently
good for further data analysis.

INTEROPERABILITY
From the beginning, the BEC system was set up to fa-

cilitate the interaction with already existing or envisioned
tools at PSI. In the following, two examples are described to
demonstrate BEC’s interoperability.

Live Feedback
A central component of any experiment orchestration

system is the ability to provide live feedback on the on-
going measurement. While the command-line interface can
achieve it by means of tables and progress bars, more de-
tailed views are commonly moved to dedicated graphical
user interfaces (GUI).

Previously, many control panels at PSI have been devel-
oped using Qt [26] and caQtDM [27]. Therefore, the Qt-
Designer [26], a graphical, high-level tool to compose new
graphical user interfaces by means of arranging widgets has
been widely used and is familiar to many beamline scientists.
For BEC, we aim to build on top of this existing knowl-
edge and pair it with caQtDM’s Python-based alternative
PyDM [28]. In addition to providing a datasource plugin for
BEC to enable PyDM widgets to communicate with BEC
resources, customized interfaces can be developed using

Figure 5: Live feedback for SAXS imaging. The azimuthally
integrated data is plotted on the top left. By changing the
location and width of the ROI selector, a different q-range
can be used for the live preview (bottom left).

the same software stack of PyQt5 [29] and PyQtGraph [30].
These bespoke tools can often be composed from more gen-
eralized, modular widgets.

Beyond receiving events from BEC and merely plotting
waveforms as shown in Fig. 4, GUI events can be used to
emit new events to BEC, triggering new data acquisitions,
movement of devices or even modifications to the data pro-
cessing pipelines by means of using the client library. Fig-
ure 5 is an example where the live data processing is steered
by the user’s interaction with the graphical user interface:
While the top left plot updates the incoming processed data
stream of azimuthally integrated detector data, its region
of interest selector can be used to select a q-range for the
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live visualization of the sample as shown in the bottom-left
plot. All components shown in Fig. 4 and Fig. 5 are modular
plugins that are simply connected to a specific event stream
of BEC, enabling customized solutions for beamline whilst
minimizing the overall development effort.

SciLog
To facilitate recording the experiment for the users and

staff BEC can also be integrate to an electronic logbook. At
PSI, SciLog is available to assist users in capturing their
intention during their experiments at large research facili-
ties. As such, it provides a simple to use web interface to
capture and annotate notes. The frontend is currently based
on Angular 14, the backend uses Loopback 4 paired with
MongoDB.

Even though logbooks are displayed as discrete entities in
SciLog, underneath they are mere database queries that can
be further adjusted. Therefore, users can query any of their
entries in the database and display them in a new logbook
view. To simplify the search, entries can be further annotated
with tags.

Within BEC, a connection to SciLog and the logbook
of the currently running experiment is established. Using
SciLog’s Python interface, the BEC can be used to send new
messages to SciLog. During automated beamline checks,
the SciLog interface is used to automatically document the
beam loss and annotate scan repetitions, Fig. 6.

Figure 6: Logbook excerpt. Logbook entries can be further
annotated using tags to improve the search results or filter
the current logbook to only a subsection of entries. By
integrating SciLog into BEC, beam checks can automatically
report to SciLog and precisely track the time e.g., a beam
loss occurred, simplifying the data analysis later on.

Furthermore, users can use the SciLog interface to mod-
ify their scripts and automatically send relevant data to the
logbook.

OUTLOOK
With the SLS 2.0 upgrade the expected increase in coher-

ent fraction and a general boost in photon flux will not only
unlock new avenues in synchrotron research, but also intro-
duce new challenges for data acquisition and data processing.
As a result, a flexible and yet scalable solution is needed
to cope with the rapidly evolving requirements. The BEC
solution presented here was designed from the beginning

with these aspects in mind and was already successfully
stress-tested during many weeks of user operation. The
client-server system paired with a service-oriented server
provides a highly flexible framework that can be easily ex-
tended if needed.

Graphical user interfaces are currently under development
iteratively with SLS beamlines. This will complement the
already existing command-line interface for beamline scien-
tists and users alike who would benefit from a higher level
of abstraction and application specificity.

We expect that the development of web interfaces for
monitoring and potentially at some point also controlling
certain acquisition parameters will complement the desktop-
based graphical user interfaces. Furthermore, a database
for BEC events, currently under development, will enable
beamline scientists to extract relevant diagnostics data by
running simple queries, facilitated by standardized and well-
annotated data provided by BEC.

The BEC system has recently obtained official approval
from the relevant divisions for deployment at SLS 2.0. Con-
sequently, we anticipate that a significant number of the
beamlines, particularly those resuming operation immedi-
ately after the shutdown (referred to as phase 0/1 beamlines),
will be utilizing BEC.
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