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Simulation Scenarios

Thanks to discussions with domain experts to understand the type of 

data and volume important to test the Archiver Appliance with, four 

dimensions were identified along with relevant ranges of values. This 

helped specify simulation scenarios close to what ESS will likely face 

in terms of PV archiving needs and requirements from end-users, thus 

testing the application in a (more) realistic way. The dimensions and 

ranges of values are:

• Number of PV waveforms: 1, 100, 1 000, 10 000

• Data points (per waveform): 1 000, 10 000, 100 000

• Data type: integer (4 bytes), double (8 bytes)

• Update frequency: 1 Hz, 14 Hz

Based on these, 48 simulation scenarios were specified.
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Environment (Overview)
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Environment (Storage Study)

• The producer of PV data is an EPICS IOC running in a dedicated MicroTCA machine. The IOC is built with EPICS base version 7.0.3.1 

as a 64 bit executable. The MicroTCA machine runs CentOS 7 64 bit and has the following main characteristics:

• Manufacturer: Schroff

• Model: 3U

• CPU: Intel Xeon E3-1505M 2.80 GHz (4 cores)

• RAM: 16 GB

• Chassis: MTCA NAT-MCH

• The consumer of PV data is an instance of the Archiver Appliance running in a dedicated physical storage server. The instance 

refers to version 0.0.1 (Fall 2018 Release) of the Archiver Appliance and uses Java version 1.8.0_191 with a heap size of 16 GB. 

The storage server runs CentOS 7 64 bit and has the following main characteristics:

• Manufacturer: Supermicro

• Model: SSG-6029P-E1CR12L

• CPU: 2 x Intel 6126 2.60 GHz (12 cores per CPU)

• RAM: 128 GB

• Storage: ZFS 0.7.12 composed of 12 x 6 TB HDD (NL-SAS) and 2 x NVMe Intel P4600 4 TB

• The network is based on a Gigabit fiber optic cable configured to transmit standard Ethernet frames (with a payload equal to 1 

500 bytes) at a maximum throughput of 1 Gb/s between the producer and consumer.
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Environment (Retrieval Study)

• The produce of PV data is an instance of the Archiver Appliance running in a dedicated physical storage server. The instance 

refers to version 0.0.1 (Fall 2018 Release) of the Archiver Appliance and uses Java version 1.8.0_191 with a heap size of 16 GB. 

The storage server runs CentOS 7 64 bit and has the following main characteristics:

• Manufacturer: Supermicro

• Model: SSG-6029P-E1CR12L

• CPU: 2 x Intel 6126 2.60 GHz (12 cores per CPU)

• RAM: 128 GB

• Storage: ZFS 0.7.12 composed of 12 x 6 TB HDD (NL-SAS) and 2 x NVMe Intel P4600 4 TB

• The consumer of PV data is a Python tool that retrieves data from the Archiver Appliance and runs in a dedicated physical 

machine. Thanks to its multi-threading architecture, the tool may simulate multiple clients (e.g. CS-Studio) retrieving data from 

the Archiver Appliance simultaneously (i.e. in parallel). The retrieval is done through a RESTful interface provided by this 

application. The machine used for the Python tool runs CentOS 7 64 bit and has the following main characteristics:

• Manufacturer: Supermicro

• Model: SYS-1018R-WC0R

• CPU: 2 x Intel E5-2637 3.50 GHz (4 cores per CPU)

• RAM: 64 GB

• The network is based on a Gigabit fiber optic cable configured to transmit standard Ethernet frames (with a payload equal to 1 

500 bytes) at a maximum throughput of 1 Gb/s between the producer and consumer.
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Storage & Retrieval Metrics
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Resources Saturation

Based on collected metrics, regression lines were

calculated for the CPU load and RAM usage of the 

storage server (described in Environment) in function

of the number of PV waveforms when storing/retrieving

data into/from the Archiver Appliance. A (single) PV 

waveform was assumed to have the following

characteristics:

• Data points: 37 000 ((1000 + 10000 + 100000) / 3)

• Data point size: 6 bytes ((4 + 8) / 2)

• Update frequency: 7.5 Hz ((1 + 14) / 2)

The Archiver Appliance can store ~100 000 and ~33 333 

PV waveforms concurrently before saturating the CPU 

and the RAM, respectively.

The Archiver Appliance can serve ~847 and ~9 999 

threads (i.e. people and/or applications) retrieving 

data concurrently before saturating the CPU and the 

RAM, respectively.
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