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Abstract

The CERN Control and Monitoring Framework
(C2MON) [1] is a monitoring platform developed at
CERN and since 2016 made available under an LGPL3
open source license. It stands at the heart of the CERN
Technical Infrastructure Monitoring (TIM) that supervises
the correct functioning of CERN’s technical and safety
infrastructure. This diverse technological infrastructure
requires a variety of industrial communication protocols.
OPC UA [2], an open and platform-independent architecture,
can be leveraged as an integration protocol for a large
number of existing data sources, and represents a welcome
alternative to proprietary protocols. With the increasing
relevance of the open communication standard OPC UA
in the world of industrial control, adding OPC UA data
acquisition capabilities to C2MON provides an opportunity
to accommodate modern and industry-standard compatible
use cases.

This paper describes the design and development process
of the C2ZMON OPC UA data acquisition module, the require-
ments it fulfills, as well as the opportunities for innovation
it yields in the context of industrial controls at CERN.

INTRODUCTION

C2MON must consolidate information from a wide range
of sources and so support a diverse set of devices and commu-
nication technologies through independent data acquisition
modules. OPC UA is considered a key technology to man-
aging heterogeneous machine interoperability and therefore
fundamental to developments in advanced industrial envi-
ronments [3]. As an open protocol, it addresses the common
problem of insufficient interoperability by allowing equip-
ment from different vendors to communicate with a host
through the same interface [4]. Along with its high data
modeling capabilities, OPC UA is a compelling candidate
for adapting C2MON to modern use cases.

More generally, trends in industry urge Supervisory Con-
trol and Data Acquisition (SCADA) systems towards greater
scalability and compatibility with Cloud Computing. While
the C2MON server layer has already been adapted to natively
support configurability injection and process monitoring [5],
the OPC UA data acquisition (DAQ) module presented here
pioneers these concepts on the data acquisition layer.

MONITORING OF THE DAQ PROCESS

The continuous monitoring of software plays a key role in
ensuring smooth operation. Effective monitoring solutions
enable a timely detection and treatment of issues related to
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quality-of-service and provide insight into system resource
management [6]. The states or qualities to be monitored
can be inherently complex and multidimensional, and so
elude a direct measurement through single metrics. Kaner
et al. [7] suggest the use of multidimensional metrics as a
more meaningful representation of a complex quality.

C2MON provides extensive functionality for monitoring
the elements within the supervised facilities. The connection
between these elements and the processes on the C2MON
data acquisition layer is also supervised through C2MON
as a fundamental function. However, the DAQs are indepen-
dent Java processes. Their internal states are not monitored
through C2ZMON, but contain information relevant to ensure
the availability, security and usability of the data acquisition
infrastructure.

The metrics identified to be of relevance are diverse in
nature. For example, the health of the machine and the op-
erating system running the DAQ process can among others
be tied to CPU, memory or disk usage, and the network
load. Other metrics deal with the JVM and cover garbage
collection threads and log messages. These are generic met-
rics which are provided by several external tools and client
libraries. Other metrics are tied to the DAQ and the area of
data acquisition. For example, these metrics could expose
meta-information regarding OPC UA-specific concepts such
as OPC UA subscriptions and their respective filter types.

Within the OPC UA DAQ process, metrics representing
such internal states are exposed as observable endpoints
through the Spring Actuator [8] project and Micrometer
[9]. The metrics can be scraped out-of-the-box through the
monitoring toolkit Prometheus [10] and be represented by a
multi-dimensional data model. They can then be gathered
and aggregated into a form enabling a global analysis by
administrators and operators.

The choices of technological solutions were largely taken
due to the prevalence of Spring within the C2MON infras-
tructure, and to be in line with the guiding principles of
C2MON which prefer the use of proven technologies and of
open-source resources where possible to facilitate reusability
in other projects [1].

CONFIGURABILITY

There are two distinct aspects to configurability within
the OPC UA DAQ. On the one hand, there is the need to
configure the data to be monitored through C2ZMON. This
use case is integral to the C2MON platform and impacts all
tiers of the software architecture. This configuration data
is stateful and managed on the application-level across the
different DAQ modules and client applications. On the other
hand, C2MON acts in heterogeneous environments with di-
verse hardware requirements. Operators and administrators
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benefit from a system catering to the high configurability of
the OPC UA protocol.

Therefore the OPC UA DAQ module introduces a set
of additional configuration options through the Java imple-
mentation of the Spring framework. Externalized Spring
configurations can be specified in a variety of ways [11],
profile specific application property files being the de-facto
standard in the C2MON environment. This allows for the
specification of different configuration profiles for example
in between production and test environments, as well as an
easy integration into container orchestration systems such
as Docker [12] or Kubernetes [13].

The composition and configuration of required DAQ pro-
cesses and the servers to be monitored is only known at
runtime within the C2ZMON configuration strategy, and is
susceptible to change. Therefore, handling configuration
through Spring requires the dynamic creation and manage-
ment of dedicated configuration scopes. The default Spring
configuration scopes [14] do not support configuration op-
tions on the level of single connections to OPC UA servers
out of the box. Therefore a custom Spring scope was defined
to govern the life cycle of all software elements involved in
the supervision of individual servers.

The OPC UA DAQ offers configuration options dealing
among others with redundancy and connection settings, se-
curity, and modification strategies for information defined
on the OPC UA servers.

In addition to monitoring, integration of Spring Actuators
allows the remote management of applications through IMX
and HTTP. Operators can for example change specific con-
figuration settings on running processes, write data directly
to OPC UA nodes or execute OPC UA nodes of the method

type.

SECURITY

C2MON as a data communication network faces the risk
of cyber-attacks and malware threatening confidentiality,
integrity or availability of processes. One of OPC UA’s
distinguishing features among other low-level networking
protocols is its extensive security model [15] which has been
verified among others in [16] and [17].

OPC UA can be employed at different levels of the au-
tomation pyramid where the security requirements may dif-
fer. The uses of OPC UA as a communication interface can
span from the isolated shop floor network to access via the
internet as shown in Fig. 1. The different use cases are sup-
ported by OPC UA’s layered approach to security, allowing
a trade-off with other quality indicators such as performance
or flexibility, depending on the needs of the environment.

OPC UA relies extensively on X.509 certificates [18] for
security across these layers, addressing among others appli-
cation authentication, user authentication and authorization,
confidentiality, and integrity.

These certificates support a variety of trust models. Even
within a single organization, several trust models can be in
place, for example direct trust models where an administra-
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tor manages certificates on a case-by-case basis, hierarchical
models, or fully-meshed Webs-of-Trust. Given that C2ZMON
is a generic framework which must be adaptable to a variety
of environments and use cases, the OPC UA DAQ module
should support generic trust models and be configurable in
its security modes. There are two major aspects to this solu-
tion: the client certificate must be configurable to comply
with server requirements, and the server certificate must be
processed and validated accordingly.

To satisfy generic use cases, the OPC UA DAQ module
can be configured in one of three ways:

* the client certificate may be loaded from local storage,
* aself-signed certificate can be created on the fly, and

e connection can be established without a certificate.

Certificate validation is achieved through a PKI directory,
a common approach in security management. This allows
administrators to define their own solutions for certificate
verification, be it through on-line or off-line methods.

While OPC UA offers rich potential in the area of user
authentication and authorization, which would be valuable
to exploit for any monitoring application context, this func-
tionality is not currently supported within C2ZMON.

REDUNDANCY

Redundancy refers to the integration of several exchange-
able instances in an environment. If one redundant com-
ponent experiences faults, it can be replaced by another.
Redundant setups can significantly increase component re-
liability and robustness and therefore are vital to critical
systems.

OPC UA Part 4 [20] defines an extensive and versatile
redundancy model encompassing redundant servers, clients,
and networks, all of which can co-exist with one another.
Server redundancy can be either transparent in which case
fail-over cases between servers are handled exclusively on
the server-side, or non-transparent, requiring the client to
take action during a fail-over process. The server addition-
ally has a fail-over mode which specifies the capabilities and
behavior of the redundant setup, each mode imposing dif-
ferent requirements on the client. However, all redundancy
modes defined within OPC UA can fall back to a lesser
mode, where “Cold Redundancy” is the smallest common
denominator.

Complex industrial environments often include servers
which communicate through OPC UA but employ different
and potentially proprietary models of redundancy. There are
several such vendor-specific redundancy models within the
context of TIM, demonstrating the need for standardization
within industry.

While redundancy is increasingly relevant to ensure high
availability, user demand for OPC UA redundancy is cur-
rently limited within the TIM environment. Most relevant
to the artifact presented here is the use case of server re-
dundancy, where the C2MON DAQ, acting as the OPC UA
client, is presented with multiple sources of the same data.
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Figure 1: OPC UA as a communication interface in the automation pyramid, as depicted in [19].

For reasons of portability and testability, the design choice
was made to only support redundancy in cold failover mode
until there is user demand for other modes.

POTENTIAL AND PROSPECTS

The integration of OPC UA as a powerful open standard
into C2ZMON has implications beyond a greater range of
supported devices. There are several potential areas of future
research and application within the context of CERN.

Configuration Management

C2MON configuration is passed inbetween the applica-
tion layers at runtime via asynchronous messaging. This
allows the dynamic addition and removal of entities to su-
pervise. However, the configuration itself is static: configu-
ration elements are mapped to specific DAQ processes, and
there is only one configuration for each process. The static
nature of the configuration of acquisition items is a poten-
tial obstacle in deploying C2MON within IoT projects: the
conversion is Java-based, resource-intensive, and relies on
proprietary services.

As an alternative to being passed between the architectural
layers at runtime, it is possible to externalize the configu-
ration. This approach enables a number of design patterns
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including service discovery, distributed configuration man-
agement, or load balancing. Similarly, configuration could
be adapted to fit the capabilities and requirements of a DAQ
when started within a dynamic environment. In the case of
the OPC UA DAQ, instances could be configured to dynam-
ically restrict subscriptions to data points producing very
frequent updates on OPC UA servers which do not natively
support deadbands. Similarly, data points with a low prior-
ity could be omitted if a server were to run low on memory
during operation.

Spring supports the externalization of configuration na-
tively. The Spring Cloud Config project [21] provides a dedi-
cated platform for externalized configuration in a distributed
system, which would integrate with a dynamic configuration
handling within C2ZMON.

In order to benefit from Spring’s support for externalized
configuration within software components, these compo-
nents must be managed by the Spring’s inversion of control
(IoC) [22], a mechanism abstracting the creation and manage-
ment of component dependencies. The use cases described
here are not currently supported by the C2ZMON framework
core nor required within the TIM environment, but are only
offered by the OPC UA DAQ module. The C2MON DAQ
core initialization strategy historically relies on Java class
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reflection, and predates the wide adoption of IoC design pat-
terns in the C2ZMON technology stack. By externalizing the
management of software components to Spring, we allow
our OPC UA DAQ module to benefit from the rich options
for configuration handling offered by the Spring ecosystem.
This new approach to process configuration will hopefully
be generalized to the C2MON DAQ core and benefit all other
DAQ modules in the near future.

OPC UA as an Integration Platform within CERN

Equipment within a plant shop floor commonly offers
several forms of communication, using proprietary com-
munication protocols side-by-side with OPC UA or other
open protocols. Redundant server setups may be supported
natively only in configurations using proprietary commu-
nication protocols. Similarly, vendors may offer redundant
server setups for OPC UA servers which rely on custom or
proprietary architectural abstractions rather than the exten-
sive redundancy model defined within the OPC UA standard.
This non-standardized treatment negatively impacts system
interoperability and integration.

Yielding to the prevalence of non-standard redundancy
models, the OPC UA DAQ was designed to be extensi-
ble towards external models while supporting the OPC
UA model of redundancy. The scope of extensions to
vendor-proprietary models was restricted to initial connec-
tion, failover, and monitoring of connection status to ease
the effort of switching from vendor-proprietary protocols to
OPC UA without loss of functionality.

Likewise, only minor changes are necessary within the
CERN environment to support OPC UA compliant certifi-
cates for increased security. CERN offers an established and
well-accepted infrastructure regarding certificate authorities
and certificate management, which is however not equipped
to handle the creation of OPC UA-compliant certificates.
Developers and administrators must therefore either forgo
an integration of the CERN root certificate, or they must de-
velop and maintain a custom add-on application polling the
official revocation list and certificate authority, and handling
certificate renewal.

The only factor preventing compatibility in the CERN
certificate management services is the integration of certain
extensions required by OPC UA. This issue would be easy
to solve, thereby positively impacting the standardization of
certificate creation and management across the organization.

OPC UA also offers functionality for user authentication
and authorization. The exploitation of this functionality
would open up new possibilities for auditing and access
control. However, this would require C2MON to manage
user authentication and authorization through a standardized
interface across all DAQs and client applications. Such an
interface is not available at present, among other reasons due
to the stark differences in capabilities of supported protocols.
The implementation of user authentication, authorization
and of auditing are relatively open in the OPC UA specifi-
cation, and out-of-the-box solutions offered by vendors are
not cohesive. While this impedes the provision of standard
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auditing and access control functionality in heterogeneous
environments, the integration of such an infrastructure is a
worthwhile venture for future investigation.

Finally, OPC UA can reduce the complexity of an existing
infrastructure whilst adding functionality. This is the case
in some areas of alarm handling in the CERN infrastructure.
Some systems supervised through the CERN C2MON in-
stance declare alarms internally and publish them through
JMS rather than publishing the data points themselves. Sev-
eral intermediate steps are required to supervise these alarms
in C2ZMON:

e The alarms must be transformed from into a JMS mes-
sage that is compatible to C2ZMON.

These JMS message are passed through a message bro-
ker to a process-specific DAQ.

The filtered alarms are transformed into the C2MON
“DataTag” format and passed to C2MON through the
JMS queue.

* The alarms arrive at the C2MON cluster either in the
state “on” or “off” and are further processed accord-

ingly.

The devices exposing alarms in this fashion within the
TIM environment offer communication through an OPC UA
server. These data points can therefore be published directly
to the new OPC UA DAQ module rather than as alarms to a
separate and process-specific DAQ process.

This would allow the omission of the process-specific
DAQ as well as the message format transformation, and so
streamline the supervision pipeline in C2ZMON.

Alarms could in this fashion be defined and managed
dynamically based on these data points using the rich con-
figuration and validation functionality offered by C2ZMON
client services [23,24], avoiding consistency issues and in-
creasing efficiency.

The current and proposed processes for handling alarms
are contrasted in Fig. 2.

OPC UA as a Simulation Interface

The high complexity of services and processes acting
within a SCADA system requires a holistic evaluation in
a close-to-production setting to assure security and safety
[25-28]. Ludwig et al. have found the sufficient validation
of control systems for power supply at CERN not to be
feasible using laboratory approaches [29]. They propose
a simulation-based validation strategy for introducing new
hardware into the environment using a custom simulation
engine for power supply crates.

[29] describes a setup of redirecting traffic within OPC
UA servers to target their so-called “VENUS” simulation
engine instead of the physical crates, whilst keeping all other
aspects of the SCADA systems in a production state. This
allows for the validation of different hardware compositions
within the production environment.
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Figure 2: The pipeline of supervising alarms from systems currently publishing alarms as data points. Dotted elements
indicate architectural blocks which could be omitted by exposing data points directly through OPC UA. Bold elements

depict the alternative path through the OPC UA DAQ.

Rather than change the simulated hardware composition,
it is also possible to trigger load and conditions exceeding
those nominally observed in production. In this fashion, the
SCADA layer can be examined for its tolerance to corner
cases and exceptional circumstances. The OPC UA DAQ
can so be used as an interface for validating the behavior of
the SCADA system in adverse circumstances.

CONCLUSIONS

Along with extensive OPC UA integration, C2MON com-
bines the powerful open-source Java management platform
with OPC UA’s rich data model and ubiquity in industry.
The C2ZMON OPC UA DAQ module leverages OPC UA’s
potential as an integration platform on the plant level. Its
support for Java process monitoring and its extensibility to-
wards vendor-custom redundancy models makes it ideally
suited to the ever-evolving demands of large-scale infras-
tructure monitoring. Finally, OPC UA can benefit a range
of use cases within modern industry such as testing new
hardware compositions within a simulated environment as
well as testing the SCADA layer under simulated peak loads.
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