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. - Bunch charge 0.02-1nC distributor process functions as buffer manager and is in charge of
14030 Mev - Pulse repetition rate at 10 Hz Peak current 2 _ B KA managing the shared memory structure. Middle layer processes can
0.25 nC with 27000 bunches/s connect to the buffer manager and read and/or write back to it. Once
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. 3 Photon beam lines with 6 experiment stations _ it is sent to the event builder and —writer processes. They will write the
Photon energy 0.3 — 24 keV Slice energy spread 4-2MeV data as compressed files to disk. To tape it the dCache [5] facility at
Shortest SASE wavelength 0.04 nm DESY is being utilized. Several applications interfaces exist to read
Photon pulse length 10 — 100 fs » the data files and extract data for individual control system
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Timing System and its pulse or shot number

« Common timing system hardware (x2timer — MTCA.4

timing system information i.e. clock signals, trigger

events, pulse number etc. to all front-end devices.

« Atimer server program on every MicroTCA system
provides the timing system information also via

- Data acquisition instance integrates into middle layer server of overall accelerator layout ZeroMQ to applications.

TV | ] 2 « The stamped data is sent via a push-type protocol

S based on UDP multicast to all subscribers e.g. also
Input rates (left) and output rates (right) of DAQ instances DAQ instances.
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Total input Rate: 2 MBytels

Lessons Learned Outlook

Features for Next-Gen DAQ

« Event structure with shot-synchronized
and bunch-resolved data requiring
corresponding FE support (timing and
synchronization).

« Streaming concepts for efficient data
collection from FE and other sources

s — Offline Analysis and Tools Plicatiop jp.- . 2 - . which allow online processing.

Observation _
« Near-real time access of shot-

afile information for quick search — aka “fast browsing

Missing met synchronized data at stream level.
c(jBEeoscl)gag-erformance of proprietary file forn_wgt, yet it pt‘)gigigs using . Qontrol S?/S’[?.m framheW9rk i]rcldelggndent,
tools available at large in many communities — €.9. l.e. use plug-in mec anl_sm or
conversion required first. _ e TR software (sender) and given control
Tools availability and functionality define community system API.
Observations - Offline Storage « Metafile information database or catalog
| to provide tagging information and allow
: ,Lf,gﬂffﬁfmtﬁ et?gwpqrary space requirements. for c_:ategorizing s.ystgm events like
Upgrading intermed;?eggt'ora : cavity t.rlps, qertam kinds of t?eam loss,
Long-term storage uses dCac%eSpGacedto 1 Pbyte system. SASE intensity loss or any kind of post-
far - 200d experiences made here so mortem events defined by a trigger rule.

* Browser tools to access data with
tagging functionality for event types
(e.g. cavity trip, beam loss) — “quick
search”.

Connection to HPC s :
standard ystems desired (GFPS) - possible but not
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