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Abstract 
  CERN’s Accelerator Fault Tracking (AFT) system aims to facilitate answering questions like: “Why are we not doing physics when we should be?” and “What can we do to 
increase machine availability?” 
  People have tracked faults for many years, using numerous, diverse, distributed and un-related systems. As a result, and despite a lot of effort, it has been difficult to get a clear and 
consistent overview of what is going on, where the problems are, how long they last for, and what is the impact. This is particularly true for the LHC, where faults may induce long 
recovery times after being fixed.  
  The AFT project was launched in February 2014 as a collaboration between the Controls and Operations groups with stakeholders from the LHC Availability Working Group (AWG).  
  The AFT system has been used successfully in operation for LHC since 2015, yielding a lot of interest and generating a growing user community.  In 2017 the scope has been extended 
to cover the entire Injector Complex.   
  This paper describes the AFT system and the way it is used in terms of architecture, features, user communities, workflows and added value for the organisation.  

Conclusion 
  The Accelerator Fault Tracking system has been in use at CERN for the LHC since 2015. The system is extendable – as shown by the recent inclusion of CERN’s Injector Complex. 
The AFT system has proven to be extremely useful, giving a basis for a common understanding of what problems exist and what is the corresponding impact on machine operation, 
performance and availability.  Further work is foreseen in order to deliver additional time saving data analysis and reporting features. It is also planned to integrate with other data 
management systems (e.g. Layout and CMMS – asset management) in order to have a means from which to start to analyse faults and availability taking into account geographical 
location, manufacturing and maintenance processes.  Eventually it should be possible with the appropriate features and a significant data set – to be able to start to predict failures and 
target repairs and consolidation work before critical faults actually occur – thus maximising machine availability for physics. 
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Dashboards are data-driven, highly customizable 
and can be shared with other users

Statistics are fully-data driven with no coding / 
deployment required to add new statistics.
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Fault relations allow to assign downtime to the root causes e.g. long 
cryogenics downtime can be assigned to a Quench Protection fault 

Advanced search includes filtering on accelerator and system specific property values


