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Welcome everybody!
My name is Yastrebov Ilia. I’m software developer of Role-Based Access Control project at CERN.
Today I will be presenting our poster “Status of the RBAC Infrastructure and Lessons Learnt from its Deployment in LHC”
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Role-Based Access Control - Project Goal

• Access control for LHC equipment
• ~35’500 eqp. instances
• Must run 24*7*365

• Authentication (A1) & Authorization (A2)

• Definition of the operational access rules
• Who can do What and When

• Tracing and audit of the access requests

• Deployed in LHC in 2008

• Ready to protect also other machines
• Used already for sub-systems in PS & SPS 
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CERN has developed a multi-pronged approach for machine safety that includes RBAC.
The main objectives of the project are: 
	- protection of accelerator equipment and control system against unauthorized access; 
	- definition of the operational access rules (who can do what and when);
	- and providing facility to trace and audit the access requests.

Development of RBAC started in 2006. 
It was built on top of the existing software components and became an integral part of the Controls Middleware.
Within this model, authentication is done on the client side and authorization is imposed on the server side by interception of the incoming client requests. 
RBAC was widely deployed for all LHC equipment in 2008 and it became a critical part of the Control system and therefore it must be operational all the time.
Nowadays, it protects access to roughly 35’000 equipment instances in LHC.
It is ready to protect also other machines. For example, RBAC already used for sub-systems in PS and SPS.
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Role-Based Access Control – Recent Progress
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• Integration with all layers of the 
Control System

• Dynamic Authorization algorithm
Different Policies

• Introduction of Operational Mode
Is beam in the machine ?

• Quality Assurance
• Test-driven development
• Codebase refactoring
• Performance improvements
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In this slide we list the most important changes in the project over the last 3 years.

RBAC was integrated with all layers of the Control System.
Dynamic authorization based on several checking policies allowed for step-by-step introduction of RBAC without interrupting the running systems.
Operational Mode was introduced as additional condition, which facilitates extensions of the access rules for non-operational interventions.
RBAC was integrated with CMW Proxies. Now each proxy performs authentication and use it’s own token for subscriptions.

After deployment RBAC team focused on test-driven development to improve the overall quality and reliability.
A major effort was invested in preparing the tests for all core components. 
Most components were significantly redesigned and improved.
The main aspects of refactoring: removal of code duplication, separation of interfaces from implementation, usage of dependency injection, performance improvements.

Thank you for attention. I would like to invite you to the poster session to ask any questions about RBAC.
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