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Motivation

» Large nature of the experiment:
- Large number of PCs:
- 1747 PCs (55 Windows, 1692 Linux)
- 34 Virtual Machines
- Different system architectures

» Need to monitor and maintain infrastructure
operation parameters reliably

» Central tool to globally monitor the
infrastructure
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Layered approach

» Heterogeneous nature of the computer
infrastructure required a layered approach to
monitor different sets of parameters:

- Hardware Layer - The hardware infrastructure

- Operating System Layer - The software
infrastructure/environment

> PVSS Infrastructure - The supervisory control
software running the experiment

- Application Layer - Specific software needed for
system control and operation
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System Overview set of tools

» To monitor the parameters for the different
monitoring layers a set of tools was
developed:
> Monitoring and Control Servers (FMC Tools):

- Gather and publish computer parameters

- Publish data based on DIM (Distributed Information
Management)

- Operating system dependent (Linux/Windows)

- Graphical User Interface and “aggregation” Tools
- Provide a centralized interface
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Monitoring and Control Servers

» OS dependent:
- Slightly different approach according to the OS
(Linux/Windows)
> LinuxX:
- Collaboration with Universita di Bologna

- Each of the monitoring servers must be running on the
node to be monitored which publish the node data

- Windows:

- A server on a central PC connects to the windows
nodes, gathers the data and publishes the data for all
of the nodes
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Monitoring and Control Servers

» Hardware Layer:

> OS independent monitoring/control:

- IPMI Server - gathers and controls PCs power status via the
IPMI (Inteligent Platform Management Interface) interface

- Virtual Machine Server - gathers and controls Virtual
Machines power status

- OS dependent:
- Memory Server - monitors memory usage
- CPU Info Server - gathers CPU information
- CPU Stat Server - gathers CPU usage
- File System Server - gathers FS usage
- Network Interface Server - monitors network traffic statistics
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Monitoring and Control Servers

» Operating System Layer:
- OS server - gathers operating system and kernel information

» PVSS Infrastructure Layer:

> PVSS pmon process - A process monitor agent linked to each PVSS
Project that runs independently from it. This agent monitors and
publishes the state of PVSS processes. It can also act on these
processes (start/stop/reset)

» Application Layer:

o Pro&es(s: Monitor Server - gathers info on the running processes on
each P

- Task Manager Server - gathers the data for the running processes
on each node and is also able to start processes on these nodes.

Note: For the Windows systems central starting/stopping of
processes is not “yet” implemented
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GUI and “aggregation” tools

» Based on PVSS SCADA system and DIM

» Developed within the JCOP (Joint Controls Project)
framework group at CERN

» FWFMC - Subscribes to the DIM services and
commands published by the FMC Servers and
provides a GUI for easy interaction and monitoring

» FwSystemOverview - Reutilizes the data subscribed
from FWFMC and presents it in synoptic panels
- Adds PVSS Project monitoring and control capabilities
- Adds grouping capabilities

» PVSS provides easy data archiving and alarm handling
apabilities
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LHCb Architecture

)

1747 monitored PCs:

> 55 Windows / 1692 Linux

34 are Virtual Machines

1470 are for the HLT Farm

167 controls PCs running PVSS Projects

110 for infrastructure support, webservers,
reconstruction, ...

o (0] o (0]

» All PCs power control available (IPMI/VM Servers)

<

Memory and CPU monitoring only the most
sensitive ones

» All PVSS projects and individual managers are

)

monitored

Processes and Task Manager Servers runnig on
all the control PCs
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LHCDb Architecture

VM Master Virtual Machines

IPMI Master
DIM DNS Node
FWFMC
FwSysOverview

Windows FMC Server Windows Machines
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LHCb Usage

» LHCb developed the interface using 2
hierarchies:
- Hosts monitoring and control
> PVSS Projects monitoring and control

m LHCb_Projects | LHCb_Hosts m
» Hierarchies divided by o o s
sub-detector and - i
function: == oy
- Easy to check global state g —" i
Oft e System ... [JRADMONO1W ?r-cuo
+-[BISTORE fl--MUON
- Easy to check state of a s L
particular system o s won
> Allows individual sub- " | HEmoser
detector access to their i—y | Carmauoon
infrastructure —ty peie
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LHCb Usage

» Host Management:
- Easily switch ON/OFF Hosts
> Check CPU and memory usage
> Check File System usage
> Monitor single processes and services memory
usage
> Possibility to act globally on a group (power wise)

» Great for recovering the system after a
power-cut!
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LHCb Usac

Vision_1: FW_SYSTEM_OVERVIEW_TOOL (on uiOl)

LHCb_Hosts | LHCb_Projects o

--ELHCD_Hosts _ Host: INFMAGOIW —Status

Operating System: Readout@ OK @
Distribution: N/A Power: . ON IPMI Info...

CPU: Intel(R) Xeon(TM) CPU 2.80GHz P
Current CPU Spee®800 MGHz =
Total Memory: 2047 kiB —Fil

Y
Last BootUp Time: 0821 01:47 Node Time: 2011/10/05 11:42:18 = _

Processe:
IV Processes: 93, Services: 111, Monitored Processes: 0, Monitored Services: 0 l

— Proj

System Hostname  Project Project Status Alerts Total Num Blocked Abn.Stop. LastUpdate )
INFMAG: INFMAGOLW |INFMAG RUNNING YES 36] 0) 0]2011.10.05 11:43:0¢]

Process Information

node: in LBFMC: Readoutstatus (@)
—Running P — M d
CPU  Memo A  User Started on  Command Line = PID Name State CPU  Memory Command Line
11] _ 416232|SYSTEM _|0&/21 01 48]C IWINDOWS\Sy stem32\svchos
To24s[ecs __0w15 1616[C \ETMPVSS25 SbimPVSSO0K|
¥ Autorefres (Values are refreshed every 10 seconds) Taple refresh .mmm sec. 119972[lgranado [OV15 16 07| CIWINDOWS ExplorerEXE__|
[v] Tieats
Tias7g
T0z1S6lecs |
— 96532(SYSTEM [0
Number of Systems: | 1 Number of Projects: [ 1 ] Number of Hosts: Szi60fecs |0
S 91556(Inch_oper |
STEEE et oper |3
Erorrs 51140
51138
Projects Stopped : [0 Manage 91136lecs __[0005 0952 [C \ETMPVSSZ0 BIINPVSS00C
= e E— v & n
Project Name Mismatches : 0 Manage
Sl Total: 53
Projects where Pmon is not responding : o License
i = -
PID  Name Starter A Type
[ OFF J [ ON } [ Power Cycle FD_ Name started
812 M\Cal\oﬂ Management
51 2f5ackgreun imellgent Trnser Sevee
812|Cryptographic Services
624|DCOM Server Process Launcher
7S6{DHCP Client
. ; g e Dispia
Configuration Filter 2152|Logical Disk Manager Administrative Se{ TRUI
|I:mm TTRIIE | Own Process TAn. TFATSE =)
FW System Overview Tool v4.0.0 ——
Close
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LHCb Usage

» PVSS Project Management:
- Based on PVSS Pmon calls over TCP/IP

- Have a global overview of the state of the individual
PVSS projects and managers:
- Statistics about projects running/stopped

- Statistics about number of managers
blocked/abnormaly stopped

- Detect mismatches between expected configuration
and configuration running

> Act on PVSS projects and managers like logging on
the local machines

- Act Globally on a group (Start/Stop/Restart Projects)
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LHCb Usage

n_1: FW_SYSTEM_OVERYIEW_TOOL

» PV¢
> B

- H.
P\

LHCh_Hosts  LHCh_Projects

o B _sownsree

Configuration Fiter

Enable/Disable project monitoring ﬂ _‘LJ

—System: INFIVIAG: Host: INFMAGOTW —Status
Number: % Operating System: Readout: (@ 0 | SDerods Bl
System Host INFMAGTW || Distribution: A Fower: @ ON IPMI Info...
Data Port: 12601 CPLE Intel(R) Xeon(TM) CPU 2.80GHZ Lt
Details:
Event Port: 12802 Current CPU Speed: 2800 MGHz st =
Dist Port 12610 Total Memory: 2047 kg r
] Last BootUp Tine:  08/21 01:47  Node Time:  2011/10/05 11:48:50 = —
Processes: 93, Services: 111, P 0, Monitored Services: 0 Details | ‘
— Project: INFMAG - Current State: RUNNING
Info I Components ]
| o | options | stert Time node |2
Z T TWSCTpts Jst 20T 0927 UT. 359739 once
Si -num 13 2011.08.21 01:48:49.934 always
-1 PVS Startmanager 1 manual
-1 Arct Stop manager 6 -numé manual
-1 Cont il 5 MagnetCalibrationServer.ctl 2011.08.21 03:27:26 650 manual
Ll 1 -p fwDIMfwDim pnl -menuBar -iconBar manual
Pri ties 3 unDistributedControl ctl 2011 .08.21 01:48:50.231 always
4 fwFsmSrvr 2011.09.05 03:52:26 937 always
Show trend 1 -p twDev rifwDevi lavigator.pni -iconBar -ment. manual
6096 PVSS00dim S -num 5 -dim_dp_config IkCondDBConfig -dim_cns_node ecs0 Ihdag.cer 2011.09.05 09:58:17.5%1 always
-1 Control Manager 1 CondDBScript.ctl manual
-1 User Intertace 1 -p loCondDBAbCondDB pnl -iconBar -menuBar manual
-1 Simulation Driver 13 -num13 manual
3240 SNMP LiveAgent 1 2011.08.21 01:48:53.278 always
4428 OPC DA Client 7 -num7 2011.08.31 10:24:16.632 always
-1 Simulation Driver 7 -num7 manual
3432 Control Manager 70  fwElmbsiwEImbCheckinvalid.ctl -num 70 2011.08.21 01:49:00.184 always
3464 PVSSO0DIMErTinfo 1 2011.08.21 ™M:49:00.747 always
6136 RDB Archive Manager 99 -num 99 2011 .09.1518:18:34.707 always
-1 User Intertace 1 -p loArchive pnl -iconBar -menuBar manual |
1072 Control Manager 2 IbMagnetibMagnetTime.ctl 2011.08.21 01:49:45.278 always ¥
»
< ry of
Totak | Blocked : | 0 Abnormalky stowe-£| i} Running | Adopt Managers Configuration |

FW System Overview Toof v4.0.0

=

|
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LHCb Usage

» Globally Manage PVSS

—Search
M ; l n i l e rS Manager type: | PVSS0Octr v | System Pattern
Managerstate: | RUNNING v | Manager Options Pattemn: |fwFsm

Project of state: EANY v |

> Filter managers by type, O - —r

Current Filter SettingManager Type: PVSS00ctd Manager State: RUNNING ~ Manager Options: fwFsm  System P:

Syste m ; S tate ; O pt i O n S o Collapse All Projec Select All anager Start Mode: ANY Project State: ANY ‘ ?\‘

Managers ~ | State [a]

- Start/stop filtered TE | d
managers S
- Change filtered i

v v

--EEBCcM_CAEN

Project: RUNNING

P RUNNING
--E&cax:
managers startup - @ cazcarcsn T——
5_.,.@w5500ctd fwFsmSmvr » RUNNING

properties @

Q CADCSLV:CADCS01W
L. B pVSS00ctH fwFsmSrr
--EHcaDCSMV:

- Q CADCSMV:CADCS01W

» Great for updates to | g B

= Q CALDO7:CALDO7 Project: RUNNING

control software .

-

Project: RUNNING
RUNNING

-

-

Project: RUNNING

v v

. - ) ECDAQALECDAQHVAILW » Project: RUNNING
ru n n I n rOI I l IPvsS00ctn fwFsmsr » RUNNING
--E=EcDAQCL

| = Q ECDAQC1ECDAQHVCOIW Project: RUNNING -

repositories!

Number of System 163 Number of Projects 163 Number of Managers 163

-

Auto refres  (Autorefresh is disabled)

START I [ STOP l | KILL ‘ I Properties Refresh ‘ ‘ Close
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Conclusion

» Very elegant and user friendly central
management tool

» Easy and complete monitoring

» Global overview and fine control:
> PCs status
> PVSS Projects and managers
- Applications processes and services
» Monitor different systems with the same
interface

» Expandable to other TCP enabled devices
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