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XFEL Facility
iIn SPring-8
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SPring-8 Accelerator Complex

8GeV storage ring

Undulators & BL
components

S
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SPring-8 is a 3" generation light source facility, which provides
Soft-X, Hard-X, EUV laser, Hard-X laser.
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SACLA - XFEL facility in SPring-8

(SACLA=SPring-8 Angstrom Compact free electron |_/Aser)

——

T

Construction of SACLA started in 2006 and
finished in February 2011. Injection line to

Construction cost is JPY 37B(~US$370M). | == SPring-8 SR

SACLA uses a C-band linac,

- accelerates e- beams up to 8GeV
with 60Hz repetition

- provides X-ray laser(0.06nm) by 30fs
e beam bunches

- injects e- beams to SP8 storage ring

- Pump/probe experiments are planned
by using X-rays from SACLA and SP8

-/ 700m

N,

It's unique.
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SACLA XFEL — brilliant & coherent light

X-ray Free Electron Laser
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X-ray laser is available by Free Electron Lasing mechanism using a linear
accelerator.
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Overview of SACLA accelerator system

Laser scheme
e-Gun Linear accelerator(L, S, C) In vacuum undulator (S/N/S/N...)
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Free e Acceleration & compression Synchrotron radiation X-ray laser
(coherent phase)

Beam Diagnostics

C-CAS 50MeV with Deflector Cavity
Switching

Dum
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Low emittance injector
(L-band&S-band)

Compression

by BC1,2,3

1ns/3000

= 300fs
(30fs/peak)

CeB6 e-Gun, buncher 5 7GHz C-band x64 5m x18 units
ﬁ%
400m 230m (+exp.)
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Operation
Status
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SACLA operation status

€ Electron beam commissioning has started in March, 2011.

€ Full energy acceleration of 8 GeV is achieved.

€ Laser power amplification is observed with max power ~4GW
€ Laser wavelength improved from 0.16nm to 0.08nm.

€ Laser is reproducible.

[y ==

Memorial photo at the first lasing (not all)
SACLA commissioning is going on at the
local control room nearby.

Progress on
Laser Wavelength Tunability
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Laser wavelength improvement from June to July

RIKEN XFEL R&D Division
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Observed laser beam spectrum

by MPCCD

Synchrotron
radiation
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SASE laser profile and stability

Uniform and round shape Stable laser intensity
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Photon energy: 10 keV Intensity fluctuation ~18%
110m from the exit of ID
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Control
System
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SACLA control architecture

Use MADOCA framework for SACLA

MADOCA is built on
“3-tier standard model”
Device I/F © Middleware < GUI

=Scalable, adaptive
=Expandable by distributed architecture

/ SACLA beam repetition \

10Hz: commissioning

60Hz: user experiments
120Hz: update
300Hz: future option

MADOCA should meet the
requirements, so we work ory

Control system determines the facility
performance,
like the nerve system of top athletes.

Control room
consoles & servers

CuD

COlleCtO Param. DB -I
Client

Alarm DB

Logging DB-| @
HMI
layer

Collector Syslog
Server server
. Device

Status from

quipment
manager_

devices
(get/put) devices (get) layer
Remote VME
(MADOCA

=Message and Database Oriented Control Architecture)
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Control System Components in SACLA

OOperator consoles
SUSE Linux

& Servers
Sybase (RDBMS)
NAS for NFS
Blade server for virtual machines

€ VME systems
Solaris OS+Intel CPU
Shared memory network (synchronized DAQ)
FL-net & Devicenet for fieldbus

@ Interlock systems
PLC (PPS, MPS)

Machine status
Take signals with 16ms ~ 60sec interval.
Keep data into On-line DB for monitoring
Store sampled data to Archive DB forever

# of control points
Digital signals: SACLA(SP8)=230k(90k)
Analogue signals: SACLA(SP8)=22k(20k)

Many points come from a large number of RF
accelerating structures in SACLA.

SCSS, SACLA, SP8 No. of Unit

Computers 332
Central control 40
Beamline 165
Network 21
Status information 79
SCSS+XFEL 27

VME 450
systems Accelerators 129
Beamline 126
Wl iy SCSS 20
- XFEL 175

Interlock 812
UNitSepmyre Accelerators 38
e Beamline 414
= SCSS+XFEL 122
Access control 238

Network 758
switch Control LAN 337
—— Public LAN 166
== Safety LAN 74
SCSS+XFEL LAN 181

Ryotaro Tanaka, SPring—8



SACLA (schematic)

Central Control Room

Database &
File server
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Control scheme for SACLA utility

S S S

Utility room

/
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Adaptive Accelerator Control System

MADOCA-based accelerator controls are successful.

1. MADOCA control systems in SPring-8 work well (Li, Sy, SR).

2. MADOCA applied for SACLA accelerator and beamline controls too.

3. Use MADOCA for utility control because accelerator scientists required to
get the utility data and tune the set points (ex. cooling water temperature).

(Q) Do we have to apply MADOCA to the DAQ system
for X-ray detector?

(A) Yes, we do this because,
XFEL users needs electron beam information (beam# etc.)
for event builder and data re-arrangement.

-

Accelerator, beamline and detector all have to work with
the same framework to interface each other.

(Alinac, a series of ID, a detector and experimental DAQ have to work cooperatively as a whole
- XFEL feature )
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Image Detection with a 2D X-ray Detector

Experimental users take diffraction images by a multi-sensor 2D X-ray detector.

Heavy calculation

Target sample (single ;

protein molecular) Inverse EET

l : calculation
<  ——
/ St | ' Phase
iffracte
Laser beam X-ray ; .| recovery
(A~0.1nm, 2 dimensional Speckle image by SerarE e
t ~ 30fs) X-ray detector ~ scattered photons real image

interference ) :
(FFT=Fast Fourier Transformation)

Use e- beam # for single event building and rearrangement of shot data

We have to read 8 ~ 80 sensors in parallel. 3D CT image of single molecular

m-C
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SACLA DAQ scheme

Experiment compolnents . 10PF K-super
(prepared by Exp. Facil. Group)

\ | computerin Kobe
— —— MADOCA plays as \
quip. j N
e MPCCD the middleware So_ | otsite

Shutter CCD Camera -

Amp TOF Online
etc. Intensity Monitor
Data
Storage

e B —

Control

Temperature
Vacuum
etc.

Trigger system
Timing system Frontend
Computers

SACLA Beamline User Info HPC farm
Accelerator Equipment Equipment DB \ for
Analysis
: ) Devices
Machine Devices User's components
data Detectors
on DB Detectors
Local DAQ

(HPC: High Performance Computer)




User experiments will start soon

@ First user experiment is scheduled . _
at the beginning of November this DAQ is ready for experiments

year.
- accelerator operation is 10Hz

€ SACLA utilization to the public will

start in March, 2012.
- accelerator operation will be 60Hz

SACLA contributes to produce
scientific results, we are ready
to start.

2D X-ray detector will generate 480MBytes/s
with 60Hz beam operation.
(as reported by TUCAUSTO06 Yamaga-san)
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Summary
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Summary

. Construction of the SACLA finished in February 2011.
Beam commissioning started in March, this year.

. Full energy 8GeV is achieved, and SASE laser was
observed in June with a wavelength of 0.16nm,
improved to 0.08nm in July.

. Three-tier control framework, MADOCA, is successfully
supported SACLA commissioning.

. The control system has to handle accelerator,
beamline and experimental DAQ as a whole to get
scientific results - DAQ is new field.

. User experiments is scheduled at the beginning of
November. Utilization to the public will start in March,
2011.
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Thank you for your support and
encouragement
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EARTHQUAKE
11.3.2011 - 14:45 (PT)
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