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Everybody lies 
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Be wary of the users! 



You think users will read/write data 
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Big difference between how: 

Users tell you they intend to read/write data 

Users actually read/write data 
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Lots of Data ! 
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System misuse  

can have severe  

negative impact on stability 
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Instrument everything! 
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What is Instrumentation? 

Capturing information about 
system activity in real time  

(& over time) 
Who?  
      What?  
            Where?  
                   How?  
                        How Long? 
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We know what the system is doing 

We know how the system is performing 

Throughput & Response times 

Instrumentation is everywhere  
within logging service 
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Logging Service - Architecture Overview 
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MDB Data Loading 

         Data Writing API 

Controls Middleware 
Logging Client 

~ 250’000 signals 
16 multi-threaded data loading processes 
~ 5.4 billion records per day 
~ 275 GB per day 
~ 100 TB per year throughput Batches of data 

sent every 30” 
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MDB Data Loading Instrumentation 

       Data Writing API 

Controls Middleware 
Logging Client 

Batches of data 
sent every 30” Capture details of every send: 

# records, # signals, data types, time spent, etc. 
Buffer in memory 
Write in batches every 5’ 

Accessible via TIMBER GUI 

 Aggregates details, 
 stores as hourly time series 
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Measurements to Logging Transfer 
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>20 Years 
filtered data 

7 Days 
raw data 

~95% data reduction 
Millions of records per minute 

 
 
 
 
8x jobs 
running every 5’ 

PL/SQL 
-  bulk read data by category 
-  apply custom filters  
-  bulk transfer 



14 

MDB to LDB Transfer Instrumentation 
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>20 Years 
filtered data 

7 Days 
raw data 

~95% data reduction 
Millions of records per minute 

 
 
 
 
8x jobs 
running every 5’ 

PL/SQL 
-  bulk read data by category 
-  apply custom filters  
-  bulk transfer 

Capture details of every process execution: 
# records read, # records transferred, time spent, etc. 
 
Keep details during 7 days 

 Hourly aggregates of results 
 Stores as time series 
 Accessible via TIMBER GUI 



15 

Logging Service - Architecture Overview 
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>20 Years 

filtered data PL/SQL 
filtered data 
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PVSS Data Loading 

           JDBC 

HTTP 

~ 850’000 signals 
~ 300 data loading processes 
~ 4 billion records per day 
~ 140 GB per day 
 50 TB per year stored 

Data sent in batches* every 5’ 
 

* Multiple files up-to 2MB each 
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PVSS Data Loading Instrumentation 

           JDBC 

HTTP 

Instrument every database action 

API obliges user / app name 
Automatically picks up IP/host 
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PVSS Data Loading Instrumentation 

Who, is doing What, from Where? 

Who / Where: Real end-user in a 3-tier environment What: Module & Action 
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PVSS Data Loading Instrumentation 

How is time being spent within a Module? 
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PVSS Data Loading Instrumentation 

What is really happening over time? 

Augment internal DB instrumentation data with Contextual Information 
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PVSS Data Loading Instrumentation 

           JDBC 

HTTP 

JMX MBeans aggregate 
operation details in memory 
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PVSS Data Loading Instrumentation 
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PVSS Data Loading Instrumentation 

           JDBC 

HTTP 
 Aggregates details, 
 stores as hourly time series 

JMX MBeans aggregate 
operation details in memory 

Timed MBeans write daily 
aggregates to the DB  Massive Improvement WRT Database Aggregation 

Accessible via TIMBER GUI 
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Logging Service - Architecture Overview 
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NOT a  
write-only system! 
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Logging Service – Data Extraction 

7 Days 
raw data 

>20 Years 
filtered data 

D
a
t
a
 
P
e
r
s
i
s
t
e
n
c
e
 
D
a
t
a
 
C
o
n
s
u
m
e
r
s
 

       Extraction API 

P
L/

S
Q

L 
A

P
I 

f 

DB access via API only!  
 
> 100 custom applications 
> 2 million extraction requests per day 
 
Command line interface used from 
Python, PHP, C++, Mathematica… 
 

> 500 registered active users 
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Data Extraction 

       Extraction API 

       Extraction API 

           JDBC 

Spring Remoting 
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Data Extraction Instrumentation 

JMX MBeans capture & expose 
request details in memory 

       Extraction API 

       Extraction API 

           JDBC 

Spring Remoting 

API obliges user / app name 
Automatically picks up other details 
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Who 

What What 

How How 

Where 

How Long How Long 
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Data Extraction Instrumentation 

Spring Remoting 

JMX MBeans capture & expose 
request details in memory 

       Extraction API 

       Extraction API 

Request details written to DB  
Every read =  several writes 

           JDBC 

Custom JMX Agent monitors activity remotely every 5’ 
•  Notifies of long running requests (eventually kills them) 
•  Notifies of connection failures (including active request details) 
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Logging Service - Architecture Overview 

7 Days 
raw data 

>20 Years 
filtered data PL/SQL 

filtered data 
transfer 
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       Extraction API 

~ 250’000 Signals 
~ 16 data loading processes 
~ 5.4 billion records per day 
~ 275 GB per day 
à 90 TB per year throughput 
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~ 850’000 signals 
~ 300 data loading processes 
~ 4 billion records per day 
~ 140 GB per day 
à 50 TB per year stored >100 custom applications 

> 2 million extraction requests per day 

>500 registered users 
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Summary 

Instrumentation is a key factor in 
the success of the Logging Service 

NOT an Overhead! 
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Facilitates Performance Tuning,  
Scalability planning & Diagnostics 

Enhances system stability 

Enables rapid reactive  
& proactive user support  

Instrumentation… 
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Questions? 


