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The ATLAS Detector

» Largest of four LHC experiments

» 7000 tonnes, —100 million read-out
channels, 3000 km of cables

» Contains 11 sub-detectors of different
technologies in layer structure

» Built and operated by collaboration of
>3000 physicists
» Operation with collisions since end 2009
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The ATLAS Detector

» Largest of four LHC experiments 2<%

» 7000 tonnes, ~100 million read-out et 5
channels, 3000 km of cables

» Contains 11 sub-detectors of different
technologies in layer structure e acrtegms

» Built and operated by collaboration of e
>3000 physicists
» Operation with collisions since end 2009
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Thin-gap chambers (TGC)

The ATLAS Detector

» Largest of four LHC experiments

» 7000 tonnes, —100 million read-out
channels, 3000 km of cables

» Contains 11 sub-detectors of different
technologies in layer structure

» Built and operated by collaboration of
>3000 physicists
» Operation with collisions since end 2009
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chambers (RPC)

End-cap toroid

Monitored drift tubes (MDT)
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DCS Architecture

» Facilitate management of

Implementation, S —
operation and -
maintenance by using LHC ‘r‘. ~ Global Control Stations (GCS) ' WWW )
Standard bU”dmg bIOCkS MAGNETS CcooL Data Operator Alarm Web
3 JOiﬂtCOﬂthlSPrOjeCt CERN Interface Viewer Interface Screen Server
£ DATA O\ | et
- . BASES
> CO”tI‘OlS hlerarChy' v : { Sub-detector Control Stations (SCS) J
1. Front-End (FE): o T | !
detector interface u mﬁﬁ e i i csc -

2. Local Back-End (BE):
FE connection, readout, Local Control Stations (LCS) :

| Processing \ «% e —

grouping different
technologies, standalone —
operation =

4. Global BE: interfaces to ‘ m@w

operators, storage and
external facilities

FRONT END
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DCS Front-End

DCS Front-End Components

» Industrial Power Supplies & Crates
(CAEN, Wiener, ISEG),
read out and controlled via CAN/Ethernet

» Few PLCs read out via Mod-bus (managed by CERN infrastructure)

» Custom built low-cost 1/0 concentrator: Embedded Local Monitoring Board
64 analog inputs (16-bit ADC) and 32 digital 1/0 channels

ATmegal28 microcontroller (8 bits, 4 MHz)

CAN controller for communication over field-bus

Powered by custom power supply via CAN bus (or hosting board)

Modular, remotely upgradable firmware

CANopen OPC server for communication with back-end

Radiation hard up to 50 Gy, tolerant to magnetic field >1.4T

More than 5000 ELMBs in use in ATLAS (detector, countf&ng rooms), >10k LHC-wide

VVyVVYVYVYYVYY

; QID QID Rack-mount Server
% % % CAN BUS
| w CANopen
: OPC Server
CAVERN: COUNTING g

= ROOM
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DCS Back-End

Components and Usage

» Front-End interfaced to individual control stations (server PCs),
Windows/Linux

» Stations run SCADA software PVSS |l (Siemens), allows distribution of
applications

» Data exchanged via OPC (standard), Modbus (PLCs), DIM (anything else)
» Conditions data can be streamed to relational database (Oracle)
» Low level alarm system for individual

parameters crossing thresholds
User-Interface
Layer
I CTRL “' APP"T_?;Z?
(€
“v——
PVS S DIST Event Communication
and Storage Layer
by ETM . N
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Back-End Integration

Sub-systems
» Distributed system of >130 stations in private network

» Control applications implemented by ~50 different sub-system developers based
on event driven processing of >107 data elements

External SyStemS Svstem Component # Servers #Archived Total# #FSM
c yste ompone Appl. Parameters Parameters Objects
» Information servers

dedicated to
communication with
external controls systems
(Safety, Magnets, Cryo,
Gas, Cooling,..., LHC)

» Middleware: JCOP
Datal nterchangeProtocol

Scaling Behavior
» Hierarchy approach pays off

» PVSS scaling becomes an
issue on global level
(influencing next version...)
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Back-End Integration

Sub-systems

» Distributed system of >130 stations in private network

» Control applications implemented by ~50 different sub-system developers based
on event driven processing of >107 data elements

External Systems

» Information servers
dedicated to
communication with
external controls systems
(Safety, Magnets, Cryo,
Gas, Cooling,..., LHC)
Middleware: JCOP
DatalnterchangeProtocol

>

Scaling Behavior
» Hierarchy approach pays off

» PVSS scaling becomes an
issue on global level
(influencing next version...)

System Component

# Servers # Archived

>

D)
\}:"%’Z
$<)

W>r

Total # # FSM

(Appl.) Parameters Parameters Objects
Pixel 11(12) 57k 1’086k 9.1k
Inner Silicon strips 11(11) 106k 1’265k 14.7k
Detector  Transit. radiation WEMAUO0O5, J. OLSZOWSKA ET AL.
Services 7(8) 16k 494Kk 3.7k
Calorimeters L|qU|d.Argon 13(13) 27k 910k 8.3k
Tile G. RIBEIRO ET AL. N
Drlft tUbeS 20/20)\ ok W heliolole) Vg 10 2l
Cathode strip
Muon . .
Resistive plate MOPMNO14, S. ZIMMERMANN ET AL.
Spectrometer :
Thin gap
Services Z\2) .1 DUN U UTR
Forward detectors 4(4) 4.9k 194k 0.9k
Counting rooms 7(7) 23k 568k 4.7k
Common Trigger & DAQ 2(2) 11k 386k 1.3k
Services External+safety 4(6) 8.0k 144k 0.4k
Global services 9(13) 1.2k 222k 0.4k
Total 131(139) t{0]°] ¢ 12.3M 91.2k
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Back-End Integration

Sub-systems
» Distributed system of >130 stations in private network

» Control applications implemented by ~50 different sub-system developers based
on event driven processing of >107 data elements

External SyStemS System Component # Servers #Archived Total#  #FSM
. Appl.) Parameters Parameters Objects
» Information servers (

i Pixel 11(12) Y4 1’086k 9.1k

dedicated to Inner
Communlcatlon Wlth Detector Transit. radiation WEMAUOQO05, J. OLSZOWSKA ET AL.
external controls systems —— Liquid Argon | 13(13) e 910k
(Safety, Magnets, Cryo, aiorimeters G. RIBEIRO ET AL.
Gas, Cooling, ’

» Middleware: . Need for hlgher Ievel o MERMANN ET AL.
Datalnterchan tO heterogene|ty an COmp|eX|ty

Scaling Behavior
» Hierarchy approach pays off = common

» PVSS scaling becomes an Services
issue on global level
(influencing next version...)

Counting rooms 23k 4.7k

External+safety 8.0k
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State Machine Hierarchy Xy
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Reduce complexity!

» Detector control mapped
to state machine hierarchy
above SCADA layer

» Using JCOP FSM software
framework (C. GASPAR ET AL. 2006)

» Device States are
propagated upwards using
state rules, Commandss
propagated downwards

SCADA / PVSS Layer

» Error handling upwards
using parallel tree of
Status objects linked to
device alarms

» Allows for single operator
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State Machine Hierarchy

==

Reduce complexity!

» Detector control mapped
to state machine hierarchy
above SCADA layer

» Using JCOP FSM software
framework (C. GASPAR ET AL. 2006)

» Device States are
propagated upwards using
state rules, Commands

propagated downwards machine

» Error handling upwards object

using parallel tree of
Status objects linked to
device alarms

GOTO_STANDBY
GOTO_READY

H

GOTO_SHUTDOWN

GOTO_STANDBY

t GOTO_ANY ﬁ RECOVER ﬁ
NOT_READY TRANSITION
{3 i o
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STATUS

STATES
COMMANDS

» Allows for single operator




Reduce complexity!

» Detector control mapped
to state machine hierarchy
above SCADA layer

» Using JCOP FSM software
framework (C. GASPAR ET AL. 2006)

» Device States are
propagated upwards using
state rules, Commandss
propagated downwards

tonpbut

SCADA / PVSS L3 ]

» Error handling upwards
using parallel tree of
Status objects linked to
device alarms

L/
GOTO_STANDBY Gt

GOTO_READY OK

GOTO_SHUTDOWN

WARNING
ERROR

NOT_READY TRANSITION _

GOTO_STANDBY

SHUTDOWN

STATUS

a
N =
— <
< =
==
)
@)

» Allows for single operator
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Operator Control

Human-Machine-Interfaces

» Alarm Screen enabling quick
recognition and response to

problems
: : TGN e i e e e ol et
» Homogeneous navigation T *“ e e e
through state machine e -
hierarchy for operator with | .
custom HMI

» Each state machine object
has associated panel
(synoptics, trends etc.)

» Access control mechanism
fully synched with LDAP and
shift management

RRERR RRX REX
Jojoa3eq Jeuuj|

0000 000 000

» Web monitoring, no load on s 5 L (A PPE
Back-End, history mode e | QY

13j9Won3ads uonp
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Operator Control

Human-Machine-Interfaces

» Alarm Screen enabling quick
recognition and response to
problems

) ) [Gea [ 0] - o user o IEEERS
» Homogeneous navigation

through state machine
hierarchy for operator with
custom HMI

I

]
&

08-10-2011

» Each state machine object 4 o
has associated panel
(synoptics, trends etc.)

CAEN EASY SYSTEM

Rack information

10-3 (Y0610X7)

» Access control mechanism
fully synched with LDAP and
shift management

~Board 01 - A3025
Name: PSMFWrel: 2.04 @ Main Power Supp@ 48V Ext Vulbag@ HV Sync Clock Switc|
sm: 252 Temp: JEERTIC @) 12V Gen Voltage (@) Sync Clock [ [ [ |
~Board 05 - A3025
Name: EOSfUrel: 2.04 (@) Main Power Suppi(@) 48V Ext Voltag{@) HV Sync Clock  Switcl
sm: 76 Temp: [JEEEII C @) 12v Gen Voltage (@) Sync Clock [ [ [ |
~Board 09 - A3025
Name: EOLBarel: 2.04 (@) Main Power Suppi{@) 48V Ext Voltag{@) HV Sync Clock  Switcl
S/MN: 224  Temp: mc @ 12V Gen Voltage @ Syne Clock o [ [ |

» Web monitoring, no load on
Back-End, history mode

13" ICALEPCS, 10-14th October 2011, WTC Grenoble, France



Lal Uetecior Lontrol systeir
M Appsarmucruns o s

LAR CALORIMETER

TRT Transition Radiation Tracker ﬁi

- a8 Aimospheric Pressure e g,
3 su usALS [RGBAEH moar u 5
s [900,00) moar

Tomperature

3
5 g nm 30

P

Tomperature

sis s
B oo [0
v -

> >

ToroiMagneiCurent
CenralSoiCunent

INFRASTRUCTURE

oo Elescxs Elcoouna W swsrons
2{5@] Wlosocaares  [lcanwoses oo [
WTems
W swe s [ [
- s
08-10-201123.00.17 Vb 08-10-2011225951
Rack Conrol USALS L2 T smnnen] EXTERNAL SYSTEMSow rusushers ou | stavmncs | usts | usals | Ewv | Quenes | 088 |
Rack Gonol US15 L2 ' -
—— ‘Rack Convol UXLS ENDCAP C BARREL ENDCAP A

Rack Conrol SDXLLL | 5 87 654321 23456780

Rack Control SDXL L2

coounc | READTINNGR 4
g

COOLING AND VENTILATION

Temperanre et |
L__cv |
rareos I < =
b 0 Ewsorstve ] 2]
ERRONMENT| o 5

CRYOGENICS

|_coostn |

34288848

MDDLE LAVER
ZEpzEnn B

87654321

ENDCAP C oss Sl

12345676898

0
BARREL ossfill |oss|ill ENDCAP A

N2 Manitoring

- - =
[ 127 UnderEl Overrl 0102011134008 ONITORING oY b
PIXEL GLOBAL STATUS ECTRICITY DISTRIBUTION 2000 5 s o MUONs Intrastructure (5 (D N O POt
orbeam iniectn's
sux1] Sox1] EO-C EMC EEC ELC ElA EEA EM-A EO-A =
I puxay o esc.c Precision Chambers (MDTICSC) esca i o [

e
029028027 024020015 033 PLE connection OK
Lo 10,

Summary aenics <ompressars |

lon 22 o + o water Cou
lor @

e o

HVILY Sl sel sl et]| O mmsaraue
[ETETT o] | o s enie[]
S D R )
Tt

B reany @ Swioey [ RAMPHGI SHUTDOMN I NOTREADY [ UWANOWNL] LV OHHV OFF

MIC M2C MLC Trigger Chambers MLA M2A M3-A

"
EIFIC HY EIFl-A
Q4 ] Qa4
=
us1y i

e ~BCM - Low Horizontal ROD- -

Connestea BEBU 55 warming INMESER

[Fockevers ] Conmersvers ] ]

By IFALSED ecton pere [INTREY

TGC w TGC rror MBI eam pernie NI
@ stoe IR Lo 11100805102
BCM - Low Vertical AOD.
VSUSA2 HUSATIS Gibhedlc | HOC  BoWmedC H5USAd. Crspencs|
e [
ﬁﬁﬁ S b e ] -

08202002220011 [0 READY [ SWADBY [] RAMPING | SHUTDOWN i HOTREADY [ UNKNOWN 68.10.2011 73,0007

Sanss
T
JTAG — [
@ @ Bt
Fotioa s
Sacsorssom
Sonsos vomve
— L
WP b oot -~ opsttacs —
St Pomnibmsts Lo B WITALZED [ HOTMTULZED [ FALED I SIUTCOM MOLA [] LOADNG [ LNKNOWY =
iy oteocks Sk

Lt cick on the objectta see
the data pont values nthe table

oegy, 8 B g B B 8 0
062064 055067074075 USD  HSUS] H5.US.2  HSUSB  Digheelh  HOA  Bigiheeld Cooling




W

Total PVSS Insert Rate [ A
Data M ment B
ata Managemen - i
Data Handling s
> Use Of Oracle databases (CERN Experiment network | CERN network
IT SerVICGS) = Oracle Streams <l -
_ _ Online (values) Offline Physics
» Configuration DB: 1.6 GB DB DB Condtions
» Conditions DB: 6.6 GB/day, T I
replicated for offline use ::::IEI .
o _ 200005 - Conversion External Offline
» Non-negligible maintenance 5050 (values => time Inferval) - NS
Control Stations (Viewers:
Data ACC@SS Reconstruction)

» Directly from PVSS (trends, script-based) via OnlineDB

» Implemented dedicated web-based DCS Data Viewer (DDV)
» DCS data access world-wide, can be embedded in any web-page
» Generic approach allows use in other experiments (done in COMPASS)

]

[ A 4 \ / \ metadata requests
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Data Management S usismmnmi 5 &
Data Handling 7 days
» Use of Oracle databases (CERN Experiment network | CERN network
IT services) S Orecle Streams e _
- : Online (values) Offline Physics
» Configuration DB: 1.6 GB DB DB c;onS.Bt.ons
» Conditions DB: 6.6 GB/day, IR, | .
replicated for offline use ;;::IEI N

External Offline
Applications
(Viewers,
Reconstruction)

90010

» Non-negligible maintenance 5000

Control Stations

(values => time interval)

Data Access
» Directly from PVSS (trends, script-based) via OnlineDB

» Implemented dedicated web-based DCS Data Viewer (DDV)
» DCS data access world-wide, can be embedded in any web-page
» Generic approach allows use in other experiments (done in COMPASS)
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Automation of Data Taking

Example: Synchronization of DCS with LHC operation and physics run control

» Detector safety requires lower voltage levels during unstable beam conditions

» Communication with LHC control room using semi-automatic handshake procedure

» Detector state change automated, synchronization with DAQ run control system (trigger)
» Audible notifications from DCS to ease shift operation

» Beam backgrounds and luminosity monitored via DCS

il
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Automation of Data Taking

Example: Synchronization of DCS with LHC operation and physics run control

» Detector safety requires lower voltage levels during unstable beam conditions

» Communication with LHC control room using semi-automatic handshake procedure

» Detector state change automated, synchronization with DAQ run control system (trigger)
» Audible notifications from DCS to ease shift operation

» Beam backgrounds and luminosity monitored via DCS
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Automation of Data Taking

Example: Synchronization of DCS with LHC operation and physics run control

» Detector safety requires lower voltage levels during unstable beam conditions

» Communication with LHC control room using semi-automatic handshake procedure

» Detector state change automated, synchronization with DAQ run control system (trigger)
» Audible notifications from DCS to ease shift operation

» Beam backgrounds and luminosity monitored via DCS
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Automation of Data Taking

Example: Synchronization of DCS with LHC operation and physics run control

» Detector safety requires lower voltage levels during unstable beam conditions

» Communication with LHC control room using semi-automatic handshake procedure

» Detector state change automated, synchronization with DAQ run control system (trigger)
» Audible notifications from DCS to ease shift operation

» Beam backgrounds and luminosity monitored via DCS
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Automation of Data Taking

Example: Synchronization of DCS with LHC operation and physics run control

» Detector safety requires lower voltage levels during unstable beam conditions

» Communication with LHC control room using semi-automatic handshake procedure

» Detector state change automated, synchronization with DAQ run control system (trigger)
» Audible notifications from DCS to ease shift operation

» Beam backgrounds and luminosity monitored via DCS
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Automation of Data Taking

Example: Synchronization of DCS with LHC operation and physics run control

» Detector safety requires lower voltage levels during unstable beam conditions

» Communication with LHC control room using semi-automatic handshake procedure

» Detector state change automated, synchronization with DAQ run control system (trigger)
» Audible notifications from DCS to ease shift operation

» Beam backgrounds and luminosity monitored via DCS
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Automation of Data Taking

Example: Synchronization of DCS with LHC operation and physics run control

» Detector safety requires lower voltage levels during unstable beam conditions

» Communication with LHC control room using semi-automatic handshake procedure

» Detector state change automated, synchronization with DAQ run control system (trigger)
» Audible notifications from DCS to ease shift operation

» Beam backgrounds and luminosity monitored via DCS
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ATLAS data taking
efficiency 94%
DCS incredibly reliable so far
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Maintenance & Operations
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Tasks

>
>
>

Operations-driven consolidation (problem recovery automation etc.)

Building documentation: direct access from Uls to generic TWiki

Routine hardware replacements (PCs, FE-BE interfaces)
» Replace PCI based solutions to USB/Ethernet

Software maintenance (OS, security patches, PVSS, drivers etc.)

Migration to Linux:

» Windows needs high administration effort, high security constraints

W
» Need to replace OPC standard: OPC Unified Architecture (under j» \'f-*J
development for CANopen/ELMB, vendors interested)

Development on test systems, production updates only in technical stops
» Large scale production mirror (software only)
» Small scale hardware setups

Software organized in repository, versioning essential (SVN)

Reduced manpower requires merging of expertise and
responsibilities, time consuming!
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Future Upgrades

Upgrade Constraints LHC Upgrade Schedule

» Higher luminosity @ need to
Increase radiation tolerance for E =6.5-7 TeV
cavern equipment by factor ~10 L =10 2013

< ELMB successor: ELMB++, still in CONSOLIDATION

conception stage
< Radiation hardness!
< Backwards compatibility

< Fix bugs, support new connectivity E=7TeV
(Ethernet?) and users L =2 10%cm2s-1| 2017
» Phase I: PHASE 1

» new Pixel Inner B-Layer (new
powering, Cooling)

» Fast Track Trigger (electronics) E=7TeV

> Phase II: Replace complete L =9 10%em™s72021
inner detector, needs at least PHASE 2
complete new design of DCS
Front-End
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Summary

>

Highly distributed control system using SCADA software PVSS
scales well (107 parameters)

Reducing complexity using hierarchical structure and state
machine logic

System proven to manage routine detector operation well
Continuous consolidation and automation
Preparation of future upgrade I e
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CATLAS
! EXPERIMENT M, =53 GeV

Run Number: 152221, Event Number: 383185
Date: 2010-04-01 00:31:22 CEST

W->uv candidate in
7 TeV collisions



p,(u+) = 29 GeV
n(u+)=  0.66
E ™= 24 GeV
M, =53 GeV

Run Number: 152221, Event Number: 383185
Date: 2010-04-01 00:31:22 CEST

W->uv candidate in
7 TeV collisions



