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INTRODUCTION

The LHC accelerator complex and its associated Experiments rely on many critical auxiliary systems for their safe operation. The Industrial Controls and
Engineering (EN-ICE) group of the EN Department at CERN develops solutions and provides support in the domain of medium and large control systems.
EN-ICE is currently responsible for the operation and maintenance of around 60 applications that control critical processes for the cryogenics, quench
protection systems and power interlocks for the LHC. The Monitoring Operation of cOntrols Networks (MOON) package was developed to centrally
manage software updates over the lifetime of these applications and to ensure a quick detection of faults during their operation.
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Main Features
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CONCLUSIONS

The modular design of the EN-ICE Frameworks, the clear definition of the user requirements, as well as the consistent model of abstraction from the control applications enabled
the rapid development of MOON with limited resources. Although this tool has only entered the production phase recently, it has already shown its power in assisting experts in
their daily work. Currently all software upgrades of the EN-ICE applications are centrally handled using the tool. MOON has significantly reduced the time required for these

interventions thus increasing overall efficiency. MOON has moreover become the primary tool for the members of the EN-ICE On-call service to understand the behavior of the
control applications and to monitor their performance.
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