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Abstract Why Data Distribution Service?

Existing high-level applications in accelerator control and Data-centric publish-subscribe middleware provides more flexible Motivation: The Intensity Frontier experiment employs &,

. . . . . : : . 1/ A\
modeling systems leverage many different languages, tools and coupling between data information producers and consumers. both EPICS and DDS in the instrument. It is necessary v

frameworks that do not interoperate with one another. As a result, Furthermore, DDS has built-in Quality-of-Service policies that are to monitor information and send control signals over (&&= 189:
the accelerator control community is moving toward the proven crucial to control systems. both protocols. St

Service-Oriented Architecture (SOA) approach to address the Data Distribution Service has Data-Centric Publish-Subscribe Interface « We modeled after org.Csstudio.platform.libs.epics and
interoperability challenges among heterogeneous high-level iImplemented a set of plug-ins to present DDS topics as PV's:
application modules. Such SOA approach enables developers to « com.txcorp.soaac.css.platform.libs.dds

package various control subsystems and activities into “services” « com.txcorp.soaac.css.platform.libs.dds.ui

with well-defined “interfaces”™ and make leveraging heterogeneous e com.txcorp.soaac.css.pv.dds
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high-level applications via flexible composition possible. Examples ----- d f ------ 5 « The added plug-ins enable CSS applications to subscribe/
of such applications include presentation panel clients based on = e . publish (get/set) a DDS topic (structured like a PV)
Control System Studio (CSS) and middle-layer applications such contite data T  For example, an OPI| widget can be associated to a PV
as model/data servers. - ope [ ] dds://temperature3

This poster presents our experiences in developing a demonstrative GlopalData Space Current Status:

high-level application environment using emerging messaging  Topics (with their associated QoS policies) need to be
middleware standards. In particular, we utilize new features such as in _ _ _ '_ o precompiled into jar files and loaded thru
EPICS v4 and other emerging standards such as Data Distribution Service ) Deadlllne: Establishes contract regarding rate at which periodic com.txcorp.soaac.css.pv.dds

(DDS) and Extensible Type Interface by the Object Management Group. data Is refreshed. o « We currently support only DDS topics with structures similar to
We briefly review examples we developed previously. We then present * Latency: Establishes guidelines for acceptable end-to-end PVs (with some meta-data)

our current effort in integrating DDS into such a SOA environment for d.elay _ _ Ongoing effort:

control system. Specifically, we illustrate how we are integrating DDS * Time-based Filter: Mediates exchanges between slow « Add support for general DDS topic structures such as,

into CSS and showcase our other DDS efforts. consumers .an.d fast producers o - dds://Booster/Quad/Magnet2#current
* Resource Limit: Controls resource utilization by DDS entities . Add support for dynamic topic/QoS definitions via XML
» Reliability: Controls message delivery QoS (Best-effort/reliable) (eliminate the need to implement a separate .jar file)

MOtlvathnS  History: Control how many messages are kept by the
middleware (keep last n/keep all)

« Durability: Control the lifecycle of data (volatile, transient, Python DDS (pyDDS)

 Modern accelerators have greatly increase complexity and scale persistent)

* More devices and sub-devices to control, configure, monitor * The ea§iest way for Python code to interact with _DDS data
simultaneously space is to wrap up C/C++ generated code with SWIG/

* With more and more features and automations M |dd Ie-Layer Server Exam pleS Boost.python

* High-level client and physics applications « Type-specific wrappers

e Centralized control panels for users of different roles
+ Distributed display f%r off-site users « Extra-steps necessary to generate wrappers

- There exist many standard environments for ACS We developed an example middle-layer server on top of two - Need to regenerate wrappers when topic structures change
* EPICS, Tango, Tine, ACNET, etc. different DDS implementations: « Not compatible to Python’s dynamic/interpretive language
* Limited interfacing supports  \Web Browser runs Ul nature

* Hard to expand system by dynamically adding components « Web Server connect to the actual Optim Server using pub/sub /

protocols (DDS and EPICS-DDS) ! w
* Optim Server runs MAD-X or UAL Python Application
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Optim Engine Uf"—  With the new pyDDS library, a Python application:

S rV O r nt d Optim Server CAS Twiss File - Dynamically generate type-specific objects right inside
e ICe' Ie e Python application using services provided by pyDDS

.  Interact with DDS services directly via pyDDS
ArCh |teCtU re (SOA) fOr D DS Pe rfo rmance * Does not require extra tools or gepar?tle steps to generate

wrappings for every topic structure

Control Systems Test Suite e S e e ke a1

Create Topic Reders/Writers

JOining d Data Domain # Creating/Finding a topic in global data
. . . , , # space. Last argument specifies the URI
* Client-Server/RPC-styled/remote object messaging protocols are - We extended the open source TouchStone performance test t 3 one-stop incerface into the pydds siosal [ cpace st argunen: Specifies
suitable for command/control and deployment purposes suite to work with most DDS implementations import pyads; O o oxamey a5 createtopie
* They are not suitable for dynamic services Th te helbs devel t | diff t t  Gers defines their datasmaee/suntine and nyDataspace,
. ° myQoS,
[ Dual messaglng buses e teSt SUIte e pS eve OperS O eXp Ore I eren WayS O i pass it in ai an arcgiument Jig vaiious)other fii/le:///HelloWorld.idl#HelloTopic);
. . . . . . ' ' ' operations that need it. ee later oW create reader/writer obiects
* Solutions: Adding a publish/subscribe messaging protocol configure the overall system QoS policies using different nyoatoamace - e T e
. . . dds.connec t_dataspace readerQoS) ;
. ?'V'GNEI)DS oy operational scenarios before actually developing the Y Demain mamer, ~partition name e oTomie. crente writor
¢ Javad essaging service : . (writerQoS) ; -
a ||Cat|0nS ataspace object shou contains some
i EPICSV4 pVData, EPICS_DDS pp % ge?azétisu?iciibez/piblicsiher ijects with Writlng and Reading Samples
some defau QoS policies. 4 Creating a sample
/ \ ManiDUIate QOS POIiCieS helloSample = helloTopic.create sample
High-Level Presentation Clients PRI < 7 > nyQoS = pydds.create qos () <mes§ag§ = “John Smith”, repeat = 3);
Client (Control System MMLT Clients Scripting Clients : myQoS.set_reliable (3000000) # Publishing the sample
: ; StUdIO) myQoS.set transient () status = helloWriter.write (helloSample);
Appllcatlons T, T, myQoS.set keep last (3) # Simple read/take
[samples, infos] = helloReader.read();
——————————— 1T—-——-"""""-—"-"=-"-"-pP~--""-"-"-""-"-"-—"-—"-—=—-p—-"——-—— = MB/seC? MB/SES? sys.ztdout write (samples[0] .message);
Middle-Level (Tracy/Elegant) (Conv/Resp) DDS Global Data Space Trellis
Services . .
(Demain)
Summary and Future Work
Service Bus EPICS CAv4 (pvData,pvAccess), EPICS-DDS Rates?
Throughput A SOA with dual messaging buses have shown to be an effective

msgs/sec? ey . -

: approach to address the scalability and interoperability challenges
of modern large-scale accelerator control systems. We are
developing tools and libraries to simplify the adoption of DDS. We

upblisner

Throughput plan to continue to harden these tools and enhance them to

Publisher IR support more dynamic features such as run-time type resolution

and the emerging extensible type standard to make them more
robust and adaptable to new application needs.
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