: 88 MHz p=0.07 88 MHz p=0.12
BT _QWR (12 mod x 1 cav) QWR (7 mod x 2 cav)
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Overview of the Spiral2 control system progress

E. Lécorché, P. Gillette, C. Haquin, E. Lemaditre, L. Philippe, 6. Normand, C.H. Patard, D. Touchard and the Ganil control group (Ganil / Caen, France)
J.F. Denis, F. Gougnaud, J.F. Gournay, Y. Lussignol (CEA-IRFU / Saclay, France)
P. Graehling, J. Hosselet, C. Maazouzi (CNRS-IPHC / Strasbourg, France)

Machine integration

Accelerator :
lerato intfo the control system

The Spiral2 project

The Spiral2 project aims at producing Rare Ion Beams (RIB) by ISOL
and low-energy in-flight techniques and is coupled with the existing
Ganil facility. The global project is seen within two phases :

After the design period for
the whole process, the
building construction started
by the beginning of this year
to be achieved in 2012,

(VDCT + tools)

Y Equipment configuration S—

To provide end users, even not Epics
aware, the ability to manage their own
equipment, a specific environment is e
under prototyping : —
VDCT is used by developers to generate standard .substitutions
template files.

The genIOC program extracts data from the equipment
database and generates the .cmd, and .stt files according to

the standard Epics rules.

Phase 1 concerns the beam acceleration.

It is based on a multi-beam driver composed or two ECR sources (for
q/a=1/3 heavy ions or deuterons), then a RFQ followed by a
superconducting linac, the whole accelerator operating at 88. 05
MHz. High energy beam transfer lines distribute the beam to a beam
dump or to the experimental stable ion beam areas S3 and NFS or to
the 200 kW target ion source system (10* fission/s).

Q{) Epics 10Cs

3D design

Phase 2 is the rare ion beam (RIB) production.

The RIB so produced is Sorral, ;b-‘f‘
either sent to the new fra/Z P sl

& Machine modelisation

' As a reference for high level

DESIR low energy AT '_ Dorators Machine implantation applications , the machine is described

experimental hall or E ” ‘ﬁ;ﬁ*‘" _— within a database adopting a ftree
xperimental ha : | Ll o g o . . .

post accelerated mmyg;g:;;'fngug:; - Vm i decomposition , both adopting existing

Acceleration of exolic nuciei E < 25 AMeV,
6-8 AMeV for the fission fragments | owoms |

by the existing CIME

) Experimental A | o
CYC'OTI"OH before belng sﬁ:.';;ruse S’] 4? et-Source Ensemble E

' Ganil standards and being Xal compliant.

N I : i
Off-line run preparation ; On-line operation
]

. C Gonverter + UC, Target T . “m. e - . .
WG TEE o i G The simulation code TraceWin is -

experimental switchyard.

=3 used for providing theoretical _j“
Experimental hall o o
eunrons For o s = values as well as for specific on-
;ﬁ!_ETL%LE;Ns?im: 1' ] y llne OpTlmIZGTIOH. MGChlne
'E = 40 MeV for deulerons

E = 33 MeV for protons

configuration is stored in the

ECR Source E- :
' Underground excavation First concrete

Al =3, 1mA

database for off-line analysis
. at -10m (September 2011) ...
Spiral2 general layout (June 2011) P and beam parameters definition.
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Control system implementation

Operator interfaces design

Central servers Environment : PCs / Linux Red Hat Linux Enterprise 5
Alar'ms server
Two Dell Power Edge servers GUT interfaces are developed with several environments
e (Intel Xeon E5620) @2.4 GHz according to the specific user needs :

- iSCSI SAN Raid10 (3Tb) &

Raid 5 (4 Tb) disks

- Red Hat Linux 6 with Cluster suite

- Central services &

Ingres and MySql relational databases

Count ;368 1. Tocal
5in9:EquipementSin Count : 368 doceaccdvZ.ganil.local 2011-9;

Supervision
- EDM is used for the supervision needs
- CSS/BOY is under evaluation
for latest developments

Test Sind:EquipementSin Count : 373 doceaccov?.

Count : 371

Count : 373

Count 1 371

High level applications
- Java is used as the programming language
- A based Xal framework implements the
specific Spiral2 needs

Specific Java home made development to process both :
- the Ganil alarms from the legacy Ganiciel
Ada based control system

- the new Spiral2 Epics based control system
Peak value throughput measured is ~ 330/second. = =1 = 5
11 ACCT/DCCT - =
Af'ChlVlng SYSTem Central SMFE Local and rermole Thresholds NIMBLM |
. T licativ control rooms Private Ethernet network | e ——— = —
e 5 servers ‘ BRM ‘ s | Machine Protedtion Sysfem deviges - — — =
=) [T .—_I SRS ] el ale] ) : ] 1 e —— =
— = J W R ‘,HW"MWMW % YMBPM1 YMEBPMZ VMEBLM leEEanLS:'E:tiDn caIEJE{Elim _d\.\‘l@p——
... . I e I
== ! Sonto Ee e neworn EDM Xal based
———— TTaLT PE LEBT1 PE LERT? PF LEET( PFLEBTC PE Linac .. .
e e S ¢ | lpF MEST Liﬂﬂ | jr e | deuteron source Optimization
e e e i i i Y r — Supervision high level application
T e e ecaron s -1 e s VMELB1 | | VMELB2 }“;ML'%ELE"::EJ VMEEMI VMELNA ~{UMELNB VMELHE | | VMES3 | |VMENFS s Vi“? Al Vifa Vf:;f4
o o T T T T T T T T T T T ™o v T r\\ g ° °
Archiving system based on the RDB | | T ] | | | | N | || —— e Power supplles handlmg
. [ | | | | 11 [ [ [ - -, AN
ar'ch“/er' and The C S S dGTC( br-owser' | | i FTT | i i i | | -VPLC S oe JF‘L; - PL-:: e e ————
(benchmark test with MYSC” cur'r'en’rly i i Fi'Fr'.‘EBT i i g i cryo A i o B i i i i RFRFQ | | RF LINA T{M RFLINB | | CryoB
o . | MELMA=— VMEL NI-'——
with 400 values monitored at 10 Hz. | : : T i | : | T Etfemet fleld netlork (ModbusfTCP)
| | | ' | | | | L | [
L [ Re | [ vemem I[P 10 [t |[vann | [ e || [venarn | [vinien | [ 22 ] - F*’“’*?'
v ME IOCS 322[,?;1 EE;Frugnj REQ-MLIIEBT | || Emittance | : Iluliinan::.&. Hl|iinac|51 VHEBT i ' $3 wNFS Interiack | | a{;ﬂun:j:iiars sopples V Xal based
LEBT1 LEBTC | ) | : B ' ' | ' ) _qene/"a/ purpose
e _Pe | i PLG [ Buneners LSO \ Handlling application
IOCs VME / VxWorks 6.8 X pump | | pmiters
iagnostic I I
CPU Emerson MVME 5500 i (] vuedagnon | omm e e e I p——
(PPC 7457@1 GHz, 512 Mo) $|emens 57 PLCS \:’ VME 64x LLRF & —— = Logical link between PLC and I0C ‘ HEBT Amplifiers ‘
ADC Adas ICV 150 | | PLC J, PF Beam pulse synchranisation {ESEQ?ZEET-DCCTS. Emittancemeters, Alarms, sources on VME)
32 channels * 16 bits
DAC Adas ICV 714
16 channels * 12 bits
Binary Adas ICV 196
I/0s 96 channels
Emittance measurement
A specific system (VME based IOC) is devoted
to the transverse emittance measurement system.
Specific hardware interfaces are
- Oregon OMS MaxV 4000s boards to move
. oL the scanner pods via Brushless motors
Synchronized beam pulse acquisition system _ ISEG 202 M board to handle the high
o . . voltage ramp inside the Allison scanner chamber e ———————
To perform acquisitions synchronized with the beam pulse (from RF qmphﬁers mtegr-qnon Xal based
100 ps at 1Hz up to the CW mode), a dedicated system was Beam current measurement is achieved using a Faraday S Te— = z de‘s’ze’; i’;/jfo"; €
tested. The system is based ona set °_f VME Adas boards : cup accessed either by a standard ADC or the fast il salaaie f e S
- ICV 178 for the fast acquisition (8 inputs up to 1, M synchronized beam pulse acquisition system. e N si
Samples/sec.) m= =
- ICV 108 to synchronize the acquisition and perform GUIs formerly developed in EDM and Java are evaluated = B=._EE=a=
the DMA data transfer within the CSS/BQY environment. E W E?E
B4 - sTOP
: f CSS/BOY (evaluation)
| B2, RFQ amplifier
" qualification bench
EDM 4 ,Iiiifi
beam pulse display = €8S/BOY (evaluation)

o CEERH emittance visualization
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