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Abstract \

Hefal Light Source (HLYS) isa dedicated second generation VUV light source, which was designed and constructed two decades ago. I n order to improve the performance of HL S, especially getting higher brilliance and
Increasing the number of straight sections, an upgrade project is undergoing, accordingly the new control system isunder construction. VMware vSphere 4 Enterprise Plusis used to construct the server system for HL S
control system. Four DELL PowerEdge R710 rack serversand one DEL L Equallogic PS6000E iISCSI SAN comprisesthe hardwar e platform. Somekinds of servers, such asfile server, web server, database server, NISservers
etc. together with the softl OC applicationsare all integrated to thisvirtualization platform. The prototype of softl OC is setup and its performanceisalso given in this paper. High availability and flexibility are achieved with
low cost.
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monitored by the oscilloscope Tektronix DPO4054.

The interruption time:
I about 1600 ms during VMware vMotion
I about 2600 ms during VMware Fault Tolerance

MOXA Serial Device Server

serversthat have spare capacity. | s . Nport 6650-16 | ™ |
Tektronix S |
I VMware Fault Tolerance. When Fault | | DPO4054 o
Tolerance Is enabled for avirtual machine, — m— - A gilent 34970A — L'l“f S ki)
a secondary copy of the original (or o o Il W "
primary) virtual machine is created. All SO0 oo J ‘
actions completed on the primary virtual o | o | R
- - N TS Bzt O R pr e $ Ty D
machine are also applied to the secondary . g
virtual machine. It the primary virtual Hardware structure of SoftlOC test system Output waveform during Output waveform during
machine becomes unavailable, the VMware vMotion VMware Fault Tolerance

secondary machine becomes active,
providing continuous availability



mailto:gfliu@ustc.edu.cn

