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interconnects are more and more going to the direction of 
serial point-to-point links. In dedicated applications these 
links have been used already a long time. General-
purpose interconnect protocols are now being included 
directly in processors so it makes a lot of sense to use 
them in embedded applications, too. The most prominent 
interconnect protocols are Ethernet (obviously) and PCI 
Express. The other protocols cater for specialized needs 
and what will happen with them in the long term is not 
that obvious. The two prominent protocols are however 
likely to have a large share in applications and be widely 
supported long into the future. 

Controls Applications 
A typical embedded application consists of tasks for I/O 

and some level of processing. As the processing power in 
the low level has grown, more and more applications have 
migrated to the low level. This has several advantages, as 
the data can be pre-processed right down at the source and 
only the relevant data needs to be passed on to the higher 
level. To achieve this in a low level embedded processor, 
there are a number of options. One can implement 
applications in a FPGA and take advantage of the real 
parallelism possibilities and very hard real time 
capabilities. This can however be very labour-intensive. 

For the processing with a CPU, the obvious way is to 
try to take advantage of the multiple cores. A relatively 
simple way is to take advantage of a symmetric 
multiprocessing (SMP) OS and let it take care of 
distributing the load between processors. This can work 
quite well when the workload consists of different tasks 
that have little or no relation to each other. However, for 
embedded applications this is often not the case. The 
other possibility is then to dedicate computing cores for 
different tasks, or define certain tasks to run on different 
cores. This can help in management and partitioning of 
the workload. 

The SoCs that provide different specialized cores can 
also have interesting possibilities. For instance the OMAP 
processors with their special processors could be efficient 
when the workload is a mixture of heavy floating point 
and matrix operations plus running general purpose tasks 
(I/O handling, network tasks etc., for which a general 
purpose core like an ARM is well optimized. Dedicating 
coprocessors for different tasks would also enable 
applications where a tight connection between a 
modelling environment and an embedded controller is 
useful. The modelling can happen in an workstation and 
the modelled application can be run on a dedicated core, 
where it would not need to disturb the general purpose 
tasks, and restarted as wanted. 

Using GPUs as coprocessors for doing intensive matrix 
manipulations is also a possibility that is becoming more 
and more common. 

QUEST FOR EFFICIENCY 
Even if the price of computing equipment has come 

down, it still always costs too much. One of the long-

standing ideas (and implementations) of taking the most 
benefit of the installed equipment has been to share the 
computing resources between several applications. 
Instead of each service running on its own machine, 
sharing the time of the hardware by running several things 
in parallel can improve the utilization of the hardware. 

Virtualization 
However, even more than optimizing the use of the 

hardware the problems facing IT departments now are 
physical space in the data center, power/cooling costs, 
system maintenance and management. The performance 
of servers has also increased to a point where there is a 
large amount of idle capacity. With virtualization, IT 
departments can utilize that spare capacity rather than 
adding a new physical server to support a new 
environment. 

Virtualization is traditionally implemented with the 
help of a hypervisor that controls and shares the 
computing resources at a low level. The hypervisor is 
usually a thin software layer below the guest operating 
system. As the number of cores in CPUs increases, the 
task of a hypervisor gets more and more demanding and it 
self starts to become a bottleneck for the effective load 
sharing. Thus the functions of a hypervisor are 
increasingly being implemented in hardware. The need is 
most obvious and pressing in the area of I/O. 

I/O Virtualization 
The concept of I/O virtualization [3] is fairly recent and 

its meaning may not be immediately obvious. What this 
means is the implementation of the tasks of a software 
hypervisor in hardware to improve the efficiency. When 
many guest systems want to share the access to I/O 
modules the supervisor becomes a bottleneck when all the 
accesses have to be arbitrated. For instance, the SR-IOV 
standard within PCI express defines so called virtual 
functions in the devices.  The guest systems can be given 
direct access to the hardware and the need for data 
manipulation by the hypervisor is eliminated. 

SHARE AND CONQUER 
Being a discipline with long development cycles, most 

of the software infrastructure in the control systems field 
is still oriented towards the single-processor model. Only 
recently activities to address have been initiated; some of 
them presented also in this conference. For instance the 
handling of timing of real-time processes: in a single-core 
system 

The rise of open-source software has had a big impact 
on the way systems are built. Direct access to the source 
code has enabled implementation of functionality that was 
previously an area where only proprietary solutions 
existed. In addition, several working groups are defining 
open standards to make the utilization of multi-core 
systems easier. A notable standardization body is the 
Multicore Association [4], which has several working 
groups working on standardization of APIs in different 
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needs also to be merged with data from the accelerator 
(e.g., pulse number, beam characteristics, etc.) to enable 
later analysis of the data. 

Case for Virtualization 
For controls applications, configuration management is 

probably the most compelling reason why one would 
consider virtualization. 

The trend has been to put the computing closer to the 
equipment. With the fast interconnects and protocols 
available, one could think of revising the trend. It might 
be feasible to put the computing infrastructure together in 
a server room instead of spreading it out on the field. This 
would have the advantages that the management becomes 
easier, granularity of allocating processing power to the 
applications can be improved: not all I/O processors need 
to be the dimensioned according to the highest 
requirement, and on the other hand more power can be 
allocated where it is needed. In a sense this has already 
been happening since the EPICS software has allowed us 
to run the IOC core software on a server machine. 
Moving from the “soft IOC” would involve adding the 
direct (virtualized) I/O to the system and one could even  

implement real-time systems on a remote server. Using  
PCI express as the interface protocol, the infrastructure 
for device drivers would be easily usable in such an 
environment. 

CONCLUSIONS 
The advances in computing sometimes enter the 

embedded world with a delay. It is also often not obvious 
how to take advantage of the technologies that have been 
targeted to a different domain. However, after all the 
requirements are not that different, and by embracing the 
technology they can bring a lot of benefits to the 
embedded applications. 
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