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The 13" International Conference on Accelerator and
Large Experimental Control Systems (ICALEPCS 20112
conference was held from the 10™ October to the 14"
October at the World Trade Center (WTC) in Grenoble,
France. It was hosted by the European Synchrotron
Radiation Facility (ESRF). The conference was
endorsed by the European Physics
Society/Experimental  Physics  Control  Systems
(EPS/EPCS), the Institute of Electrical and Electronics LY
Engineers (IEEE), Nuclear and Plasma Sciences Society (NPSS) the French Somety
of Physics (SFP Interdivision Physique des Accélérateurs et Technologies Associées),
Physical Society of Japan (JPS), Particle Accelerator Society of Japan (PASJ), and the
Association of Asia Pacific Physical Societies (AAPPS). The conference's Local
Organising Committee was advised by two committees made up of members from the
three regions — the International Scientific Advisory Committee (ISAC) and the
Programme Committee (PC). The ISAC was comprised of 47 members and chaired by
Roland Mueller of HZB. The PC was made up of 39 members and chaired by
Jean-Michel Chaize of the ESRF.

ICALEPCS 2011 had a record attendance. In total 625 registered. Of these 415 were
delegates, 54 were 1 or 2 day only attendees, 38 were students or retirees, 18 were
sponsors or VIPs, 21 were accompanying persons, 31 were editors or assistants.
CERN was the most represented institute followed by the ESRF. The breakdown of
attendees by region is as follows: 53 for Asia and Oceania, 451 For Europe, Middle
East and Africa, 99 for North and South America.

A total of 573 abstracts were submitted of which 171 were withdrawn. Out of the
remaining 402 abstracts 112 were awarded oral status (this includes the keynote and
invited talks) and 290 were posters. Mini-orals were introduced for the first time at
ICALEPCS. During the mini-oral the speaker was given 3 minutes to present their
poster. 31 posters were presented as mini-orals.

ICALEPCS 2011 put strong emphasis on having a high number of quality keynote
speakers. For the first time 7 specialists from outside the community presented
keynote talks. The feedback on the keynotes from the attendees was very positive
proving they clearly contributed to the success of the conference in terms of the quality
of the conference and attracting attendees.

The conference themes were chosen by the ISAC. The scientific programme was
drawn up by the PC. Both committees did an excellent job choosing topics and talks
and encouraging experts to present their work. A number of institutes were
represented at ICALEPCS for the first time. Parallel sessions were reintroduced. Out
of a total of 20 sessions, 7 were parallel.
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There were 6 pre-conference workshops held on the Sunday before the conference.
The workshop themes were: Open Hardware Initiative, Cyber-Security, TANGO, |ddd,
and CDM (Common data model). The attendance of the pre-conference workshops
was again very high. Over 200 people attended the workshops.

Tutorials were reintroduced at ICALEPCS 2011. Two tutorials were given: Control
Theory and Application to Accelerators and Fusion Reactors by Stefan Simrock and
Implementing DSLs with Xtext and MPS by Markus Volter. The tutorials were very
well attended and much appreciated by the attendeees. A round table discussion was
held with some keynote speakers on When and How to mix Languages. If not why not?

For the second time the ICALEPCS Lifetime Achievement Award (LAA) was given. The
ICALEPCS 2011 award was presented to: Emmanuel Taurel (ESRF), Nicolas Leclerq
(SOLEIL), and Pascal Verdier (ESRF) on behalf of and for their contribution to the
TANGO collaboration over the last 10 years.

For the first time a selection of the ICALEPCS papers will be published in a peer
reviewed journal: Physical Review Special Topics Accelerators and Beams (PRST-AB).
A special edition of the journal will be published in mid 2012. All papers accepted and
presented at ICALEPCS 2011 are eligible to submit for publication in the peer
reviewed journal.

The local organisation of the conference was under the responsibility of the Local
Organising Committee (LOC). The LOC was comprised of 9 people and was chaired
by Anne-Francoise Maydew. The LOC put emphasis on complementing the high
quality scientific programme with an excellent social programme. The conference
started with a welcome cocktail in the modern art museum hosted by the city of
Grenoble. On the second evening conference attendees were treated to typical French
culinary specialties (cheese and wine) and dancing (including the famous French can-
can!). An outing was organised during the conference to the Chateau de Vizille (an
important event happened there during the French Revolution). The gala evening was
organised in an unusual venue - the Grenoble ice rink - where attendees were treated
to a world class French magician show. The post conference tour was a trip to
Chamonix and a ride with the cable car up to the Aiguille de Midi to marvel at the
spectacular scenery of the Mont Blanc mountain range from up-close.

The ISAC accepted the bid for ICALEPCS 2015 to be held in Melbourne (Australia)
hosted jointly by the Australian Synchrotron and the Australian Nuclear Science and
Technology Organisation (ANSTO).

As chairman | would like to thank everyone who contributed to make ICALEPCS 2011
a successful and memorable event. The conference was the result of many people's
work and support both financial and moral. It all started in 2007 in Knoxville when the
ISAC of ICALEPCS 2007 accepted the ESRF bid to host ICALEPCS 2011 in
Grenoble. It continued with ICALEPCS 2009 who decided to sponsor ICALEPCS 2011
with the earnings that remained over from ICALEPCS 2009. | thank all the sponsors
and exhibitors who helped finance the conference. The ISAC chair and committee did
a great job advising the LOC during the 2 years leading up to the conference. The PC
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did an excellent job shaping the scientific programme. The editors did a huge and
excellent job editing the many abstracts and papers to ensure that the papers were of
high quality. The delegates made the conference a success by participating with high
quality talks and questions. The city of Grenoble, the WTC and the event organisers
(Insight Outside) made a special effort to help make ICALEPCS a success and make
the delegates feel welcome. A big thanks to the ESRF, the host institute, and all the
colleagues who helped and provided support for ICALEPCS 2011.

Finally 1 would like to especially thank (1) the proceedings editor, Marie Robichon, for
setting up and maintaining the SPMS and ensure that the Proceedings were ready on
time, and (2) the LOC chair, Anne-Francoise Maydew, both of whom went far above
their normal call of duty, and (3) all the LOC members who worked very hard to ensure
ICALEPCS 2011 was a success!

| look forward to seeing everyone in San Francisco in 2013 and in Melbourne in 2015!

The Conference Chair

Andy Go6tz
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Abstract

Construction of ITER has started at the Cadarache site in
southern France. The first buildings are taking shape and
more than 60 % of the in-kind procurement has been
committed by the seven ITER member states (China,
Europe, India, Japan, Korea, Russia and United States).
The design and manufacturing of the main components of
the machine is now underway all over the world. Each of
these components comes with a local control system,
which must be integrated in the central control system.
The control group at ITER has developed two products to
facilitate this; the plant control design handbook (PCDH)
and the control, data access and communication
(CODAC) core system. PCDH is a document which
prescribes the technologies and methods to be used in
developing local control systems and sets the rules
applicable to the in-kind procurements. CODAC core
system is a software package, distributed to all in-kind
procurement developers, which implements the PCDH
and facilitates the compliance of the local control system.
In parallel, the ITER control group is proceeding with the
design of the central control system to allow fully
integrated and automated operation of ITER. In this paper
we report on the progress of the design and technology
choices and we discuss justifications of those choices. We
also report on the results of some pilot projects aimed at
validating the design and technologies.

INTRODUCTION

The first concrete was poured in the ITER tokamak
seismic pit in August 2011. Construction of the first two
buildings is expected to be completed next year and the
control building in 2015. In other words, the civil
construction of ITER is in full swing. At the same time,
more than 60 % of the value of in-kind procurements has
been committed by the seven member states and design
and construction of ITER components have started all
over the world. These components of ITER, procured in-
kind, come with their local control systems.

The main challenge for ITER control system is to
integrate all these local control systems and enable
integrated and automatic operation of the complete ITER
facility. Since the ITER schedule is driven by
specifications of in-kind procurements the priority of the
ITER control group has been to establish the standards
and technologies affecting the local control systems as
well as facilitating future integration. Two evolving
products have been developed to allow this: a set of
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documents, called the Plant Control Design Handbook
(PCDH), defining the standards and a control system
framework, called CODAC (Control, Data Access and
Communication) Core System, implementing those
standards and providing a development environment for
local control systems. In parallel, the design of the central
system is proceeding with the preliminary design review
scheduled for late 2011.

Plant Control Design Handbook

The PCDH is a set of documents that defines
mandatory rules, recommended guidelines,
methodologies and catalogues of supported products. It is
a living document with the latest release issued in
February 2011. The PCDH specifies the design
methodology for development of local control systems
including deliverables. The product catalogue includes
Siemens Simatic S7 PLC, IEI PICMG 1.3 PC, National
Instrument multipurpose PXI6259 1/O board, Sarel
cubicles and more.

The PCDH is contractually binding in all in-kind
procurements, which include local control systems. It has
been subjected to thorough review by representatives of
all ITER member states. The ITER control group is
actively promoting PCDH by organizing presentations
and training in the member states as well as developing
pilot cases for proof of concept. PCDH is available at [1].

CODAC Core System

CODAC Core System (CCS) is a control system
framework that implements the standards defined in the
PCDH and guarantees that the local control systems can
be integrated into the central control system [2]. It runs on
all computers within the ITER architecture, both locally
and centrally. The most important feature is the use of
EPICS [3], which guarantees communication using the
channel access protocol. Major releases of CCS are made
on a yearly basis. ITER contributions on top of EPICS are
publicly available at [1].

Organizations contributing to the ITER project, in
particular developers of local control systems can become
registered users. A registered user is provided with
support, such as software distribution, help desk and
access to the development environment.

Before starting to discuss the chosen technologies and
the reason for those choices, we briefly describe the
overall architecture of the ITER control system. A more
detailed description of the architecture is available in [4].
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ARCHITECTURE Table 1: ITER Controls Main Parameters
The architecture of the ITER control system is Parameter Value
illustrated in Fig. 1. The main principles are maintained
from the conceptual design [5], segregation in three _1otal number of computers 1.000
vertical tiers; conventional control, interlock and safety Total number of signals (wires) 100.000
and two horizontal layers; central and local. The local -
layer is procured in-kind, while the central layer is Total number of process variables 1.000.000
developed by the host, ITER Organization in France. Total number of active operator screens 100
The current estimate is that there will be 220 local
systems, grouped together and organized into 18 ITER Update rate per screen (200 PVs) > Hz
subsystems. These local systems consist of a set of Maximum sustained data flow on PON 50 MB/s
controllers, interfacing the actuators. and sensors, and Total engineering archive rate s MB/s
connected together via network switches to the plant
operation network (PON). A similar architecture is  Total scientific archive rate (initial) 1 GB/s
applied for interlocks (CIN) and safety (CSN). Total scientific archive rate (final) 20 GB/s
Coordination and orchestration at the central level are
first done at the subsystem level and then at the central ~ Total scientific archive capacity Few PB/year
supervision level. The human machine interface is Accuracy of time synchronization 50 ns RMS
provided by dedicated CODAC terminals located in the
control room or close to the equipment for commissioning ~ Number of nodes on SDN 100
and troubleshooting purposes. For the safety system there Maximum latency asynchronous events 1 ms
is a dedicated safety desk in the main and backup control
FOOMS. Maximum latency sensor to actuator (SDN) 500 ps
In addition, a number of dedicated networks are used; Maximum jitter sensor to actuator (SDN) 50 ps
TCN for time distribution and synchronization, SDN for - -
real-time feedback and asynchronous events, ARCN for ~_Maximum sustained data flow on SDN 25 MB/s
scientific data archiving and AVN for video transmission.
PON = Plant Operation Network -eoend ARCN = Scientific Archive Network Human Machine Interface
TCN = Time Communication Network CIN = Central Interlock Network [ [
SDN = Synchronous Databus Network CSN = Central Safety Network
AVN = Audio Video Network CODAC CODAC Safety
Central supervision, monitoring and data handling Terminal J Tarminal J Pesk
—— —— I
CODAC Server CODAC Server CODAC Server
CODAC services ‘_‘% Applications Archiving ‘_-%
A
AVN AF{’“ N
Rest of the world —@ I |
FON CODAC CIS CODAC CSS
| Interface Interface
| ITER Subsystem ‘ ' ‘
CODAC Server CODAC Server CODAC HPC Central Central
. : co J |
et s I e o | -

| —=

L N N N N B NN NN N o o o o e
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= T AV | AR|(_,N ‘
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Figure 1: Physical architecture of ITER control system.
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SELECTED TECHNOLOGIES

EPICS

A key technology decision was taken in 2009 with the
adoption of the EPICS toolkit. This decision gave a head
start to the development of CODAC Core System because
all key requirements, such as robust communication and
“live database”, are solved by EPICS. In the preceding
evaluation, open source solutions took preference over
commercial ones because of longevity requirements. Of
the open source alternatives EPICS was the clear winner
because of its proven track record of reliability and
scalability and the fact that it has been successfully
deployed in almost all ITER member states, including on
tokamaks in Korea (KSTAR) and the US (NSTX).
CODAC Core System v2 comes with EPICS core v
3.14.12 and a selection of additional EPICS packages.

Linux

A second important decision was to adopt Linux as the
base operating system. It is an obvious choice considering
the selection of EPICS and the general market of large
experimental facilities in the world. An evaluation was
carried out of the three major commercial providers of
Linux: Ubuntu, Red Hat and SUSE. Red Hat was selected
for being the market leader and providing the longest
support of major releases. CODAC Core System v2
comes with Red Hat Enterprise Linux (RHEL) v5.5
x86_64. It is planned to upgrade to v6.1 in the next major
release due in early 2012.

It is estimated that more than 80 % of systems present
in the entire control system are non-real-time or soft real-
time. The remaining 20 % require real-time features not
provided by RHEL. After an evaluation and benchmark of
alternatives we have selected MRG-R from Red Hat.

Control System Studio

Control System Studio (CSS), developed by DESY,
ORNL and Brookhaven, is an Eclipse-based collection of
tools running on top of EPICS to monitor and operate
large scale control systems. An evaluation was carried out
to address both the functionality and performance of the
product and match the requirements, mainly on the
presentation layer, of CODAC. Many of these tools rely
on a relational database (RDB), typically Oracle or
MySQL. However, due to the uncertainty of MySQL’s
future as open source ITER has selected PostgreSQL as
RDB. The evaluation therefore also included
compatibility tests with PostgreSQL. The result was to
adopt BOY (Best ever Operating interface Yet), BEAST
(Best Ever Alarm System Toolkit), BEAUTY (Best Ever
Archive UTility, Yet) and SNL Editor (State Notation
Language Editor) in CODAC Core System.

Configuration

To address concerns related to the development of local
control systems in all member states, an in-house
development in unifying configurations has been
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undertaken. The basic idea is to capture configuration
data like definition of process variables, input/output
configuration, alarm definitions etc. in a relational
database. These data are then used to auto-generate
configuration files such as EPICS db files, BEAST and
BEAUTY configuration files, BOY engineering screens,
driver configurations etc. Further details of this project,
called self-description data and using Hibernate, Spring
and Eclipse technologies, are given in [6].

Development Environment and Distribution

The distributed nature of the ITER control system
development (Fig. 2) requires high quality, both on the
product (CODAC Core System) and the software
distribution. To achieve quality and be cost effective
unifying processes and technologies are essential. Major
investments have been made in this area. Subversion has
been selected as the version control tool, Apache Maven
as the build tool, RPM (Red Hat package management)
for packaging and for managing dependencies, Bugzilla
as the issue tracking system, Jenkins for continuous
integration and automated test execution and Red Hat
Network Satellite Server for software distribution [7].

1 IPFN-IST: Lisboa, Portugal 14, IOFFE-RF: St. Petctgbirg) Russia 27. IntegritySim: CummingiUSA
in Russi usA

24. General Atomics: San Diego, USA
25 ITER-US.A: Oak Ridge, USA
26. ORNL: Oak Ridge, USA

13. NIIEFA: St Petersburg, Russia

Figure 2: Registered organizations using CCS.

PTPv2 (IEEE 1588-2008)

The driving requirement for synchronizing ITER

computers is the off-line correlation of different
diagnostics data using absolute time stamps. The
requirement has been set to 50 ns RMS. Requirements for
pre-programmed triggers are much more relaxed (1 ms
RMS). These requirements are matched closely by the
precision time protocol (IEEE 1588-2008) now widely
supported by many vendors. We have implemented the
CODAC TCN network based on a PTPv2 using Meinberg
and Symmetricom grand master clocks, IEEE 1588-2008
compatible industrial switches (Cisco IE3000 and
Hirschman MAR1040) and NI PXI 6682 timing receivers
as host nodes and confirmed the performance.

10 GbE Multicast UDP

The most important requirement for the real-time
network SDN is to support control loops with a cycle
times of 500 pus, which includes acquisition, computation,
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communication and actuation. Assuming a two hop
configuration and that communication can use a
maximum of 10 % of the available time budget yields an
upper limit for latency between two nodes of 25 pus with a
maximum jitter of 10 %. Such requirements are
traditionally solved by reflective memory technologies.
However, with the emergence of 10 Gb Ethernet, cut-
through switches and wide support of multicast, switched
Ethernet provides an alternative. We commissioned a
benchmark with a major switch supplier confirming that
switch latency for a cut-through switch is below 2 pus
independent of package size. Using 10GbE NIC cards
with protocol stack accelerators (Solarflare, Chelsio,
Mellanox) we performed additional tests to measure
latency including the UDP stack and the API. The results
confirm that performance is comparable to reflective
memory technology (Fig. 3). Considering technology
evolution of Ethernet we have therefore selected 10GbE
UDP multicast as our solution for the real-time network.

One hop application to application latency vs. packet szce

as0 /
a00 /
350 /

8 300

Z / —

250 —10GbE

5 Dolphine RMN

& 200

64 128 512 1024 1470 8192

5saacket size (Bytes)

Figure 3. Measured latency 1GbE, 10GbE and RMN.

CURRENT R&D

The two biggest areas of technology selection not yet
addressed are scientific archiving and plasma feedback
control. A preliminary study of scientific data format has
been carried out resulting in indications that HDFS5 is the
preferred option. This will be followed by the
implementation of an archive prototype in 2012. Different
options for high performance file systems are also being
benchmarked, the main candidates being NFS4, HDFS
and pNFS.

A major world-wide effort task with a consortium of
experts in plasma control has been initiated. This task
aims to detail the requirements and build engineering
models of plasma control for ITER. In parallel an
evaluation of existing real-time frameworks is underway.
This framework, together with the real-time network, will
make up the plasma control infrastructure. A primary
candidate at this time is MARTe or some derivate of that.

A third area of active R&D concerns fast controllers,
particular xTCA and FPGA technologies targeting
diagnostics. A number of prototypes are being
implemented with the aim of bringing such products into
the PCDH catalogue of standard components.

PILOT PROJECTS

A number of pilot projects have been initiated to
confirm the technology selections, prove the feasibility of
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implementing ITER controls using the selected
approaches and identify any weak points to be addressed.

The ITER construction site and office buildings are
currently powered by a 15kV substation. Applying the
methodology and standard components defined in the
PCDH, this substation has been successfully interfaced to
ITER CODAC using two Siemens S7 PLCs, PSH,
CODAC servers and CODAC Core System to monitor,
archive and handle alarms for 400 process variables.

The neutral beam test bed facility in RFX Padova, Italy,
will be used to test and commission the neutral beam
injectors for ITER. The first system to be implemented
will be an ion source and RFX has decided to apply
CODAC Core System in this project. An initial evaluation
has not shown any show-stoppers. The project is expected
to be completed in 2015.

The Frascati Tokamak Upgrade (FSU) in Italy decided
to upgrade the control for their flywheel generator using
PCDH and CCS. This has been accomplished and an
interface to the legacy control system has been
implemented. Commissioning of the system during
tokamak operation is planned in the autumn.

The control system of KSTAR (Korea Superconducting
Tokamak Advanced Research) is based on EPICS and
therefore a perfect candidate for testing ITER CODAC
concepts. A collaboration project is underway to convert
the hydrogen fuelling system to ITER standards and to
implement closed-loop density control. The conclusion of
the first phase is scheduled for late 2011 and of the
second phase for late 2012.

CONCLUSIONS

The design and implementation of the ITER control
system is progressing according to plan. Many technology
decisions have been taken during the last year. The
success or failure of the project will be determined by the
acceptance of this work by the ITER member states
responsible for providing in-kind local control systems.

The views and opinions expressed herein do not
necessarily reflect those of the ITER Organization.
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Abstract

The ATLAS experiment is one of the multi-purpose ex-
periments at the Large Hadron Collider (LHC), constructed
to study elementary particle interactions in collisions of
high-energy proton beams. Twelve different sub-detectors
as well as the common experimental infrastructure are su-
pervised by the Detector Control System (DCS). The DCS
enables equipment supervision of all ATLAS sub-detectors
by using a system of >130 server machines running the
industrial SCADA product PVSS. This highly distributed
system reads, processes and archives of the order of 10°
operational parameters. Higher level control system lay-
ers allow for automatic control procedures, efficient error
recognition and handling, and manage the communication
with external systems such as the LHC. This contribution
firstly describes the status of the ATLAS DCS and the expe-
rience gained during the LHC commissioning and the first
physics data taking operation period. Secondly, the future
evolution and maintenance constraints for the coming years
and the LHC high luminosity upgrades are outlined.

INTRODUCTION
The ATLAS experiment [1] at the LHC aims to study
the physics of high energy particle interactions in a previ-
ously unexplored energy domain. The detector elements
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are distributed over a cylindrical volume of 25 m diameter
and 50 m length. More than 4000 people of 176 institutions
in 40 countries contribute to the project.

The DCS has the task to permit coherent and safe oper-
ation of ATLAS and to serve as a homogeneous interface
to all sub-detectors and the technical infrastructure of the
experiment. The DCS must bring the detector into any de-
sired operational state, continuously monitor and archive
the operational parameters, signal any abnormal behavior.
A more detailed description of the complete ATLAS DCS
and specific sub-detector control system hardware and soft-
ware can be found in [1, 2] and references therein.

OVERALL SYSTEM DESIGN

The DCS was designed and implemented within the
frame of the Joint Controls Project (JCOP) [3], a collab-
oration of the CERN controls group and DCS teams of the
LHC experiments. Standards for DCS hardware and soft-
ware were established together with implementation guide-
lines both, commonly for JCOP and specifically for AT-
LAS.

The Front-End (FE) equipment consists of purpose-built
electronics and their associated services such as power sup-
plies or cooling circuits. For the implementation of the
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DCS Back-End (BE), the industrial Supervisory Controls
And Data Acquisition (SCADA) product PVSS serves as
base software. On top of PVSS, the JCOP Framework fa-
cilitates the integration of standard hardware devices and
the implementation of homogeneous controls applications.
The BE is organized in three layers (see Fig. 1): process
control of subsystems, a single control station for a sub-
detector allowing stand-alone operation, and global sta-
tions with service applications and operator interfaces.

BACK-END

LHC N www
Gilobal Control Stations (GCS) H
DSS :
Magnets | cooL Data Operator web M
‘ interface viewer interface server
1 ] T I i I
Data H |

bases /T ‘

Services

Sub-detector Control Stations (SCS)

(oo ) o) [T [ [ [ [ [ [ [ [ [ |
Run Control

Local Control Stations (LCS)

mnsmemenm)
i

Figure 1: ATLAS DCS architecture.
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Front-End

The DCS FE equipment had to meet common require-
ments such as low cost, low power consumption, and high
I/O channel density. For equipment interconnection, the
CAN industrial field-bus and the CANopen protocol is used
wherever possible and appropriate. Electronics in the de-
tector cavern had to allow for remote firmware upgrades,
be insensitive to magnetic fields, and be tolerant to radia-
tion exposure expected during the experiment lifetime.

ELMB: A low-cost custom-built I/O concentrator, the
Embedded Local Monitoring Board (ELMB) [4] was de-
veloped as common solution for interfacing custom designs
to the DCS. The ELMB board (50 x 67 mm?) features a 8-
bit 4 MHz micro-controller with 64 analog and 32 digital
channels and a CAN bus interface. The board is tolerant
to strong magnetic fields and radiation hard for integrated
doses up to 50 Gy. Further, the ELMB can be embedded
within custom designs and has a modular, remotely extend-
able firmware with a general purpose CANopen 1/O appli-
cation. More than 10000 ELMBs are in use within all LHC
experiments, over 5000 alone within ATLAS.

Standardized Commercial Equipment: The industrial
standard VME is used to house electronics. For all crates,
monitoring is implemented for temperature and general sta-
tus information as well as power and reset control. The de-
tector components are powered by different types of indus-
trial power supplies featuring control of voltages/currents,
over-voltage/current protection, and thermal supervision.
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Back-End

DCS Control Station PC: The hardware platform
for the BE system are industrial, rack-mounted server
machines. Two different standard machine types, one
for applications requiring good I/O capability, a second
for processing-intensive applications with I/O via Ether-
net connectivity. Both models feature redundant, hot-
swappable power supplies and disk shadowing.

PVSS: The SCADA package PVSS (re-branded to
SIMATIC WinCC OA) is the main framework for the BE
applications. Four main concepts of PVSS make it suitable
for a large scale control system implementation:

e Generic types of control process templates may be
used depending upon the type of the required appli-
cation avoiding unnecessary overhead.

e Each PVSS application uses a local database for the
storage of control parameters providing synchronized
access for all connected processes. Data processing is
performed with an event-based approach and data is
made persistent by archiving selected DCS parameters
to an external Oracle database.

e Different control systems can be connected via LAN
to form a Distributed System allowing for highly scal-
able remote data access and event notification.

e A generic Application Programming Interface (API)
allows to further extend the functionality of control
applications.

Front-end interface software: For interfacing the
front-end devices with PVSS, the industry standard OPC
was chosen. Commercial equipment manufacturers as well
as developers of custom devices provide the OPC servers
for which PVSS provides an OPC client. For the ELMB
CAN bus readout and control, a dedicated CANopen OPC
server has been developed. Device types for which OPC
could not be used due to maintenance or platform con-
straints (OPC is limited to MS Windows™), custom read-
out applications were interfaced to PVSS using the CERN
standard middle-ware DIM [5]. PLCs are interfaced to
PVSS via Mod-Bus.

The Finite State Machine Toolkit: The JCOP FSM
[6] provides a generic, platform-independent, and object-
oriented implementation of a state machine toolkit for a
highly distributed environment, interfaced to a PVSS con-
trol application. The attributes of an FSM object instance
are made persistent within the associated PVSS application
database. This allows for archiving of the FSM states and
transitions, and integration of the FSM functionality into
PVSS user interfaces.

INTEGRATION AND OPERATION
Control Hierarchy, Error Handling, Operation
The complete DCS BE is mapped onto a hierarchy
of Finite State Machine (FSM) elements using the FSM
toolkit. State changes are propagated upwards and com-

mands downwards in the hierarchy allowing for the op-
eration of the complete detector by means of a single
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FSM object at the top level. A fixed state model (see
Fig. 2) has been applied, reflecting detector conditions for
which physics data taking is optimal (READY) or compro-
mised (NOT_READY), or the detector has been turned off
(SHUTDOWN). A special STANDBY state is reserved for
detectors with intermittent stage for unstable beam condi-
tions. The state UNKNOWN is used when the actual con-
dition cannot be verified. TRANSITION signals a transient
state, e.g. ongoing voltage ramps. The actual state of these
logical objects is determined by the states of the associated
lower level objects (children) via state rules. The lower
level objects may follow a more sub-system-specific state
model for which guidelines exist.

SETAs
& ’% GOTO_READY

GOTO_STANDBY [ (
SN
{ ( m‘\ )

‘\wr // /| GoTo_STANDBY
' Figure 2: State

g coromy ] oL wecover P model fpr high
NOT_READY UNKNOWN TRANSITION level objects.
8 T T

For each critical parameter, alarms can be configured and
are classified into one of the severity Warning, Error, or
Fatal. To avoid the accumulation of a large number of
alarms on the user interface, a masking functionality has
been added to hide past occurrences e.g. after a follow-up
has been initiated.

Each FSM object in the lowest hierarchy level has an
attribute called Status which assumes the highest severity
of alarms active for the respective device. The Status is then
propagated up in the FSM hierarchy and thus allows for
error recognition within the top layers of the detector tree
and permits to identify problematic devices by following
the propagation path downwards.

The DCS is operated from two primary, remotely acces-
sible user interfaces — the FSM Screen for operation of the
detector Finite State Machine hierarchy (see Fig. 3) and
the Alarm Screen for alarm recognition and acknowledg-
ment. Static status monitoring is provided by web pages
on a dedicated web server allowing to quickly visualize all
high level FSM user interface panels world-wide and with-
out additional load of BE control stations.

GOTO_SHUTDOWN

Sub-Systems and LHC Interaction

The DCS of 9 main ATLAS sub-detectors, 3 forward de-
tectors and common services have been integrated into a
big distributed system with more than 107 individual pa-
rameters and subsequently condensed into approximately
10° state machine objects (see Table 1).

The data exchange between the ATLAS DCS and exter-
nal control systems is handled via a dedicated, DIM-based
data exchange protocol. All external control systems are
homogeneously interfaced to the ATLAS DCS using ded-
icated DCS Information Servers. A generic data integrity
monitoring has been implemented signaling any error con-
dition related to the data quality and availability for the
more than 20 different providers.
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Table 1: Detector Sub-system Statistics. For each detector
component, the # of server control stations and associated
PVSS applications, the # of archived parameters, the total #
of PVSS parameters, and the # of FSM objects are shown.

System Component #Servers #Archived #Total #FSM
(Appl.) PVSS Parameters Objects
Pixel 11(12) 57k 1’086k 9.1k
Inner Silicon strips 11(11) 106k  1'265k 14.7k
Detector Transit. radiation  11(11) 69k 123k 13k
Common services  7(8) 16k 494k 3.7k
Calorimeters Liquid Argon 13(13) 27k 910k 8.3k
Tile 5(5) 51k 719k 2.4k
Drift tubes 29(29) 214k 3’229k 19.2k
Muon Cathode strip 2(2) 1.3k 109k 0.6k
Spectrometer Resistive plate (7) 139k 1’597k 2.5k
Thin gap 7(7) 81k 1’225k 10k
Common services  2(2) 0.7k 55k 0.04k
Forward detectors 4(4) 4.9k 194k 0.9k
Counting rooms (7) 23k 568k 4.7k
Common Trigger and DAQ  2(2) 11k 386k 1.3k
Services External+safety 4(6) 8.0k 144k 0.4k
Global services 9(13) 1.2k 222k 0.4k
Total 131(139) 809  12.3M 91.2k

The interaction with the operational states of the LHC
machine introduces a dynamic element into the operational
model. During unstable beams phases (injection, ramp,
etc.), the Silicon tracker and Muon detectors must remain
at reduced voltage levels. This and additional beam-safety
constraints require a hand-shake procedure with the LHC
operators. Almost all beam-related actions — ramping the
detector voltages depending on beam states with previous
cross-checks on detector state and background rates — have
been automated within DCS. This leaves DCS the full con-
trol over the LHC fill cycle, just requiring operator con-
firmation for beam injection and beam adjustments after
stable beam periods. Finally, DCS is used for continuous
monitoring of beam background rates and luminosity infor-
mation during LHC fills. Figure 4 shows the evolution of
typical LHC related parameters at the start of a fill such as
beam energy and intensity, luminosity, and the change of
voltage levels for two selected channels.

MAINTENANCE AND UPGRADES
Long-Term Maintenance and Organization

The DCS undergoes continuous consolidation, mostly
driven by operational requirements, €.g. increasing automa-
tion for recurring problems such as power supply trip re-
covery or readout re-initialization after failures. As for
the initial developments, common approaches are used as
much as possible in order to limit the amount of potential
implementation flaws and ease further maintenance. Some
weak points requiring major effort during the future main-
tenance and consolidation include:

DCS control station upgrade: The usual life cycle of
server machines of a maximum of 5 years requires hard-
ware and operating system upgrades. A particular weak-
ness is the choice of hardware I/0 modules (e.g. CAN in-
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terface cards) using the PCI bus which have a short life cy-
cle. In the future, USB and/or Ethernet interface adapters
will be used which at the same time allow to increase the
amount of bus connections per server machine. This en-
ables the use of fewer cost-effective high-performance ma-
chines with a high number of cores running multiple DCS
applications, or multiple virtual hosts.

Front-end interface software: The use of OPC allowed
some degree of standardization of the FE interface soft-
ware. However, it remains restricted to the Windows plat-
form and lacks security mechanisms. Development activity
has started to use OPC Unified Architecture (UA) — a plat-
form independent successor of OPC with greatly increased
flexibility, built-in security mechanisms, and the possibility
to embed servers into electronics devices.

Future Upgrades

In the upcoming years, the LHC will undergo luminos-

ity upgrades in several stages. Within the next 20 years, the
maximum instantaneous luminosity will increase by a fac-
tor of 10 and the accumulated dose by a factor of 100 com-
pared to the initial LHC design. This introduces more strin-
gent requirements for DCS on-detector components such
as the ELMB. A successor board has been proposed — the
ELMB++ [7] — with improved radiation hardness and board
flexibility, and removing previous weaknesses.

The ATLAS detector will undergo several upgrade
stages for which new DCS components have to be designed
and implemented. The first of these new projects is the
DCS for an additional innermost barrel layer of the Pixel
detector [8] which will be installed during the upcoming
long shutdown in 2013/14.
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Abstract

This paper presents the architecture and design of the
MedAustron accelerator control system. This ion therapy
and research facility is currently under construction in Wr.
Neustadt, Austria. The accelerator and its control system
are designed at CERN. This class of machine is
characterized by rich sets of configuration data, real-time
reconfiguration needs and high stability requirements.
The machine is operated according to a pulse-to-pulse
modulation scheme. Each beam cycle is described in
terms of ion type, energy, beam dimensions, intensity and
spill length. The control system is based on a multi-tier
architecture with the aim to achieve a clear separation
between front-end devices and their controllers. In-house
developments cover a main timing system, a light-weight
layer to standardize operation and communication of
front-end controllers, fast and slow control of power
converters and a procedure programming framework for
automating high-level control and data analysis tasks.

INTRODUCTION

The MedAustron particle accelerator [1] is intended to
deliver beams of various light ions for research and ion
particle therapy. It features multiple ion sources, a Linac,
a synchrotron and five beam lines including a proton-
gantry (see Fig. 1). Upon request, virtual accelerators that
represent beam paths from an ion source to an irradiation
room supply beam cycles with pre-configured
characteristics. A client system requests beam cycles with
certain characteristics and the accelerator control system
timely re-configures the front-end components. A request
for a next beam cycle is issued while a cycle is generated
(pipelined operation), requiring that the control system

operates in soft real-time to keep dead-times between
beam cycles low. Accelerator subsystems provide pulse-
to-pulse modulation operation on a best effort basis,
requiring a requesting client system to verify the
characteristics of the delivered beam cycles.

Key features of the MedAustron control system are:

e Possibility to partition the accelerator into multiple,
independent virtual accelerators and working sets to
allow tuning of machine components and servicing
concurrently with beam commissioning and
operation.

e Optimized operation for pipelined pulse-to-pulse
modulation supporting several hundreds of thousands
of beam cycle configurations, being able to switch
configuration in soft real-time without dead-time for
cycle durations down to one second.

e High density remote power converter controller with
sub-microsecond timing precision and value
precision up to 24 bits operating at up to 50 KHz.

e Highly accurate and flexible real-time event
distribution network as main timing system with 100
nanosecond GPS timestamping capabilities.

e Possibility to operate multiple machine partitions
concurrently, supporting several modes and
operation security levels.

e Role-based authentication and authorization.

e An RDBMS based system to store and organize
configuration data and to create and trace versions of
configuration data for operation.

This article gives an overview of the accelerator control

system architecture and design decisions that govern its
implementation.
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Figure 1: Layout of the MedAustron particle accelerator. Gantry beamline is indicated in bottom right part.
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Figure 2: 4-tier accelerator control system architecture. Tier 4 comprises low-level front-end devices or third party
control systems that must be integrated via a proxy front-end controller at tier 3. A single physical technical network
permits communication among tiers in a secured network environment. Applications at tier 1 and 2 are virtualized.

ARCHITECTURE

Overview

The architecture (see Fig. 2) extends the industry best
practice, 3-tier model [2,4] in accordance with [3]: (1)
presentation tier, (2) processing tier, (3) equipment tier
and (4) frontend tier. Components in separate tiers that
are distributed over a number of processing devices
communicate with each other through a dedicated
Ethernet network. Communication between equipment
tier and frontend tier may also be achieved through
dedicated field-bus and custom links, depending on the
imposed constraints. Subsequent sections describe each
tier, starting with the frontend tier that is closest to the
equipment under control.

Frontend Tier (T-4)

Front-end devices that control the actual accelerator
hardware are categorized according to the project’s work
package organization:

The ion source supplier provides low-level API
libraries for a COTS real-time computing platform. They
serve implementing a front-end controller (FEC) at tier
three that autonomously operates a single ion source. That
system is replicated for each of the foreseen ion sources.

10

Conventional magnet temperature sensors open a
circuit to indicate an over-temperature condition. A single
PLC using the Siemens Safety Matrix tool [5] drives the
circuits of all 262 magnets. This system interfaces also
directly to all power converters to deliver machine
protection interlock functions. Special magnets feature a
separate, in-house developed, Siemens PLC based
positioning and cooling monitoring system that interfaces
directly to tier 2 via the S7 protocol over TCP/IP.

Power converters come in 2 different flavours: The first
family is digitally controlled via RS422 lines and a
purpose defined, UART based protocol for current
control, slow controls and monitoring. All other power
converters are treated as voltage sources that are
controlled by in-house designed, analogue regulation
boards. Slow controls for status monitoring and state
changes are again performed via the specified RS422 line
protocol. Each power converter features a trigger input to
acquire measurements at dedicated points in time,
synchronized within one microsecond. Hence, for slow-
controls a fully homogeneous design has been achieved,
including the power converters of special magnets.

Injector and synchrotron RF amplifiers feature supplier-
provided Siemens PLCs for status monitoring. They
interface directly to the SCADA tool at tier-2.
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The injector low-level RF system features an
embedded, supplier-provided computing device with few
modifications to ease pulse-to-pulse modulation operation
and cycle-based tagging of measurement data. This Tine-
based system is interfaced via the Tine [6] TCP/IP
application-level protocol and a custom-built real-time
bus for generating stability and duty pulses.

The synchrotron low-level RF system is currently under
development at CERN. Its communication interface
remains yet to be defined.

Vacuum equipment controllers are self-contained,
autonomously operating devices that feature serial
interfaces and few digital IO points. They are directly
interfaced to the SCADA tool at tier-2 via an OPC server
that connects to several terminal servers and a few
serial/Ethernet remote IO devices. The same concept
applies to the beam interception devices.

Beam diagnostics devices are characterised by a rich set
of different front-end electronics and interfaces. A
description of the system at tier-4 goes beyond the scope
of this article.

Equipment Tier (T-3)

This tier serves two purposes: first, it generates a
uniform view of the diverse devices at tier-4 by
introducing autonomously working front-end controllers
(FEC) that all follow one design pattern. Secondly, the
front-end controllers locally keep all configuration data
for timely applying configuration changes to achieve
efficient pulse-to-pulse modulation operation. Tier-4
devices are virtually represented at this tier either in
physical FECs or directly in the SCADA tool at tier-2.
FECs are National Instruments PXIe systems running the
MS-Windows or Labview-RT operating systems,
depending on subsystem specific constraints. FECs are
programmed with Labview, using a light-weight layer
called Front End Controller Operation System (FECOS)
that shields programmers from dealing with
communication details, providing design patterns for
achieving efficient pulse-to-pulse modulation operation,
standard commanding and configuration mechanisms.

Physical FECs communicate with a SCADA system at
tier-2 via the OPC protocol. Direct graphical user
interfaces for service purposes interface directly to FECs
via the NI Shared Variable engine. For high-rate/high-
bandwidth measurement data distribution, FECs use an
application-level publisher/subscriber protocol based on
NI’'s STM over TCP/IP. FECs may communicate with
each other via that protocol to implement non real-time
distributed applications or via dedicated low-level signals
for real-time synchronization.

Notable physical FECs are the Power Converter
Controller (PCC), the REDNet Main Timing System
Generator (MTG), the ion source FEC, the injector and
synchrotron LLRF FECs to interface to the respective
low-level RF control systems.

The main timing system called REDNet [7] distributes
events in real-time to synchronize the actions of the
FECs. It processes “runs” consisting of lists of pre-
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defined beam cycles. A beam cycle is represented by a
64bit wide data structure that encodes possible beam
characteristics. The MTG acts as single service access
point via an application-level TCP/IP protocol for clients
that have already successfully allocated a machine
partition and that possess a universally unique session
identifier (UUID) for this allocation. Before a cycle can
be started, the cycle identifier is broadcast to all FECs via
the MTG. Once a client has requested the start of a cycle,
individual events are broadcast either via a dedicated,
optical real-time network and/or the publisher/subscriber
mechanism to the frontend applications. Timing system
receiver cards generate real-time responses directly to
devices via PXI/PXIe real-time bus lines or dedicated
hardware interfaces using MRF’s Universal 10 [8].

The PCC is a PXle based embedded systems hosting
numerous FlexRIO FPGA cards. Each FPGA card can
drive up to 6 power converters via an in-house developed,
optical real-time link adapter for the NI FlexRIO platform
(see Fig. 3). such high-density real-time control of all 260
power converters can be achieved.

NI PXI1-1042Q

I. = i ,:_ M ;.
Figure 3: PCC test setup with 1 FlexRIO FPGA board and
mounted 6-way optical real-time link adapter.

Finally, this tier hosts also an analogue signals
acquisition and distribution system (SADS) that acts as a
virtual oscilloscope for up to two concurrent users for
about 100 analogue signals. This system is integrated with
the MTS so that operators can easily correlate signal over
time displays with distributed timing events.

Processing Tier (T-2)

The processing tier (T-2) configures and supervises
equipment and frontend tiers. The tier runs supervisory
procedures that include machine quality assurance and
performance tuning programs. The following list
summarizes functions that are located in this tier:

e virtualization of all physical devices as data point

structures including a single, uniform state machine
for each device that requires state-driven operation,
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e creation of a uniform system image by representing
all machine partitions, devices, and software
components as data points,

e enforcing of role based authentication and access
control,

e configuration of front-end controllers via OPC,
HTTP and FTP protocols,

e persistent storage of system configuration and device
parameters via an RDBMS,

e synchronization and regulation of access to shared
resources,

e alarm and error handling, collection of log messages,

o distribution of on-line acquired process data,

e operation data logging and report generation,

e automated execution of supervisory control
procedures to acquire machine and beam-related
data, to perform quality assurance and performance
tuning tasks and to generate new configuration data.

The core system at this tier is a distributed WinCC OA
system from ETM. It is the only path to interact with
devices during operation periods. Device configuration
data may include simple or complex values. They may be
static or cycle dependent. A cycle dependent
configuration value is assigned a cycle mask and filter,
(two 64bit key values). If a software component at FEC
level receives the request for a beam cycle, the FECOS
framework will look up configuration values based on the
cycle mask and filter and provide them to the front-end
application. At any time, configuration values can be
inspected and modified via WinCC OA. Configuration
data are either directly provided to FECs via the OPC
protocol or are made available via a dedicated WEB
server from which the FECOS executive picks the data.

A particular software component called Virtual
Accelerator Allocator (VAA), written entirely in C# is the
single entity that accepts requests for machine partition
allocations and requests to start a run. This software
component interacts solely with the WinCC OA system to
achieve its task. Clients issue requests for machine
partitions with QoS parameters such as required timing
system precision, priority, run mode (medical, medical
physics, machine physics or service), name of desired
virtual accelerator or working set. If a request cannot be
satisfied immediately, the VAA keeps it queued until the
client either renews the request or the request times out.
All applications in this tier art virtualized using the
VMWare server virtualization infrastructure.

Presentation Tier (T-1)

User interfaces are implemented with WinCC OA panels.
Enriched user experience such as accelerator synoptics
and on-line presentation of measurement data are
achieved via re-usable, in-house developed Qt widgets
embedded in WinCC OA panels. Data obtained from
MAPS can be directly processed these widgets. A panel
navigator has been created to allow hierarchical
organization of user interface panels, to perform panel-
level access control for the defined user roles and to
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ensure that critical panels cannot be opened multiple
times by multiple users at different locations. The
CERN/JCOP defined security component [9] is used for
implementing fine-grained role based access within
panels. A colour and visual language optimized for low-
ambient control room use has been devised from best
practices in industry and EU norms. A claim mechanism
implemented in cooperation between GUI panels and
FECOS allows standalone expert user interfaces such as
Labview panel applications to be used concurrently with
WinCC OA panels to gain direct access to FECs for
service purposes without jeopardizing operation safety.

SUMMARY

This article presented the architecture and selected
architectural significant components of the MedAustron
accelerator control system. This system is based on a 4-
tier architecture with the aim to cleanly separate user
interfaces, configuration, monitoring and system state
processing services, real-time processing and proprietary
and third-party supplied accelerator control devices. This
control system is an evolution of the CNAO accelerator
control system that has recently entered operation. A full
vertical column of the system including user interfaces,
the main timing system, the configuration repository and
the power converter controller has been demonstrated and
has proven the validity of the approach. Hence, this
architecture may serve as a blueprint for future particle
accelerators with comparable operation requirements.
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Abstract

For the past twelve years experiments at the Relativistic
Heavy Ion Collider (RHIC) have recorded data from colli-
sions of heavy ions and polarized protons, leading to im-
portant discoveries in nuclear physics and the spin dynam-
ics of quarks and gluons. BNL is the site of one of the first
and still operating alternating gradient synchrotrons, the
AGS, which first operated in 1960. The accelerator controls
systems for these instruments span multiple generations of
technologies. In this report we will describe the current
status of the Collider-Accelerator Department controls sys-
tems, which are used to control seven different accelerator
facilities and multiple science programs (high energy nu-
clear physics, high energy polarized proton physics, NASA
programs, isotope production, and multiple accelerator re-
search and development projects). We will describe the sta-
tus of current projects, such as the just completed Electron
Beam Ion Source (EBIS), our R&D programs in supercon-
ducting RF and an Energy Recovery LINAC (ERL), inno-
vations in feedback systems and bunched beam stochastic
cooling at RHIC, and plans for future controls system de-
velopments.

INTRODUCTION

The BNL Collider Accelerator Department (C-AD) fa-
cilities are shown in Fig. 1. The Tandem Van de Graaff
(TVDG) accelerators provide heavy ion beams. The 200
MeV LINAC is the source of high-intensity and polarized
protons. The Booster synchrotron acts as the second stage
of acceleration for beams from both the TVDG and the
LINAC. In 2011 EBIS was commissioned and used to pro-
vide ion beams to the NASA Space Radiation Laboratory
(NSRL) that operates on a beam line off the Booster. Start-
ing in 2012 EBIS will replace the TVDG as the source of
ions to RHIC. The AGS acts as a third stage of accelera-
tion before beams are delivered to RHIC. RHIC consists
of two accelerators, with counter-rotating beams that can
be put into collisions at six intersection points. For normal
operations, beams are collided at the STAR and PHENIX
experiments. In 2011 a third experiment (AnDY) began
tests in the 2 o’clock interaction region. The 4 o’clock re-

* Work performed under Contract Number DE-AC02-98CH10886 with
the auspices of the US Department of Energy.
T kbrown@bnl.gov
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gion contains the acceleration and storage RF systems for
both rings. The 10 o’clock region contains the abort kickers
and the beam dumps. The 12 o’clock region contains the
polarimeters and hydrogen jet used for polarization mea-
surement and calibration.

mU . T
Jet/Polarimeter

RHIC -

Figure 1: Accelerators at C-AD.

Since the pilot run in 1999 and through to 2011, RHIC
has had 6 operating periods (runs) with Au+Au colli-
sions [1, 2, 3]. The Au+Au runs alternated with a d+Au run
in 2003 [4], a Cu+Cu run in 2005 [5], and another d+Au run
in 2007/08 [6]. We also have run polarized protons, with
the first run in 2001. Every year, with the exception of 2007
and 2010 we have had a polarized proton run [7, 8].

RHIC is the first accelerator capable of colliding ions
as heavy as gold. As a result, the experiments at RHIC
have made significant discoveries, setting the stage for de-
veloping a deeper understanding of the quark-gluon plasma
(QGP) and the nature of the strong force [9]. The most sig-
nificant discovery is a new state of hot, dense matter, com-
posed of quarks and gluons, called a “perfect liquid”. The
properties of this matter can be described by the equations
of hydrodynamics when the viscosity is nearly zero. The
QGP has been seen to have unusual properties. Symmetry-
altering bubbles have been observed, offering hints on the
evolution of the early universe. The heaviest antimatter nu-
cleus (an anti-helium-4 nucleus) was discovered at RHIC.
RHIC is the world’s only accelerator capable of colliding
polarized proton beams. The RHIC polarized proton pro-
gram aims to investigate the missing spin of the proton.
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In some cases, the spins of the proton’s constituent quarks
(and antiquarks) only accounts for 30% of its total spin.
RHIC experiments are the first to study the spin of gluons
and the spin substructure of the proton.

The future of RHIC involves exploring the QGP. RHICs
unique capabilities allow a detailed search for the quark
matter critical point (the onset of deconfinement), colli-
sions of deuterons or protons on heavy nuclei (so called
cold colliding nuclei), collisions of highly deformed nuclei
(U+U collisions, so called hot matter) and the exploration
of chiral symmetry and thermalization studies. Further into
the future is eRHIC, which will collide high energy, high
intensity electron beams with ions, polarized protons, and
polarized He-3. Such a collider will allow precision imag-
ing of the QGP, determining the spin, flavor, and spatial
structure of the nucleon. It will also allow probing more
deeply into the nature of the strong force, something still
poorly understood, and the properties of gluons, the parti-
cles that mediate the strong force.

Controls Systems at C-AD

The C-AD Controls Systems have evolved many times
since first installing computer controls in the AGS back in
the early 1970’s. Today our systems consist of more than
13,000 modules, chassis, fiber optic components, PLCs,
and specialty items. Together they combine to provide
on the order of ~1 million setting and measurement con-
trol points. The primary Controls hardware platform is the
VMEDbus chassis, with 315 of these online throughout the
facility. Each chassis contains a powerful processor card,
and on average contains an additional 10 to 20 custom and
commercial VME modules, providing a wide variety of
functions and utilities. Some of the types of VME mod-
ules include Function Generators, Analog 1/O boards, Dig-
ital I/O boards, Scalars, Motion Controllers, and specialty
Timing boards. A detailed description of the C-AD con-
trols for RHIC is given in ref. [10], although this reference
dates back about ten years. Today’s system is not much
different, although we have many more chassis in the field
and have upgraded the performance and bandwidth of our
systems. Table 1 shows some of the system parameters for
our controls.

The C-AD controls are distributed systems, as shown in
Fig. 2. A C++ Accelerator Device Object (ADO) runs on
a VME Front-End Computer (FEC) providing access to a
power supply or device interface, along with timing and
other links (e.g., a real time data link provides basic ma-
chine data, such a the main dipole ramp function, directly
to FEC level software [11]). Data management consists of
a number of servers that together manage data archiving,
data logging, process control, and all the various interfaces
needed in the main control room (MCR) - alarm managers,
controls scripting, system support services, etc.
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Figure 2: RHIC System Hardware Architecture, 2010.

IMPROVING RHIC LUMINOSITY

Improving the RHIC luminosity is a continuous process.
Although RHIC was designed to meet a specific set of pa-
rameters, the needs of the experiments are always chang-
ing. We now operate RHIC well over an order of magnitude
higher than its design. Improvements in the past include
methods to make smaller beams through optics manipula-
tions, avoiding processes that tend to increase the beam
size, such as intra-beam scattering (IBS), increasing the
source intensity, and reducing electron cloud buildup. We
also focus on improving integrated luminosity by improv-
ing the uptime performance and reducing the time to per-
form various setup manipulations during the RHIC energy
ramp and early part of storing the colliding beams. In the
past couple of years we have seen significant increases in
the luminosity through the development of bunched beam
stochastic cooling. Other improvements include the de-
velopment of tune, coupling, orbit, and chromaticity feed-
back [12, 13], correction of 10 Hz orbit oscillations using
fast feedback [14], and the development of an all digital
low level RF control system in RHIC [15, 16].

EBIS

EBIS consists of a set of external ion sources that in-
ject beam into a solenoid with an ion trap. An electron
beam is injected into the solenoid, stripping off electrons
bound to the ions. After providing enough time to build
up the desired charge states the trap is opened and the ion
beam transports to an RFQ and LINAC. The advantages
of EBIS include the capability to produce any kind of ion
beam (including noble gases and very heavy elements).
This will allow RHIC to operate with Uranium beams as
well as polarized He-3 [17, 18]. To date, EBIS has re-
liably provided Het, He?t, Nebt, NeBt, Aptlt Til8+
and Fe?0t to NSRL. In 2012 EBIS will provide Uranium
and possibly Gold beam to RHIC.

Feedback in RHIC

The development of reliable feedback systems has im-
proved the efficiency of ramp development and the repro-
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Table 1: C-AD Controls Systems Parameters, Characterizing the Scale and Performance of our Systems

ref’s [12, 13, 14].

2011
Number of front-end VME chassis 315
Number of read/write parameters (settings) 403,000
Number of read-only parameters (measurements) 502,000
Number of name server entries (devices & servers) 52,600
Total archive capacity 75 GB/day
Number of Named Items Archived 260,000
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Figure 3: 10 Hz feedback improving the Luminosity at the
Experiments. The ZDCs are the zero degree calorimeters
used as luminosity monitors.

Stochastic Cooling

The most significant improvement to the heavy ion lu-
minosity in RHIC has been the development of bunched
beam stochastic cooling [19]. As can be seen in Fig. 4 the
transverse emittance during a store can be reduced, making
a smaller beam and maintaining high luminosity during the
store. In the 2011 Au+Au run beam was cooled both trans-
versely and longitudinally. This resulted in achieving av-
erage store luminosities of 30 x 1026 em 2571 [20], well
above the previous record of 20 x 1025 cm 257! from the
2010 run, which included limited cooling, and over a factor
of two beyond the 12 x 1026 ¢m~=2s571, achieved with no
cooling in the 2007 run.

Electron Lens

The luminosity of polarized protons in RHIC is limited
by head-on beam-beam effects. Beam interactions at the
collision points can influence the betatron tunes and tune
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Figure 4: Horizontal and vertical emittances during two
different physics stores. The open set of points show the
normal increase due to IBS during a store. The solid points
show decreasing emittances from transverse cooling. Mea-
sured using the RHIC IPM [21]

spreads of the beams. Beam-beam effects can be partially
cancelled out by adding a third interaction between the pro-
ton beams and an electron beam. A set of electron lenses
are being installed in RHIC next year and will be commis-
sioned during the run in 2013. These systems, in com-
bination with an upgrade of the polarized ion source, are
expected to improve the polarized proton luminosity by a
factor of two [22].

R&D Programs

The C-AD R&D Division was formed at BNL in order to
highlight and consolidate the significant accelerator R&D
efforts occurring at C-AD. The R&D Division is focused
on programs to perform accelerator-based experiments at
BNL and to design and construct new facilities.

The main areas of R&D are in superconducting RF sys-
tems (SRF), the development of energy recovery LINACs
(ERL), the design and construction of eRHIC [23], the de-
velopment of electron beam sources (high quantum effi-
ciency photocathodes), and to develop coherent electron
cooling (CEC) in RHIC [24]. The R&D Division also is
closely associated with Stony Brook University’s Center
for Accelerator Science Education.

The R&D division gets support from the C-AD systems
groups, including the Controls Systems groups. The ERL
facility is currently being constructed and the controls for
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the facility are being developed using the standard C-AD
tools and systems (VME based with ADO interfaces).

FUTURE PLANS

Physics Programs

As outlined above, the future of RHIC is the electron-
ion collider, adding electron beams, ERLs, and Coherent
Electron Cooling to the systems in RHIC. There are three
periods of upgrades in the RHIC long term planning. On
the short-term (2011-2016) there will be ongoing upgrades
to RHIC Luminosity, while the RHIC experiments focus
on a well-defined program addressing key open questions
in Nuclear Physics, dense matter and the spin structure of
the nucleon. On a medium-term (2017-2022), the experi-
ments plan further upgrades to focus on a quantitative pur-
suit of long-term questions on both cold and hot matter,
the strong force, and spin dynamics. On the long-term (>
2022) we enter the eRHIC era adding a 5 GeV (upgrad-
able to 30 GeV) electron accelerator composed of Energy
Recovery Linacs inside the RHIC tunnel to facilitate e+Ion,
e+p (3He) studies of gluon-dominated cold matter.

Controls Systems

There are many areas in the Controls Systems where we
see a need for growth and improvements. These improve-
ments are largely driven by improvements in technologies,
but also by improvements in techniques and instrumenta-
tion.

Cyber Security is always a concern. The threats are be-
coming much more sophisticated. New cyber threats reach
deeper into the controls hardware with attacks now aimed
at PLC and VME level systems. We are actively engaged
in instituting measures to protect our systems from these
threats.

At C-AD we have a new MCR that is all digital. There
are no oscilloscopes or multiplexed signals routed into the
new MCR. This puts a greater demand on the software sys-
tems. For example, we have built interfaces to remote os-
cilloscopes that have local signal multiplexing and allow
for remote scope control.

Machine protection is a major area of focus. New accel-
erator systems are coming into operation and new systems
are being designed. In addition, there is always a desire
to improve reliability and accelerator performance. With
these things in mind, we are now working on developing
detailed reliability analysis and looking at ways to improve
our machine protection systems. We also have new energy
sources that can damage components, such as high power
synchrotron radiation and high power electron beams.

Accelerator physics online models are improving signifi-
cantly, which translates into greater computation demands.
We also are doing more online analysis (and automatic
analysis) which leads to greater data volumes and band-
width utilization. Techniques such as orbit response ma-
trix measurements (ORM analysis) and online optics mea-
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surements are now being done in routine operations, also
increasing the computation demands. As we are starting
to see today, in the future we expect more physics based
controls with parametric interfaces, auto-corrections, and
model based corrections. For example, in RHIC, with 10
Hz orbit feedback, we use model derived transfer functions
to determine the correct BPM to corrector gains.

More of our systems have all digital controls, such as the
new LLRF and new instrumentation systems for feedback.
This leads to more information and diagnostics, demanding
greater data volumes and bandwidth utilization.

With new feedback systems coming online, we now see
new controls paradigms developing. There is an evolution
occurring from tuning knobs to adjusting gains, filters, and
offsets. Auto-tuning systems are more prevalent as well
as automatic parameter corrections. In RHIC we now have
the ability to do automatic 3* squeezing during store, while
beams are being cooled, to keep the luminosity as high as
possible.
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Abstract

SuperKEKB electron-positron asymmetric collider is
being constructed after a decade of successful operation
at KEKB for B physics research. KEKB completed all of
the technical milestones, and had offered important insights
into the flavor structure of elementary particles, especially
the CP violation. The accelerator control system was led
by the combination of scripting languages at the operation
layer and EPICS at the equipment layer to a successful per-
formance. The new control system in SuperKEKB will
continue to employ those major features of KEKB, with ad-
ditional technologies for the reliability and flexibility. The
major structure will be maintained especially the online
linkage to the simulation code and slow controls. How-
ever, as the design luminosity is 40-times higher than that
of KEKB, several orders of magnitude higher performance
will be required at certain area. At the same time more con-
trollers with embedded technology will be installed to meet
the limited resources.

INTRODUCTION

KEKB B-Factory was designed as an asymmetric elec-
tron/positron collider in order to study the violation of CP
symmetry in B-meson system. It consisted of double stor-
age rings of 8-GeV electron (HER) and 3.5-GeV positron
(LER) with a diameter of 1 km, and a full energy injector
linac of 600 m. It achieved twice as the design luminosity
and led to the Nobel Prize of Kobayashi and Maskawa for
the theory of quarks and the CP symmetry violation.

After a decade of successful operation at KEKB a
new electron/positron collider, SuperKEKB, is being con-
structed to commission in 2014. It aims at a luminosity of
8 x10%5em =251, 40-times higher than that of KEKB, in
order to study the flavor physics of elementary particles fur-
ther, by mainly squeezing the beams at the collision point.
The control system should be utilized to the utmost for the
goal.

KEKB was constructed and operated almost the same
time as PEP-II at SLAC with the same scientific goal.
It provided a friendly competition between these two
machines and brought many collaborative efforts. New
projects SuperKEKB at KEK and Super B at INFN will
be constructed in parallel again. It is hoped to exchange
ideas between these projects.

*<kazuro.furukawa @kek. jp >
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LESSONS AT KEKB CONTROLS

Success of the high performance operation of KEKB
owed much to the control system. It was designed more
than 15 years ago and had started the beam operation in
1998. While it inherited a part of resources from the previ-
ous project TRISTAN, it restructured most of the software
and hardware components. It employed the EPICS (exper-
imental physics and industrial control system) toolkit for
the low-level control mechanism and scripting languages
for high-level operational applications. The combination
provided the flexible and robust operational environment.

Lower-level Controls with EPICS

Before KEKB, projects in the institute repeated the de-
velopment of its own control system. As technologies such
as Unix, VME and TCP/IP became de-facto standards at
the end of 1980s, it was considered to share control systems
among projects. After the Superconducting Super Collider
chose EPICS as the main control toolkit, EPICS became a
candidate for future controls at KEK [1]. It was decided to
employ EPICS for the KEKB ring controls and the previous
software resources were not employed. On the other hand
EPICS gateways were constructed for the linac injector to
make a bridge from the existent control system [2]. The
main reason for that was the ring could shutdown the accel-
erator completely for 4 years, but the linac had to continue
the operation for light sources even during the upgrade con-
struction towards KEKB.

The KEKB ring employed several fieldbuses such as
VME, VXI, CAMAC, GPIB and ARCNET depending on
the purposes. Approximately 100 VME systems with Vx-
Works operating system served as EPICS /O controllers
(IOCs) for all the hardware devices including 200 VXI
mainframes, 50 CAMAC crates and 200 ARCNET seg-
ments [3].

At the linac most of the devices employed IP-network-
based controllers. Before the KEKB project network-based
PLCs and CAMAC crate controllers, and VMEs were man-
aged by middle-layer software on Unix servers. Dur-
ing the upgrade construction for KEKB, those network-
based controllers were shared between old control software
and EPICS gateways. Gateways were implemented with
portable channel access server (PCAS) at the beginning,
and were eventually replaced by soft IOCs as EPICS started
to support Unix IOCs [4].
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Number of EPICS process variables was approximately
300 thousand, and that of archived ones was 150 thousand.
They were distributed over 150 VME-based and Linux-
based EPICS IO0Cs.

High-level Application with Scripting Languages

At the linac Tcl/Tk scripting language was effectively
employed for its commissioning [5] after the language had
been utilized for testing tools for long time. Later for the
both the ring and linac Python was employed as it had more
strong points [6]. Many of the device control software were
written in those two languages, as well as MEDM.

For the beam operation SAD (Strategic Accelerator De-
sign Program) was extended to have an interpreter, SAD-
script, which emulated most part of Mathematica lan-
guage [7]. It provides most of the functionalities which is
required by accelerator operation such as linear beam op-
tics, symplectic beam tracking, many of non-linear analy-
sis, optimization, list processing, numerical manipulation,
EPICS channel access, and graphical user interface.

During the normal operation it is required to measure
the beam response on certain parameter changes, and then
to optimize those parameters. Such a process can be in-
teractively carried by SADscript, and then turned into a
graphical user interface that is performed routinely. New
ideas for luminosity optimization were often proposed in
the morning meeting, and corresponding operational tools
were realized within a day or two. Some of the ideas turned
out to be favorable, and the tool became utilized routinely.
As many ideas were proposed, rapid tool development was
crucial and SADscript played a significant role. Actually it
was difficult to name a single mechanism that enabled the
high performance of KEKB, however, for example hundred
of rapid one-percent improvements provided twice the per-
formance.

Rejuvenation During a Project

As an upgrade of a control system needs considerable
effort, it is preferable to maintain the same environment
during a project. However, an accelerator project can span
more than ten years, and related software, hardware, per-
sons, companies, and their policies may change substan-
tially during that period. It is necessary to introduce ad-
vanced technologies to improve the machine even during
the project. On the other hand existent components are of-
ten found to be difficult to accommodate new technologies.
If a component is modified to accept them, others may have
to be modified.

Actually, during the KEKB project new operation
schemes were introduced almost every year. As most com-
ponents in the control system were kept the same, it was
rather difficult to catch up with the requirements at the later
period. One modification might trigger another, and several
modifications had to be performed at the same time. Be-
cause the shutdown period in a year is limited, if the extent
of modifications exceeded the limit, it became very hard.
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Thus, we should be prepared to accommodate small up-
grades each year not only for application programs but also
for control system infrastructure including base software
and hardware components in order to manage a project for
a long period.

SUPERKEKB CONTROL SYSTEM

The next project SuperKEKB should follow the exis-
tent KEKB control system, which featured with EPICS and
scripting languages. It is planned to incorporate new tech-
nologies to rejuvenate hardware and software components,
which do not change the architecture much. However, two
new concepts are considered promising, namely channel
access everywhere and dual-layered control system that are
described below.

Channel Access Everywhere

The accelerator control architecture in KEK evolved in
several steps in the past. Some time ago several control sys-
tems were standardized with a combination of several field-
buses, VME field computers, and Unix computers. In order
to consolidate the efforts on the development and mainte-
nance some of the fieldbuses were gradually removed and
many controllers were directly attached on to IP networks.

At the same time EPICS control software framework was
employed at several control systems at KEK. Eventually,
many controllers evolved to embed the same EPICS 1I0C
software as on VME field computers as illustrated in Fig. 1.
Common IOC software communicates with others using a
common protocol called Channel Access (CA), which real-
izes unified application development environment from the
top to the bottom. We call this embedded EPICS frame-
work as “CA Everywhere”, and it enabled the both rapid
development and smooth maintenance [4, 8].

Different kinds of controllers have been developed in
the framework of CA Everywhere, and they greatly re-
duced the control efforts and improved the reliability. They
include following controllers. Many of them were re-

Fieldbus IP-only Embedded IOC simplified
OPI ‘ ‘ OPI ‘ OPI OPI
¢ Channel ™ Channel / Channel
“_Access_/ “_Access “_Access
l l J b
VME/IOC ¢~ Channel ™
Device Driver MEAOL ‘ cC _Access
( Fieldous ) ( Tcpap )  ( Channel &
. . § ,kﬁc_cgsjg//
v { v
Device Device Device Device
Controller Controller I0C 10C

Figure 1: Evolution of device controllers from a fieldbus
device towards CA everywhere with embedded IOC.
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alized employing FPGA (Field Programmable Gate Ar-
ray) [9, 10].

MicroTCA LLRF controller with FPGA and Linux
Yokogawa FAM3 PLC with Realtime Linux
Oscilloscope for 50-Hz measurement with Windows
Timing TDC with Linux

Microwave power modulator with FPGA and Linux
Libera BPM readout at 50 Hz with FPGA and Real-
time Linux

e NI Compact-RIO with CAS and FPGA

Dual-layered Control System

For higher experimental performance at KEKB and the
light sources, it was favorable to inject beams in top-up
mode into all the storage rings. In the Photon Factory (PF),
a stable beam current would provide precise experimental
results. In KEKB, a stable beam current was desired for a
sensitive beam collision tuning to increase luminosity.

To that end, simultaneous top-up injection had been es-
tablished for three storage rings at the KEKB HER and
LER, and PF since 2009. Electron and positron beams with
very different characteristics, charged from 0.1 nC to 8 nC
and with energies of between 2.5 GeV and 8 GeV, were ex-
changed at a rate of 50 Hz (20 ms). As a result, stored beam
stabilities of 0.05 % (1 mA) at the KEKB HER and LER,
and 0.01 % (0.05 mA) at PF, were achieved, improving the
quality of experiments.

Global and fast controls have been established for such a
beam modulation. As the existing control system, based on
decade-old hardware and conventional software, was inad-
equate for controlling the beam within 20 ms, a new event-
based control system, capable of regulating over a hundred
parameters at 50 Hz, was installed. This system covered the
controls of the low-level RF, high-power RF, pulsed mag-
nets, an electron gun, injection systems, and beam instru-
mentation, whose devices were spread over a 1-km length.
While the event-based control system was supervised by
the EPICS control software, it had a dedicated communi-
cation link for fast, global, and robust controls [11, 12].

An event generator sends timing signals and control data
to 17 event receiver stations arranged in a star-like topol-
ogy. Each link between the event generator and a receiver
is carried over a single optical fiber. It provides both syn-
chronized timing signals, with approximately 10 ps pre-
cision, and synchronized controls through a realtime soft-
ware mechanism, at about 10 us precision. Recent tech-
nological advances in FPGA and SFP (Small Form factor
Pluggable) enabled reliable controls in this configuration.

The same dual-layered control system with a conven-
tional EPICS control and an event-based control will be
essential in SuperKEKB as well. Simultaneous injection
will be maintained, as the beam lifetime will be more lim-
ited at the SuperKEKB HER and LER. Many more parame-
ters have to be managed precisely in order to realize lower-
emittance beams for higher luminosity.
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Channel Access

FPGA/SFP

Figure 2: Dual layer controls with EPICS channel access at
the top and fast event synchronized control at the bottom.

The event-based control layer manages global, fast con-
trols in the pico- to microsecond range. The EPICS control
layer covers slower parameter controls as well as existing
conventional controls. Such a layered control system is op-
timal for the next generation of accelerator systems as de-
picted in Fig. 2.

CONCLUSION

The design of SuperKEKB controls is being finalized
based on the achievement in the KEKB project and the dis-
cussion with each sub-group. Control components are con-
structed preserving EPICS and scripting languages from
KEKB and enforcing two additional concepts of “channel
access everywhere” and “dual-layer controls”.
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Abstract

LHCb is a large experiment at the LHC accelerator.
The experiment control system is in charge of the
configuration, control and monitoring of the different sub-
detectors and of all areas of the online system. The
building blocks of the control system are based on the
PVSS SCADA System complemented by a control
Framework developed in common for the 4 LHC
experiments. This framework includes an "expert system"
like tool called SMI++ which is used for the system
automation. The experiment's operations are now almost
completely automated, driven by a top-level object called
Big-Brother, which pilots all the experiment's standard
procedures and the most common error-recovery
procedures. The architecture, tools and mechanisms used
for the implementation as well as some operational
examples will be described.

INTRODUCTION

LHCb [1] is one of the four experiments at the Large
Hadron Collider (LHC) at CERN. LHCb’s Experiment
Control System (ECS) handles the configuration,
monitoring and operation of all experimental equipment
in all areas of the Online System:

e The Data Acquisition System (DAQ): front-end

electronics, readout network, storage etc.

e The Timing and Fast Control System (TFC):
timing and trigger distribution electronics.

e The LO Trigger (LO): the hardware trigger
components.

e  The High Level Trigger (HLT) Farm: thousands of
trigger algorithms running on a large CPU farm.

e The Monitoring Farm: A smaller farm running
monitoring tasks to produce histograms for
checking online the quality of the data being
acquired

e The Detector Control System (DCS): gases, high
voltages, low voltages, temperatures, etc

e The Experiment’s Infrastructure: magnet, cooling,
electricity distribution, detector safety, etc

e Interaction with the outside world: LHC
Accelerator, CERN safety system, CERN technical
services, etc.

The relationship between the ECS and the other online
components of the experiment is shown schematically in
Fig. 1. This figure shows that the ECS provides the
unique interface between the users and all experimental
equipment.
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Figure 1: Scope of the Experiment Control System.

In order to achieve an integrated and coherent control
system throughout all areas of the online system, a
common approach was taken in the design of the
complete system and the same tools and components
were used for the implementation of the various parts of
the system.

A common project, the Joint Controls Project (JCOP)
[2], was setup between the four LHC experiments and a
Controls group at CERN, to define a common architecture
and a framework to be used by the experiments in order to
build their detector control systems. LHCb extended the
concept, and used these tools for the implementation not
only of the DCS, but of all areas of control in the
experiment.

SYSTEM ARCHITECTURE

The size and complexity of the LHC experiment’s
control systems have driven the choice of the system’s
architecture.

JCOP adopted a hierarchical, highly distributed, tree-
like, structure to represent the structure of sub-detectors,
sub-systems and hardware components. This hierarchy
allows a high degree of independence between
components, for concurrent use during integration, test or
calibration phases, but it also allows integrated control,
both automated and user-driven, during physics data-
taking.

The building blocks of this tree can be of two types:
“Device Units”, the tree leaves, which are capable of
“driving” the equipment to which they correspond and
"Control Units" (CUs) which correspond to logical sub-
systems and can monitor and control the sub-tree below
them. Figure 2 shows a simplified version of LHCb’s
control system architecture.
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Status & Alarms ——

«—— Commands

Building Blocks:

Figure 2: LHCb Simplified Architecture.

THE FRAMEWORK

The JCOP Framework [3] provides for the integration

of the various components (devices) in a coherent and
uniform manner. JCOP defines the framework as:
“An integrated set of guidelines and software tools used
by detector developers to realize their specific control
system application. The framework will include, as far as
possible all templates, standard elements and functions
required to achieve a homogeneous control system and to
reduce the development effort as much as possible for the
developers”.

The JCOP Framework was implemented based on a
SCADA (Supervisory Control And Data Acquisition)
system called PVSSII [4]. While PVSSII offers most of
the needed features to implement a large control system,
the “Control Units” described above are abstract objects
and are better implemented using a modeling tool. For
this purpose SMI++ [5] was integrated into the
framework.

SMI++ is a toolkit for designing and implementing
distributed control systems, its methodology combines
three concepts: object orientation, Finite State Machines
(FSM) and rule-based reasoning.

The framework offers tools to implement a hierarchical
control system, as described in the architecture chapter, in
particular a graphical user interface, shown in Fig. 3,
which allows the configuration of object types,
declaration of states, actions, rules, etc. as well as the
definition and operation of the hierarchical control tree
composed of the two types of nodes below.

Device Units

Device Units provide access to “real” devices. In LHCb
a device is basically any hardware or software entity that
needs to be controlled and/or monitored, it can range from
a simple temperature probe to a very complex electronics
board or to a trigger process in a large HLT farm. Device
Units are mostly implemented using standard PVSS tools.

PVSS provides drivers for different types of
commercial hardware and a publish/subscribe protocol
(DIM [6]) was interfaced to PVSS to access any non-
commercial hardware or software devices. The interface
to a device unit is defined as a Finite State Machine. L.e. a
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device is always in a well-defined state and can receive
commands depending on its state.

Control Units

Control Units are logical sub-systems and perform as
local decision units. They can take decisions and act on
their children, i.e. send them commands, based on their
states. Any Control Unit and the associated sub-tree can
be a self-contained entity. The logical behavior of a
Control Unit is expressed in terms of Finite State
Machines. State transitions can be triggered by command
reception, either from its parent or from an operator or by
State changes of its children. State transitions cause the
evaluation of logical conditions (rules) and possibly
commands to be sent to the children. This mechanism can
be used to propagate actions down the tree, to automate
operations and to recover from error situations. The
behavior of the Control Units is described and
implemented using the SML language which is part of the
SMI++ toolkit.
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Figure 3: The Framework Device Editor Navigator.

GUIDELINES & TEMPLATES

LHCb is composed of hundreds of sub-systems
provided by many different teams from institutes all over
the world. The JCOP Framework was distributed to all
these teams in order to implement their specific control
systems. But in order to make sure to achieve a coherent
control system some further guidelines were also
specified.

There are various types of equipment being controlled
in the various sub-systems, in particular they are normally
operated at different times. For example the gas systems
should be stable throughout a complete running period,
while the high voltages may need to be switched off when
the accelerator injects beam. In order to be able to operate
all equipment in the correct order three Control Domains
have been defined:

e DCS - For the equipment whose operation and
stability is normally related to a complete
running period. Example: Gas, Cooling, Low
Voltages, etc.
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e HV - For the equipment whose operation is
normally related to the machine state. Example:
High Voltages
e DAQ - For the equipment whose operation is
related to a “Run”. Example: Readout
electronics, High Level Trigger processes, etc.
Due to their different characteristics the equipment in
the various domains has different states and accepts
different actions. For each domain a template
implementation of the corresponding Finite State
Machine was developed and distributed as a framework
component to all sub-detectors. Figure 4 shows the FSM
implemented for each domain.

DCS Domain

Recaver Resel [ 0T READY

HV Domain

NOT_READY

Figure 4: LHCD Finite State Machine Templates

ECS & AUTOMATION

Using the templates described above, the control tree
shown in Figure 2 was implemented. The top-level “ECS”
node integrates all underlying sub-systems. This node, is,
in fact decomposed in three main objects, represented in

Fig. 5.

Figure 5: ECS main components

In order to prevent human mistakes and to speed up
standard procedures, the system should be, as much as
possible, fully automated. Since the same framework, and
the same templates are used throughout all sub-systems,
the implementation of automation rules within or across
sub-systems was a very simple task. Some examples of
automated procedures are described below.

High Level Trigger Control

The HLT is performed by a farm of around 1500 PCs,
each one running several instances of Trigger processes,
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in total around 40000 processes are monitored and
controlled by the HLT control sub-system.

In such a large system it can happen that not all PCs are
operational at a given point, the control system has
implemented mechanism to:

1. Automatically exclude misbehaving PCs, either
because they take too long to configure, or because
they stop responding. If a certain PC misbehaves
several times in a row it gets marked as “bad”.

2. Consider the farm ready to start a run when a
certain percentage of the farm (70% at the
moment) is ready, in order to speed up the start-of-
run procedure.

3. Once the run is going try to include back the
excluded PCs (if not marked as bad). Any PC
included at run time, will go automatically through
all steps (Configure, Start, etc.) until it is in
RUNNING state and processing events like all
others.

In general any PC or group of PCs can be transparently

excluded or included at run time.

The Run Control

The Run Control provides the main user interface to the
Data Acquisition system, it allows operators to
include/exclude sub-systems or sub-detectors, to define
the current Activity (used in order to configure all sub-
systems) and to stop and start runs whenever required.
But it also implements some automated actions. In
particular it detects problems during the run, for example
if sub-detectors are desynchronized, it can by itself issue a
“CHANGE_RUN” command, which re-synchronizes all
sub-detectors or it can reset and reconfigure the sub-
detector responsible for the problem.

These problems are detected by the Run Control itself
by checking his own counters, like dead-time or trigger
rates, but some problems can only be detected by
analysing the event data being acquired. The monitoring
tasks while checking the data (since they are integrated in
the control system like any other device) also provide
flags that can instruct the Run Control to issue
automatically a run change or reset a particular sub-
detector.

The Auto Pilot

The Auto Pilot’s responsibility is to keep the system
running. It knows how to sequence operations to get
LHCD, and all its sub-systems, running from any state.

Once the system is running, if there is any problem, it
will try to recover and get the system back running. Of
course it will only try a certain amount of times (5 at the
moment), if it doesn’t manage it stops and asks for help
from the operator.

Big Brother

The, so called, Big Brother control object handles the
dependencies between LHCb and the LHC Accelerator.
For example, when the accelerator injects beams the sub-
detector high-voltages must be kept in a safe state.

Status reports



Proceedings of ICALEPCS2011, Grenoble, France

Another specificity of LHCb is the Vertex Locator
(VELO) sub-detector, which physically moves closer to
the beam when the accelerator declares stable beams.

Big Brother’s operations are driven by the LHC state,
whenever the LHC changes state the appropriate action is
sent to the sub-detector’s high and low voltage sub-
systems, to the VELO and/or to the RunControl through
the AutoPilot. For example the sequence of operations

when the LHC moves to state “PHYSICS” is the
following:
1. Send “Goto PHYSICS” to all sub-detector’s

voltages (and in particular the VELO HV)
2.  When the beam position is received from a VELO
Monitoring task -> Start Closing the VELO
3. When the VELO is closed (centred around the
beam position) -> Send a “CHANGE_RUN” to the
RunControl in order to cleanly mark the start of
physics data taking.
At the moment most LHC State changes need to be
confirmed by the operator before the associated actions
are sent out to the LHCD sub-systems.

SIZE AND PERFORMANCE

The complete control system, now in production, runs
distributed over around 150 PCs, where around 100 are
Linux machines and around 50 run Windows.

The Linux machines are mostly used for the control of
the HLT farm (50 control PCs) and the data acquisition
systems of the sub detectors. While the Windows
machines are mostly used for the detector control
systems. The whole system is composed of around 2000
control units and more than 50000 device units.

In order to give an idea of the performance of the
system: a cold start of the data acquisition system, i.e. the
time to completely configure the system and start a run is
around four minutes (this includes configuring all sub-
detector electronics and starting and configuring around
40000 trigger processes).

In practice a cold start is rarely performed since the run
is normally started well before the LHC declares “Stable
Beams” and we have implemented a “Fast Run Change”
mechanism which allows to stop/start a run in a few
seconds (around 5 seconds) whenever the run conditions
change, for example when the VELO has moved to
nominal position at start of fill, or in order to change
trigger settings.

Recently, in particular after the latest addition of
automated operations, the Data Acquisition Efficiency is
normally around 98 %.

LHCB OPERATIONS

LHCb is now running routinely. For the complete
operation of the experiment 2 operators are permanently
on shift in the control room: the “Data Manager”
responsible for checking the data quality and the “Shift
Leader”. The Shift Leader’s main task is the supervision
of the experiment’s state and of the data taking activities.
For this task he/she uses mainly the Run Control user
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interface, and the Big Brother user interface, both shown

in Fig. 6.
RunControl BigBrother

\ .

Figure 6: Shift Leader main User Interfaces.

Experience with system operation is very positive, after
a short training course any member of the experiment,
without previous online experience, is capable of piloting
the system.

CONCLUSIONS

LHCb has designed and implemented a coherent and
homogeneous control system. The Experiment Control
System provides a complete, summarized view of the
experiment. It allows to configure, monitor and operate
the full experiment either in an integrated, global way for
normal physics data taking or to run any combination of
sub-detectors in parallel and in standalone.

The system is now being used daily for Physics data
taking and for all other global or stand-alone sub-detector
activities with very positive results.

Some of the most important features of the ECS, such
as the sequencing of operations and the automation and
error recovery mechanisms, come from the integration of
the SMI++ toolkit within the JCOP PVSS based
framework.

LHCb operations are now almost completely
automated, which makes the operator task much easier
and allowed to greatly improve the overall system
efficiency.
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Abstract

Research institutes, typically full of excellent scientists
and engineers, tend to be very focused on the technical
aspects of their work, but reluctant to put much energy
into the management functions that enable a healthy,
productive organization. This is not really surprising
when one considers that scientists and engineers are well
trained to measure and evaluate quantitative entities while
the management arena is dominated by qualitative
concepts. Management is generally considered to include
planning, organizing, leading and controlling. This paper
discusses the essential management functions and
techniques that can be employed to maximize success in a
research and development (R&D) organization.

MOTIVATION

Roughly half of all scientific R&D is underwritten by
public funding. With ever increasing pressure on
governments to reduce spending, it is more important than
ever to effectively manage these projects and demonstrate
the long term value to the public. For R&D undertaken by
private companies, there is even more pressure to
demonstrate the investment will lead to profitable
products sometimes with very short timelines.

In contrast to most for-profit companies, where goods
or services are produced and success is measured almost
exclusively by revenue, R&D organizations deal in
innovation and measure success in terms knowledge
gained. Of course dollars are easy to count but advances
in understanding elude quantification.

By its very nature, R&D requires trial and error,
creativity, and even failures that lead to rework, to move
towards discovery. These critical ingredients are in fact
the same variable factors that traditional management
techniques strive to eliminate from processes for the sake
of consistency and efficiency. The challenge for managers
of R&D is how to enable the mayhem needed to fuel
innovation while simultaneous assuring the needed
progress to keep sponsors satisfied and therefore support
future funding.

BACKGROUND

Modern management methods can be traced Frederick
Taylor, a mechanical engineer who first published his
theories in “The Principles of Scientific Management” in
1911 [1]. It was Taylor’s work that first introduced the
concept of management as a distinct profession. His work
was primarily aimed at the manufacturing industry, which
drove the economy during the Industrial Age. Taylor
sought to maximize productivity and advocated careful
(scientific) study and measurement of each step of the

* SNS is managed by UT-Battelle, LLC, under contract DE-ACO05-
000R22725 for the U.S. Department of Energy
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work process to determine the most efficient method.
Trained workers should execute these steps without
deviation and be paid more for achieving higher
productivity.

Taylor’s methods proved effective and were widely
adopted, laying the groundwork for industrial engineering
and quality control. This autocratic approach, with a
strong emphasis on the planning, organizing and
controlling functions of management, did have a positive
impact on productivity and Taylor’s influence is still very
present in management training and practices today.

Conversely, Taylor’s techniques essentially viewed the
workers as interchangeable parts of a machine, with pay
as their only reward. They had no input into the
prescribed processes and were likely to be assigned to
perform the same limited function for long periods of
time with no consideration of job satisfaction or avenues
for skills development. This naturally led to boredom and
job dissatisfaction and worker potential remained largely
untapped in this system.

Subsequent management studies and theories such as
Abraham Maslow’s “Hierarchy of Needs”, Elton Mayo’s
“Hawthorne Studies”, Frederick Herzberg’s “Hygiene and
Motivational Factors” and McGregor’s “Theory X and
Theory Y” introduced elements of human behavior and
employee motivation as significant contributors to overall
productivity [2].

For R&D managers, one of the most relevant
contributors to modern management theory was Peter
Drucker who first introduced the term ‘“knowledge
worker” in 1957 in his book “The Landmarks of
Tomorrow” [3], signaling the future shift from the
Industrial Age to the Information Age. In many
subsequent publications, Drucker elaborated on how to
improve productivity in knowledge work, advocating a
high degree of self-management for knowledge workers
and viewing knowledge workers as assets rather than
costs [4].

WHY IS MANAGEMENT DIFFERENT
FOR R&D ORGANIZATIONS?

The primary difference between managing commercial
activities and research lies in the inherent uncertainty of
the work. By its very nature, research is unpredictable,
making it difficult to define desired outcomes, much less
forecast each needed step along with associated timelines
and costs. Research is nurtured by experimentation and
missteps, which are largely excluded by popular
management methods, but are vital to discovery.

Another important difference between for-profit
companies and scientific entities lies in the typical
characteristics of the workforce. Professionals employed
by R&D organizations tend to have a higher potential and
level of education than the average worker. The best R&D
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professionals work well independently and have a strong
need for autonomy.

Management of R&D organizations is also complicated
by the tendency to place people in management roles
primarily because they have demonstrated technical
excellence as a scientist or engineer. In this system, a high
performing technical person is assigned a management
role without any preparation or consideration of
characteristics desirable in good manager. This even
occurs when the incumbent would prefer to spend the
bulk of their time pursing their technical work, but
accepts the management role because it is viewed as a
way to progress on the career ladder. In this case, it is not
uncommon for the newly appointed manager to continue

pursuing their research and largely ignore their
management duties.
MANAGEMENT FUNCTIONS

The traditional management functions - organizing,
planning, controlling and leading - can be overly
prescriptive when applied to unpredictable R&D work
and demotivating to knowledge workers. Without
adjustments for the nature of the work, managers can
spend a lot of time on functions that do not help
productivity or help the organization meet its goals.

Organizing

The organizing function involves developing a structure
and allocating resources to achieve objectives. This
implies understanding the required skills mix and
recruiting, training, developing and retaining people with
the appropriate skills. The organization of a group should
take into account how people will be deployed. For
example, a group may be organized around projects and
this works in the simplest case where people work on
only one project at a time. In reality, people are often
assigned to more than one project at a time. This leads to
the need for more complex structures where people are
grouped by skills or functions, and then divide their time
between various projects. Given the dynamic nature of
R&D, managers should consider organizing in ways that
can easily adapt to changing project needs and ensure
people can work across organizational boundaries as
needed to enable success. The organization structure
ultimately influences how people interact and share
information.

Planning and Controlling

There are many types of planning, but two important
types are strategic planning and work planning.
Theoretically, strategic planning begins at the highest
level and sets the overall vision and goals of an
organization. From strategic plans, sub-organizations set
their goals which eventually are divided into group goals
and then projects. Work planning typically involves
breaking a project down into a series of scheduled tasks
along with cost estimates. A typical project plan includes
a long list of tasks organized in a timeline along with the
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resources needed, both labor and materials, to accomplish
each task. These plans form a baseline used periodically
to assess progress and determine success.

When guided only by traditional management theories
and techniques, R&D managers struggle with planning
due to limited precedents for their work, the
unpredictability of the R&D process and the inability to
form clear definitions of successful outcomes. This makes
it challenging to generate accurate plans and cost
estimates.

Customary management dictates that managers control
work by periodically checking project progress versus
established goals and objectives detailed in work plans.
When progress does not meet expectations, managers are
expected to take corrective action to get things back on
track.

Too much emphasis on planning and controlling R&D
work can lead to great frustration and imply a lack of
success when in fact good progress is being made. R&D
projects could be better served by reducing the level of
detail in plans to reflect the uncertainty of the project.
Rather than scheduling strict milestones, managers could
define logical points when decisions should be taken
about the future path of the research. Plans should build
in flexibility and be viewed as a living documents rather
than a strict baselines.

Without highly predictable detailed plans, the idea of
controlling a project is really futile. For R&D, it is
necessary to evaluate progress, but this should be
primarily for the purpose of adjusting the plan according
to lessons learned. Rather than controlling, an R&D
manager should focus on guiding or steering the process
in collaboration with key contributors.

Leading

Leadership is perhaps the most important function for
R&D managers. First and foremost, leaders establish and
communicate their vision for the organization.
Articulating an inclusive vision serves to inspire
employees and energize them towards accomplishing
organizational  goals.  Leadership also includes
establishing an environment that enables success. R&D
efforts thrive where people are free to try new methods
and openly disseminate the results, even when
unsuccessful. Such an environment is key to realizing real
innovations, as opposed to the small incremental
improvements that otherwise occur.

There are many different leadership styles, often
defined by the approach a leader takes to decision
making. Because R&D professionals are generally
intelligent, educated and value autonomy, effective R&D
managers can benefit from engaging key contributors in
the decision making process. This is known as the
“participative leadership style” and enables better
decisions by tapping into the collective intelligence of the
organization [5].
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OTHER CONSIDERATIONS

Communication

The best managers are good communicators. Many
people confuse communication with talking. The best
leaders listen more than they talk and engage in active
listening, and asking well-placed questions. Good
listening not only has the benefit of providing the
manager with information, it sends a message to
employees saying the manager values their work.

On the other hand, when managers have a message to
disseminate, it is useful to remember what marketing
experts refer to as the “Rule of Seven”. This rule says that
people need to hear or see a message at least seven times,
preferably in multiple formats, before they will act on it.
With the large volume of information that bombards
employees today, it makes sense to reinforce your
message until it becomes part of the collective
consciousness.

Motivation

People generally perform best when given the
opportunity to do things they are good at and enjoy.
Matching projects to an individual’s expertise and
interests helps to keep people engaged and interested in
their work. Particularly in the world of knowledge
workers, giving people a high level of autonomy is
considered necessary to fully realize their potential.

Higher productivity can often be achieved by letting
capable technical professionals “self-manage” their work
to a much higher degree than would be prescribed by
traditional management methods. Some studies indicate
that productivity can be increased by a factor of two if
managers adopt an untraditional leadership style that puts
the focus on the ideas of others rather than their own. This
strategy is known as the “The Multiplier Effect” and
challenges the traditional role of managers as decision
makers and advocates using the intelligence of everyone
to stimulate the flow of ideas and healthy technical debate
that lead to real innovation [6].

In this type of approach, the manager must create an
environment of open communication and actively
encourage other people to bring forward their ideas.
Furthermore, the manager has to adopt a role that is more
about facilitating and enabling others than controlling
everything personally. This might make some managers
insecure about their own value to the organization,
However, if one considers the possibilities of tapping
more deeply into the intelligence and potential of
everyone on staff, not just managers, for good ideas it is
easy to see that we might be sitting on a great deal of
latent value.

Teamwork

While not every activity requires teamwork, little R&D
of any importance can be accomplished by the effort of a
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single individual working in isolation. Unfortunately,
many managers lack the skills to build effective teams.
Teamwork depends on a foundation of trust, the ability to
openly discuss ideas and commit to a course of action and
members who hold each other accountable for results.
Patrick Lencioni has written extensively on how to create
great teams and effectively lead for success [7].

Conflict

If everyone is encouraged to openly discuss ideas, there
is bound to be some disagreement. Managers often spend
considerable effort suppressing conflict only to create a
superficial outward harmony amongst the staff. When
conflict is suppressed, it simply moves underground
where it becomes more harmful. It is far better to create a
safe environment where all inputs are valued and different
viewpoints can be openly discussed. From this type of
healthy debate, the best ideas will be strengthened and
valuable information emerges leading to better technical
decisions. The creativity that leads to innovation is
difficult to cultivate without the open discussion of ideas.
Rather than smoothing over differences, managers are
better served spending their effort to teach employees
how to discuss ideas without interpreting critiques as
personal affronts.

SUMMARY

Successful management for production oriented
businesses tends to rely heavily on the planning,
organizing and controlling functions. To be successful in
an R&D organization, the manager must be willing to
relinquish some control and focus more effort on leading
and coordinating the abilities of highly intelligent,
educated and autonomous individuals. Good managers
invest heavily in developing talented people and creating
an environment that lets people do their best work
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MANAGING THE DEVELOPMENT OF PLANT SUBSYSTEMS FOR A
LARGE INTERNATIONAL PROJECT

Dave Gurd, Vancouver, Canada

Abstract

ITER is an international collaborative project under
development by nations representing over one half of the
world's population. Major components will be supplied by
"Domestic  Agencies"  representing the  various
participating countries. While the supervisory control
system, known as "CODAC", will be developed “in fund”
by the International Organization at the project site in the
south of France, the EPICS and PLC-based plant control
subsystems are to be developed and tested locally, where
the subsystems themselves are being built. This is similar
to the model used for the development of the Spallation
Neutron Source, which was a US national collaboration.
However the much more complex constraints of an
international collaboration preclude the use of many
specifics of the SNS collaboration approach. Moreover,
procedures for final system integration and
commissioning at ITER are not yet well defined. This
paper will outline the particular issues either inherent in
an international collaboration or specific to ITER, and
will suggest approaches to mitigate those problems with
the goal of assuring a successful and timely integration
and commissioning phase.

CONSTRAINTS AND CONSEQUENCES

ITER is too big and expensive an undertaking not to be
done as an international collaboration. Without such a
collaboration, bringing together the technical and
financial resources of most of the developed world, ITER
would simply not happen. Members of the partnership
have different cultures, different scientific governance,
different funding mechanisms, and possibly even different
reasons for participating, with the result that political
imperatives must inevitably result in some compromises
and extra overhead. In addition to addressing very
difficult technical challenges, ITER must learn, perhaps
often only by trial and error, how best to minimize those
inefficiencies and live with certain constraints. With
success, ITER should become a model for future large
international collaborations, such as the ILC.

As much as possible of the work of building ITER must
be shared among the participating countries through their
Domestic Agencies (DAs). This was the sine qua non of
international participation, and it constrains the amount
and type of work that is done by the ITER Organization
(IO) at Cadarache. The work of 1O is primarily to prepare
contracts with the DAs, the specifications for these
contracts sometimes being “build to print” but more
commonly functional specifications. Very little “hands-
on” work is done at 10, and much of the design work is
accomplished by external contractors.
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CODAC, the central common high-level supervisory
control system for ITER, is developed “in fund” by 10O as
opposed to “in kind” by the DAs. The same approach is
used for CODAC development as for other IO work, and
many of the same constraints apply. Some of the
constraints that affect the work and management of the
CODAC group are discussed in the paragraphs below.

Staff Size Limitation

In part for reasons of cost containment and in part
because of the ITER emphasis on outsourcing, the size of
the permanent CODAC staff is severely constrained. The
total manpower effort for CODAC design and
development at Cadarache is currently set at a level
comparable to that used for SNS — a project of about one
third the scope. As a consequence, CODAC is required to
outsource most of its development work.

Outsourcing

The R&D program has been carried out largely by
external contracts, as is (and will be) much of the
development of ITER-specific hardware and software.
The technical staff is therefore required to spend much of
its time writing technical specifications and managing
contractors — a task that does not make optimal use of
their training and skills. Contractors are located in partner
countries all over the world and supervision is impaired
by the resulting lack of face-to-face meetings. Although
the practice is discouraged by senior management
(contracts with well-defined deliverables are preferred),
there has been some success with “insourcing,” defined
here as supplementing staff with external contractors
working on site on relatively loose ‘“framework”
contracts. More recently, limits have been set on external
contractor remuneration that are in some cases below
market rates. As a result, some contracts have been
suspended, and others cannot be awarded.

Laboratories

For reasons having to do partly with (possibly
temporary) space limitations, partly with safety
considerations, and partly deriving from the general
approach of limited “hands-on” work by 10, the CODAC
team currently has only a small “technical area” for
prototype testing and development — too small even for a
technician’s bench. Software developers seldom have the
opportunity to turn on a light they can see. As a
consequence, they are somewhat disconnected from the
concept that what they are doing must eventually relate to
real equipment.
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Plant System Integration

The most important constraint on the work of the
CODAC Group deriving from the ITER agreement is the
nature of the interface with the various plant systems —
the major components of ITER. It is the role of the ITER
Controls Group and CODAC to effect an integration of
these components in such a way as to provide to
operations a uniform view of an extremely complex
system. It is this integration that presents the major
challenge for the CODAC Team.

THE INTEGRATION CHALLENGE

The ITER project is broken down into 33 “plant
systems.” (Magnets, Cryogenics, Cooling Water,
Buildings, etc.) These “plants” are to be delivered to the
ITER site at Cadarache “in kind” by the participating
Domestic Agencies. In many cases, however, the plants
are made up of a number of subsystems each with its own
specific functional requirements and each to be delivered
separately with its own Instrumentation and Control
(1&C) system by the responsible Domestic Agency. These
“stand-alone” I&C systems are referred to as “Plant
System 1&Cs.” There are approximately 220 such Plant
1&Cs. (The exact number is a function of design and is
subject to change.) All of these plants, plant subsystems
and plant system I&Cs are the subjects of contractual
arrangements between ITER and the responsible DAs. In
some cases more than one DA is responsible for the
delivery of a single plant subsystem. In those cases,
responsibility for testing and integration remains to be
clarified. In any case, it is the responsibility of the
CODAC group to do the final integration of these 220
plant system I&Cs with the CODAC infrastructure at
Cadarache.

Three important strategies have been adopted to
mitigate this difficult integration challenge. Firstly and
most obviously, the CODAC group has developed an
extensive set of standards that are to be used by plant
system developers. They include specific hardware,
software, naming convention, development tools,
acceptance tests, documentation and procedures. These
standards are bound together in the “Plant Control Design
Handbook” (PCDH) which is made available to all plant
system developers and potential vendors. It is an ITER
mandate that they be followed, with enforcement
occurring at design reviews.

Secondly, and notwithstanding that it represented an
activity clearly not defined within its scope, the CODAC
team created an I&C Support activity and dedicated
considerable resources to it. They assigned liaisons and
created a mechanism to work with the plant teams in the
definition of interfaces and functional requirements. They
have solicited and collected rack requirements for plant
1&Cs. Recently this activity has been recognized in the
baseline for the CODAC scope of work.
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Thirdly, and from the outset, the proposed architecture
envisaged a common interface between plant system
1&Cs and CODAC [1]. This was to be effected by the use
of a CODAC-supplied “Plant System Host” (PSH) which
would front-end each plant system 1&C using a mandated
common protocol and software interface. The PSH is still
a keystone element of the CODAC design, and EPICS
channel access is the mandated common protocol [2].
CODAC will also provide developers with a “mini”
version of CODAC for testing and development. The
adoption of EPICS and Channel Access as the standard
supervisory control infrastructure effectively assures a
standard interface. The pieces appear to be in place for a
seamless integration and commissioning phase.

WHAT COULD GO WRONG?

But here’s the thing. There is very little incentive for
Domestic Agencies and plant system developers to follow
the standards. Rather, because systems are delivered “in
kind,” there is strong motivation for suppliers to do things
as economically as possible; and it is almost always
possible to build a specific system more economically —
even better — using an optimized selection of hardware
and software. Already there have been examples of DAs
questioning the standards, or even stating that they do not
intend to, or cannot, follow them. “Why do we have to
use this over-specified PLC?” “...but we can use an
existing design from our last project and save the design
costs.” “... but we need to spend our money domestically;
your standard is only available overseas.” “This plant
system comes with its own control system — it can’t be
changed.” Hard to argue with any of that.

Even if all the standards were to be followed, it is clear
that there would be integration issues. Plant system
acceptance tests will not have been done in the same
environment as the final configuration. Network issues
and conflicts can be anticipated. Use of rack space,
already insufficient, can only be optimized centrally.
Cable runs and grounding implementations will have to
be adapted to the physical situation at Cadarache.

Because of the way procurements have been
distributed, some systems have many more distinct 1&C
systems than is necessary or desirable. It is not clear who
will integrate these systems, or where. This is a result of
architectural design by “procurement arrangement” rather
than by technical considerations. Optimization requires a
centralized view.

The current implementation model is referred to as the
“black box” model (you have no idea what’s inside what
you get) or sometimes the “thrown over the wall” model
(you might catch it but you’re not sure what to do with it.)
There will be no trained on-site expertise to commission
and maintain these systems. It seems that seamless
integration is a pipe dream. Something similar, however,
has been managed before.
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THE SNS EXPERIENCE

The SNS construction project was a national
collaboration of US Department of Energy Laboratories.
Each delivered one or more major subsystems (Front End,
Linac, Superconducting cavities, Storage Ring, Neutron
Target) of the accelerator facility “in kind,” and each of
these subsystems was delivered with a control system that
plugged into the common or “global” services. Like
ITER, the Controls Group anticipated integration issues
and responded with standardization and the selection of
EPICS to be used throughout. But also like ITER, the
project Work Breakdown Structure (WBS) placed control
of the “plant system [&Cs” (to use ITER language) into
the hands of the different partner laboratories, who had
many good reasons for going their own way. There was
no effective mechanism for enforcing standards, and no
effective mechanism for optimizing on-site integration.
This was the scenario presented to the SNS Conceptual
Design Review (CDR) committee in 1997.

The Committee: “This isn’t going to work.”
SNS: “But we have standards and we have EPICS.”
The Committee: “Good luck with that. Change it.”

The SNS WBS was subsequently changed to place the
control system at the top level and move both technical
and financial responsibility for plant system [&Cs to the
central group at Oak Ridge. In practice very little changed
— the work was still distributed. Partner lab 1&C teams
remained at home and worked with local subsystem
developers. Only now the funding passed through the
central controls office in Oak Ridge, giving it the “clout”
to enforce standards. Software was deposited weekly in a
central repository at Oak Ridge, and built in that
environment. Team leaders at the partner laboratories met
frequently in the early days, and reported regularly later.
Partner lab teams participated in the integration and
commissioning in Oak Ridge, and some funds were set
aside for their later intervention if required. Final
integration went reasonably well.

APPLYING THE SNS MODEL TO ITER

In the fall of 2010, a proposal was made to ITER
management to adopt an approach similar to that which
had been successful at SNS. The interface to CODAC
would move from a simple Ethernet connection to the
PSH to the front panel of the I/O modules that are
connected directly to the actuators and sensors of the
plant systems. (These would remain the responsibility of
the Domestic Agency and their plant system designers.)
1&C teams would be formed at each of the Domestic
Agencies to oversee and/or implement the plant system
1&Cs. These teams would be funded as part of the
centralized CODAC activities, and the team leaders
would report to the CODAC Division leader at
Cadarache. Equipment purchases for plant system I&Cs
would be approved and funded centrally. Members of the
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DA 1&C teams would participate in the installation,
testing and eventual commissioning of their systems at
Cadarache. The CODAC I1&C Support team at Cadarache
would consider issues related to optimization and
integration of subsystems coming from more than one
source and facilitate that task.

The cost of the plant system 1&Cs (equipment, software
and manpower) might be expected to be 50% - 70% of the
total cost of the ITER control systems. (It was 60% for
SNS.) As that work is not in the current budget for
CODAC, a transfer of funds would be needed to finance
this increase in scope. The mechanism proposed was a
“tax” on each DA requiring I&C, calculated on the basis
of anticipated costs of their plant 1&Cs according to
various “rules-of-thumb.”

Although this proposal was put forward primarily as a
risk mitigation, citing the risk of both cost and schedule
overruns at integration time, it did suggest a potential cost
saving to the DAs because of efficiencies that might
accrue through bulk purchases and reduced hardware and
space requirements. It was unfortunately this rather
speculative cost saving, which would not in any case
benefit the ITER Organization at Cadarache, that attracted
the most attention, particularly as the proposal arrived just
as a frenzy of cost containment was initiated at ITER.

The proposal generated considerable interest and
discussion both at ITER IO and among the Domestic
Agencies. Modified versions were advanced in which
more hardware and software would be provided to plant
1&C developers, but with no transfer of responsibility or
funds. In the end the proposal was rejected for a number
of reasons, perhaps most significantly because the “tax”
was unacceptable. Worse, some stakeholders seemed to
be of the opinion that plant I&Cs were already within the
scope of CODAC in any case. That misinformed opinion
forebodes an even greater train wreck.

THE PROPOSAL EVOLVES

As noted above, each DA is itself responsible for the
design, construction, testing and delivery to Cadarache of
a significant number of plant I&C systems. Europe, for
example, will deliver the following systems, many
extremely complex in themselves, most made up of
multiple plant systems and including many plant 1&C
systems:

Two Cryogenic Plants (LN2 and 80K)
4 Remote Handling Systems
Tritium Plant Systems
Building Management Systems
Electrical Distribution Systems
Waste processing System

Test Blanket

14 Plasma Diagnostic Systems
3 Additional Heating Systems
Standalone Instrumentation
More...
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This collection alone is probably comparable in range,
cost and complexity to the complete SNS control system.
One “additional heating system,” for example, is a
complete accelerator in itself, with ion source, RF
systems, vacuum and cooling systems, beam line
components, etc. It becomes immediately apparent that
the integration issue presents to the DAs an (only slightly)
smaller version of the same concerns that are perceived
by CODAC.

For that reason, the controls team at the European DA
last spring made a proposal similar to CODAC’s for
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oversight, management and in some cases design and
development of the plant I&C systems for which they are
responsible. (Figure 1.) Like the CODAC proposal, they
have proposed a small team of control system and project
management experts to be located at the European DA
offices in Barcelona. This team would take responsibility
for oversight of all the plant system 1&Cs that fall under
the European purview. No black boxes. No walls. Like
the CODAC proposal, they have appealed to the
responsible DA (“Fusion for Energy,” or “F4E”) for
funding to support this activity.
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Figure 1. The European Proposal for plant [&C system development.

There are however important differences between the
European proposal and the CODAC proposal. In this
scenario, the DA controls team would be managed and
funded from within the Agency and not through CODAC.
Moreover, rather than using a significant number of F4E
staff members, the European proposal suggests using a
very small staff team and contracting most of the work to
two external contractors: one “insourced” to supplement
the staff in Barcelona and a second “outsourced” to an
integrator that would perform much of its work wherever
the subsystems are being built. (The CODAC proposal
suggested using ITER staff members.) Formal approval is
still required before this proposal becomes the official
European approach to delivering plant system controls,
but the idea of assigning most work to external
contractors is consistent with the general ITER approach,
and the proposal seems likelier to receive support for that
reason. A meeting of potential integrators has already
been held. Because this proposal advocates adherence to
CODAC standards and recognizes the importance of a
close collaboration with 10, the CODAC team is strong in
its support.
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CONCLUSIONS

Development of the ITER Control System is taking
place in the presence of numerous constraints imposed by
the imperatives of an international collaboration.
Integration of plant control systems from many different
suppliers distributed over the world presents a particularly
difficult challenge. Centralizing the development of plant
1&C systems was not accepted, however a compromise of
centralizing development at the responsible DAs has been
proposed by Europe. Learning to work effectively in this
environment will be invaluable for future large
international collaborations in science and other domains.
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Abstract

SESAME (Synchrotron-light for Experimental Science
and Applications in the Middle East) is a third-generation
synchrotron light source under construction near Amman
(Jordan), which is expected to become operational in
2015. SESAME will foster scientific and technological
excellence in the Middle East and the Mediterranean
region, build scientific bridges between neighbouring
countries, and foster mutual understanding through
international co-operation. The current members of
SESAME are Bahrain, Cyprus, Egypt, Iran, Israel, Jordan,
Pakistan, the Palestinian Authority and Turkey. An
overview about the progress of the facility and the general
plan will be given in this paper. We will then focus on the
control system by explaining how this aspect is managed:
the technical choices, the principal deadlines, the local
staff, the international virtual control team, and the first
results.

INTRODUCTION

Developed under the auspices of UNESCO and
modelled on CERN, SESAME (Synchrotron-light for
Experimental Science & Applications in the Middle East)
is an international research centre under construction in
Jordan [1].

It will enable world-class research by scientists from
across the Middle East/Mediterranean region (in subjects
ranging from biology and medical sciences through
materials and environmental science and physics to
archaeology), preventing or reversing the brain drain. It
will also build bridges between diverse societies,
contributing to a culture of peace through international
cooperation in science. It will help foster closer links
between people with different traditions, political systems
and beliefs. The centrepiece of SESAME is a new
2.5 GeV third-generation light source which will provide
very intense light from infra-red to hard X-rays for a wide
range of studies. The microtron and the booster
constituting the injector section were originally used at
the former BESSY I synchrotron but have been greatly
upgraded and refurbished. The energy of the microtron is
22.5MeV whilst the electrons will be accelerated to
800 MeV in the booster. The storage ring will have an
emittance of 26 nm.rad and 12 straight sections are
available for insertion devices. The phase I scientific
program has been finalized and foresees 7 beamlines

Project management

providing wavelengths from infra-red to hard X-rays. The
project is governed by a SESAME Council currently
having nine members (Bahrain, Cyprus, Egypt, Iran,
Israel, Jordan, Pakistan, the Palestinian Authority, and
Turkey), whilst France, Germany, Greece, Italy, Japan,
Kuwait, Portugal, Russia, Sweden, Switzerland, the UK,
and the USA are observers. The project is benefitting
enormously from help and advice provided by various
synchrotron laboratories around the world (SOLEIL in
France, ALBA in Spain, ELETTRA in Italy, the Swiss
Light Source, Diamond in the UK and the Canadian Light
Source). The capital funding needed to complete the
construction of SESAME is being sought from the
members and from various external sources.

Recent progress has included a growth in the number of
technical and scientific staff to about 25 people [1]. The
radiation shielding wall was completed in April 2011.
Extraction of the first beam from the microtron has now
been achieved at low energy (10 MeV) [2].

The current progress concerns tests of the booster
equipment; the booster will shortly be installed in the
tunnel, and preparation is under way for commissioning
the booster with beam. In addition all the storage ring
equipment has been designed, and the call for tenders is
waiting for funding [2].

EETRRNS

Figure 1: SESAME radiation shielding wall.

A SPECIAL PROJECT

SESAME is a wonderful project for the idea it conveys,
but is very challenging because the budget is not secured
in its entirety and arrives in small portions. The technical
team is young and inexperienced in accelerator design
and construction. The local industry also does not have
direct experience in supporting such a project. As a result,
the technical management of such a project cannot be
conducted in a conventional way. The project leader must
have a lot of imagination in order to overcome these
challenges.
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Thanks mainly to the International Atomic Energy
Agency (IAEA) but also to other institutions [1], a
programme of training has been underway since 2000.
Most members of the SESAME team have spent several
months in one of the world’s synchrotron radiation
facilities and learned about several areas of synchrotron
light source construction and operation. Experts from
these laboratories have also visited SESAME and this has
had a positive impact on the local team. In the case of the
control system, a virtual international group has been
created.

This has all helped to achieve some important
milestones such as the successful commissioning with
beam at low energy of the microtron, testing of all of the
booster subsystems (RF, vacuum, and cooling systems,
diagnostics, and so on), and providing new booster power
supplies and new booster dipole vacuum chambers after
an international call for tenders. Good news is foreseen
concerning the budget. Commitments and offers
announced and confirmed by Members in May 2011 look
set to provide most of the remaining $35 million needed
for the storage ring and the three beamlines that will be in
operation from day 1.

TEAM BUILDING

The International Control System Virtual Team

The recruitment of the control system group and its
management was particularly difficult. The potential
candidates are young and unfamiliar with accelerator
control. There is also a limited budget which prevents the
hiring of a significant number of staff or the outsourcing
of work to specialized companies. SESAME has found
very good candidates who have electronics or software
skills, but who are new to accelerator or light source
control systems. Each newly-hired engineer has therefore
been trained in one of the following laboratories:
SOLEIL, SLS, CLS, and/or DLS; and coached in order to
be operational as soon as possible. Although SESAME, in
common with other light sources, has advisory
committees which meet once or twice a year, a need for
senior experts who can follow the work more closely was
essential.

At the end of 2010, the SESAME project leader
decided to set up an international "virtual" control system
group. This group is composed of experts and managers
in the field of accelerator control from the Canadian Light
Source (CLS), Diamond Light Source (DLS), the Institute
of Research into the Fundamental Laws of the Universe
(IRFU) of the CEA, Synchrotron SOLEIL, the Swiss
Light Source (SLS), and of course from SESAME itself.
The idea is to have close coaching of the SESAME
control system team.

A Cross-Over Management

Inside the wvirtual group management task and
responsibilities are defined for better efficiency. The
coordination of the virtual group is handled by Pascale
Betinelli from SOLEIL. The main reason for this choice
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is to make the contact between SESAME and the virtual
group easier; the part time Technical Director of
SESAME (until the end of this year) is the current
Director of SOLEIL Sources and Accelerators Division.
Moreover Mark Heron, the DLS member of the virtual
control group, is present on the Technical Advisory
Committee (TAC) of SESAME and on the Computing
Advisory Committee (CAC) of SOLEIL. Whilst each
local engineer is in charge of a part of the control system,
each expert member is responsible for following that part
closely and teaching the local engineer particular
technical aspects of control.

diamond_'

>

Figure 2: Members of the SESAME International
"Virtual" Control System group.

Recruitment

The coaching starts with recruitment: the members of
the virtual group guide SESAME’s leaders by finding the
right technical skills in the CVs. SESAME’s leaders then
conduct each job interview and select the person who fits
with the technical requirements and the motivation of the
project. Today the local control system team is composed
of three engineers: Saed Abu Ghannam from Palestine,
Ibrahim Saleh from Jordan, Zia-ul-Haque Qazi from
Pakistan.

Training

Each engineer had good electronics or software skills
but needed to be trained on accelerator control systems.
First they went around the world to learn the basics of
instrumentation and control: EPICS, VME and Timing
System. Saed Abu Ghannam spent one month at CLS,
attended the PCaPAC 2010 workshop then spent two
months at SLS, one week at SOLEIL and visited IRFU.
He was trained in EPICS and discovered the different
aspects of a synchrotron radiation facility. Similarly,
Ibrahim Saleh has been invited to ICALEPCS 2011 as a
member from an industrially emerging nation and will
take this opportunity to spend a few weeks at DLS to
learn EPICS and interlocks, and at SOLEIL, where he
will stay two weeks working on PLC aspects and the
installation process. The third member of the SESAME
control system group, Zia-ul-Haque Qazi, should soon
undertake similar training.
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Coaching

Day by day the virtual group guides the control team in
the development process. They explain each step to them,
providing examples and a work plan. To help the local
team, the virtual group has provided a list so that they can
easily find who to contact for each type of problem or for
advice. On a regular basis the virtual group organizes
video conference meetings with all the members, in order
to validate technical choices or to review sub-projects
such as power supply control, vacuum control, etc. The
local engineer who is in charge of a particular task
prepare the work with the person responsible for
SESAME subsystems and then discuss it with the virtual
group in a dedicated video conference meeting. The
requirements and the control architecture are then
discussed during the review.

THE TECHNICAL CHOICE

Supervision / Control : EPICS V 3.14

PC and Server
Middle layer : SIL3 PLC
Matlab and Labview
ETHERNET I .

Libera VME system MOXA SIEMENSST-
Electron MVMES5500 & VXVorks terminal 300PLC
3 Server -’ﬁ‘
= [] =

hil‘T] [s’.j%;[ &

Equipment

Figure 3: Control Architecture.

SESAME needs to have the most up-to-date control
possible, but in doing so needs to consider how the
solutions will be supported. It is therefore very important
to select items corresponding to the skills of the virtual
group. Sometimes SESAME has the chance to receive
gifts from the international community. These generous
gifts help us to reduce costs but involve some difficult
upgrades due to the age of the equipment given or to
technology changes. The analysis of the feasibility of
integrating old technologies is a process that requires time
and special skills

All the time we have to make a compromise between
up-to-date technology and pragmatism.

As a result of following these guidelines, the main
technical choices are very conventional and tested: EPICS
and VME have become established. Figure 3 shows a
schematic view of the main architecture.

VME System

We have selected EPICS 3.14 in order to benefit from
the latest improvements. For VME systems, we first
analyzed the feasibility of integrating old VME 2304
CPUs. Finally we selected the boards currently used at
SLS, DLS, and IRFU, namely MVMES5500 from
Emerson and I/O boards from Hytec Electronics. We
would have liked to use the very latest EMERSON CPU
technology but during the startup period we cannot
accommodate the work load of adopting this new
technology. On the VxWorks kernel side, we have chosen
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to implement version 6.9. This allows us to take
advantage of the know-how of IRFU, which is in charge
of building the appropriate control system environment

(VxWorks kernel with required functionalities,
EPICS3.14 base, extensions and development
framework).

Because VME technology is expensive and complex to
implement and maintain, the international experts
encourage the use of stand-alone PLC and Ethernet
modules as far as possible.

PLC Systems

SIEMENS PLCs are the de facto standard as SESAME
has experience in this field. The local team has already
upgraded the control of the Microtron with a CPU312.
Furthermore, SOLEIL and DLS have experience with this
type of PLC system.

In most cases the machine protection systems will be
connected to the PLC from different subsystems (vacuum,
cooling, etc.). Part of the power supply and vacuum
control will be performed by PLC. In accordance with the
SOLEIL specification method, an order has already been
placed with SIEMENS’ Jordanian supplier. In October
SESAME will start to implement booster development
with the help of SOLEIL.

Ethernet Standalone Equipment

Serial links are communication interfaces that will have
to be managed in large numbers. To reduce cost we have
selected a MOXA terminal server with the first items
ordered from a local supplier in Dubai. The terminal
server was received and an implementation for the
corrector power supply of TL1 has already been done.
Thanks to the training already received, the
implementation required very little help. Figure 4 shows
the first EDM interface for the corrector power supply.

" Jhomejworkiclient/myEdm/microtron_TL1 GUI/UniP (= [ X

== Unipol ly with Inverter:
polar power supply with Inverter:
SESAME MIPS-UPS1

Monitored Signals:
Channel One(TCl)

Channel Two(TC2)

Voltage: 2300 Volts Voltage: 1.000  Volts.

Curtent: 0,5000 Amps Current: 22200 Amps
Range: 2 Range: 1
Range(0) = 15V(5A)

Range(1) = 35V(3A)
Range(2) = 35V(500ma)

Range(0) = 15V(54)
Ranige(1) = 35V(3A)
Range(2) = 35V(500mA)

Controlled Signals:

Channel One(TCl) Channel Two(TC2)

Set Voltage ,U_ %
4
=l

State:

Iviodel, THURLEY-THANDAR,QL3SSTP,D,1.6

Control Graun

Figure 4: EDM interface for corrector power supply.

The control of diagnostics is supervised by CLS, which
has provided a template and advice. Many diagnostics
devices come from BESSY 1. The three fluorescent
screens available around the Booster have been
refurbished and the cameras have been replaced by a low-
cost Ethernet camera. Current measurement performed by
a cavity is still under discussion to understand the
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appropriate control mechanism. Whilst there was no tune
measurement in the old BESSY I Booster, it is planned to
have such a system at SESAME. The BPM read-out
electronics is performed by I-Tech Libera Electron
modules. SESAME has already received seven Libera
Electron modules to be used in its booster ring.
A SESAME engineer is in charge of the implementation
of the embedded process. Presently EPICS 10C (from
DLYS) has been installed in one of these modules and the
module and driver performance is being analyzed.
Performance analysis is being carried out with a 500 MHz
signal provided to the Libera Electron inputs through a
clock splitter. However the available EPICS IOC is
incompatible with latest version of Libera Electron and
there is a need for modifications which are currently
under way. On the other hand, GUIs have also been
obtained from DLS to receive and view information from
Libera Electron modules, and these are being used for the
performance analysis of the EPICS driver.

" Libera Status and Overview == B

xcep

Wersion: 2.05.3 Built: 2010-03-03 08:44
BFi Enabled

[] Health Fans (RPM). 5250 5250

Temp: 40
‘oltages: Ok
Free RAM: 49,05 MB
Temp files: 0.046 MB
CPL:

[l Clocks Lock MC/SC: mm mm
Sync MCISC O3 &3
BUF Trigger: 00s

{087 h Network

Uptime:0.88 h

[ Arsttum | [Tum by Tum| [ Siow acq. |

[ Mean sum | [ TrsEa |
| Freerun || Trs102a || Postmortem |
| Configure | | Restart | | EXIT |

Figure 5: Main GUI for Libera Electron.

Figure 5 shows the main screen from the GUIs for
Libera Electron. It shows the health status, the clock
status, controls to obtain various types of data from
Libera modules such as First Turn, Turn by Turn, etc., as
well as controls for Configuration and Restart. Once the
performance of EPICS IOC and GUIs is finalized, they
will need to be customized by SESAME according to its
naming convention.
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Booster Timing System

0

ok [EFICS]

Figure 6: Booster timing system.

SESAME’s booster timing system is based on the
global event system, widely used in many light source
facilities such as APS, SLS, DLS and others. The booster
timing system has been designed and developed by SLS,
and all the hardware used is from Micro-research Finland.
In the SESAME booster timing system, one event
generator and three event receivers will be used in order
to provide and distribute all the event sequences to
operate the booster. Figure 6 shows a schematic of the
booster timing system. It will be delivered to the
SESAME site at the end of November to be tested before
its deployment.

End User Development Environment

The main development environments used are Labview
and Matlab. These two software packages are easily
interfaced to the EPICS framework and offer a suitable
end-user environment. Matlab middle layer physics
applications [3] will be used as commissioning tools to
and for a few high level control applications from the
transfer line to storage ring as in similar facilities. With
Labview we can directly integrate the prototype of the
Booster RF control, which has already been completed
using a CPCI system. In a second step we will upgrade
this prototype to run on a VME platform to provide
consistency with the rest of the control system.

Network and Server

In SESAME, the control servers are based on virtual
machines running Scientific Linux. We currently have
around 15 powerful virtual machines. Those machines
will be used in making EPICS servers, development
consoles, file systems and others.

HOW TO SET UP THE RELATIONSHIP
WITH MANUFACTURERS AND
SUPPLIERS

Industry in the Middle East has very little experience of
Synchrotron light sources. There is also a limited
presence of the big companies involved in control
systems, and those which are present are reluctant to get
involved. From this low point, SESAME has to educate
and develop relations with potential suppliers.

International support is again essential: Day by day,
through discussion after discussion, companies will come
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to understand the approach and objectives. Conversely,
SESAME engineers must understand and adjust to the
ways in which western companies and people think and
work. Once mutual understanding has been established,
companies are often willing to help and support the
SESAME project. For instance Windriver has offered to
let SESAME join their research program.

HOW TO SET UP THE INSTALLATION
PROCESS

SESAME engineers have no experience of the
requirements and the complexity that they will face
during installation. Like all people in similar positions,
they need time to understand the necessity for and the
strategic requirements of aspects such as a naming
convention and a cabling database, and the need to do
some tasks in advance. To tell them is not always enough:
they need to acquire experience in order to appreciate
every detail of the virtual team’s advice. Many short
discussions are necessary to compensate for the
drawbacks of having a virtual team: E-mail and
documents are not enough; direct contact is very
important to solve problems.

Today, reviews have already been conducted for the
power supply, vacuum and diagnostics areas.

OUTCOME AND FUTURE

We should always keep in mind that SESAME is not a
standard project and the context and the issues are
complex. In 2009 the TAC was worried about the state of
the control system. This year, after just one short year of
existence of the control system virtual group and the
recruitment of local engineers, control system
development is going ahead at SESAME. We hope to
assemble most of the booster control system by the end of
the year. Some control parts like the pulsed magnet
control are still critical because of the age of the
equipment but we are confident that we can solve the
problems.

Unfortunately we note that planning has to be flexible
to handle this complex project. The booster assembly will
be a true test to demonstrate to the international
community the legality and viability of SESAME.
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Abstract

The Thirty Meter Telescope (TMT) will be used with
Adaptive Optics (AO) systems to allow near diffraction-
limited performance in the near-infrared and achieve the
main TMT science goals. Adaptive optics systems reduce
the effect of the atmospheric distortions by dynamically
measuring the distortions with wavefront sensors,
performing wavefront reconstruction with a real time
controller (RTC), and then compensating for the
distortions with deformable mirrors. The requirements for
the RTC subsystem of the TMT first light AO system will
represent a significant advance over the current generation
of astronomical AO control systems. Memory and
processing requirements would be at least 2 orders of
magnitude greater than the currently most powerful AO
systems using conventional approaches, so that innovative
wavefront reconstruction algorithms and new hardware
approaches will be required. In this paper, we will first
present the requirements and challenges for the RTC of
the first light AO system, together with the algorithms
that have been developed to reduce the memory and
processing requirements, and then two possible hardware
architectures based on Field Programmable Gate Array
(FPGA).

INTRODUCTION

The Thirty Meter Telescope (TMT) Project [1] is
designing and building a thirty-meter diameter telescope
for research in astronomy at optical and infrared
wavelengths. The core of the TMT is a wide field,
altitude-azimuth Ritchey-Chretien telescope with a
primary mirror consisting of 492 segments. Instruments
are located on two large Nasmyth platforms, addressed by
an articulated tertiary mirror.

The initial Adaptive Optics (AO) architecture for the
TMT is defined to provide near-diffraction-limited
wavefront quality and high sky-coverage in the near infra-
red (IR) for the first light TMT science instruments IRIS,
a near-infrared instrument with parallel imaging and
integral-field-spectroscopy support; and IRMS, an
imaging, multi-slit near-infrared instrument. The initial
AO architecture is a Laser Guide Star (LGS) Multi
Conjugate AO (MCAO) architecture consisting of (i) the
Narrow Field IR AO System (NFIRAOS) [2], which
senses and corrects for wavefront aberrations introduced
by the atmospheric turbulence and the telescope itself, and
(i1) the Laser Guide Star Facility (LGSF), which generates
a constellation of LGS in the mesospheric sodium layer
with the brightness, beam quality and geometry required
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by both NFIRAOS and the future second generation of
TMT AO systems [3].

The NFIRAOS system includes two 60x60-order
Deformable Mirrors (DM) conjugated at Okm and
11.2km, one fast Tip-Tilt Stage (TTS) serving as a mount
for the ground level DM, six 60x60-order LGS Wavefront
Sensors (WFS), one high-order Natural Guide Star (NGS)
WFES for non-LGS operations, up to three low-order NGS
WEFS working in the near—infrared and located within
each NFIRAOS instrument (also referred as the On-
Instrument WFS or OIWFS), and a Real Time Controller
(RTC) processing the inputs from the multiple WFS to
compute the commands to the deformable mirrors and the
tip/tilt stage at sampling frequencies up to 800Hz.

Laser Launch
Telescope

Beam Transfer

30m aperture Optics

492 segments

Articulated M3

Figure 1: TMT telescope overview and first light
instrumentation.

NFIRAOS RTC REQUIREMENTS AND
CHALLENGES

The NFIRAOS RTC is one of the most challenging
computing components of TMT [4]. It includes several
modes of AO operation. The mode that has the most
demanding requirements is the LGS AO operation mode.
A block diagram of this mode is given in Figure 2.

The RTC requirements in the LGS AO operation mode
are split into two categories:

o The hard real time requirements, which consist of
the LGS wavefront sensor pixel processing, the LGS
reference processing, the On-Instrument wavefront
sensor pixel processing, the very high-order LGS
tomographic ~ wavefront  reconstruction  using
measurements from these multiple wavefront
sensors, the On-Instrument wavefront reconstruction
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and the calculation of the two deformable mirrors
and tip-tilt stage commands. These processes are
operated at up to a 800Hz sampling rate, with a
1000yps latency (and a strong goal of 400us).

o The background and optimization requirements,
which operate at slower sampling rates to i) optimize
in real time the parameters of the hard real time
processes as the observing parameters and
atmospheric conditions change, ii) estimate the
turbulence parameters, iii) offload persistent, low
spatial frequency components of the deformable
mirrors and tip/tilt stage commands to the telescope,
iv) compute the commands for the Fast Steering
Mirror located within the Laser Guide Star Facility
(LGSF) and, v) acquire the data necessary to
reconstruct the AO-compensated science PSF in
post-processing (compute AO-compensated science
PSF as a goal).

Table 1: RTC Key Numbers

Item Requirement
Number of LGS WFS 6
Number of pixels per WFS 204,792
Number of gradients per 5792
WES

LGS frame rate 800Hz
Full frame readout time per 500us
LGS WFS

LGS WFS pixel processing 10us
latency (performed

synchronously with the

digitization of the LGS WFS

pixel intensities)

Number of DM actuators 7673

Latency from last gradient to
last DM command

1000us (goal of
400ps)

RTC telemetry storage

90TB (goal of 140TB)

RTC telemetry required data
rate

3.5GB/s (goal of
5GB/s)

PSF statistical data required 60MB/s
data rate

RTC maximum power 1500Watts
dissipation

RTC telemetry storage 6000Watts

maximum power dissipation

The RTC works in synchronization with the
Reconstructor Parameter Generator (RPG), which sole
tasks are to initialize all of the RTC hard real time
parameters, and update in real time the wavefront
reconstructor parameters and temporal filters based on the
RTC inputs. The RPG is also in charge of monitoring the
performance of the AO system during observations and
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providing the tools necessary to calibrate the AO system
during day-time calibrations.

Some aspects of this architecture, which have received
considerable attention over the last years include the
implementation of:

e The LGS WFS and OIWFS “matched filter” gradient
estimation algorithms within the LGS WFS and
OIWFS pixel processing processes;

e The “split tomography” wavefront reconstruction
algorithm, which decomposes the atmospheric
turbulence profile into two orthogonal subspaces,
which are estimated and controlled separately using
the On-Instrument and LGS WFS measurements;

o The real-time estimation of the turbulence profile and
atmospheric parameters using slope detection and
ranging method (SLODAR);

e The temporal filters and telescope offloads in the
deformable mirrors and tip/tilt stage control
processes.
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Figure 2: Top-level RTC control block diagram for the
LGS AO operation mode. The RTC works in
synchronization with the Reconstructor Parameter
Generator (RPG — blue boxes). The RTC processes are
split into two categories: the hard real time processes
(orange) and the background and optimization processes
(green). Finally, but not least, the RTC design should be
modular to allow the system to be modified or upgraded
for the next generation of AO systems.

Wavefront Pixel Processing

The LGS WFS pixels are processed using a constrained
matched-filter algorithm. It is a noise optimal algorithm,
which allows a reduction in the laser power requirements
compared with a classical center-of-gravity algorithm. It
consists of a simple matrix-vector multiplication
performed synchronously with the digitization of the
pixels intensities. The matched filter algorithm is updated
in real time at a 1Hz sampling rate (goal of 10Hz) to
account for changes in seeing, sodium layer profile and
laser beam quality. The optimization is performed by
dithering the Laser Guide Star Facility fast steering
mirrors.

The On-Instrument WFS pixels are processed using a
constrained matched filter algorithm as well. The matched
filter algorithm is updated in real time at a 0.1Hz
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sampling rate based upon variations in seeing and AO
system performance.

Computationally Efficient Wavefront
Reconstruction

The NFIRAOS wavefront reconstruction problem
requires the computation of over ~7700 DM actuator
commands from about ~35,000 LGS WFS measurements
at a frame rate of 800 Hz. The standard matrix-vector-
multiply (MVM) solution becomes very impractical for
systems of this dimensionality, particularly if the control
matrix must be updated in real time to account for
changes in the atmospheric turbulence profile, rotation of
the TMT pupil, or other time-varying effects, which
would require the inversion of a very large matrix in real
time. Computationally efficient algorithms must be
implemented instead. Generally speaking, these
algorithms implement close approximations to minimum
variance atmospheric tomography. These tomographic
algorithms are performed in two steps: estimation of the
atmospheric turbulence profile from the LGS WFS
measurements, and then projection onto DM locations
(least-squares DM fitting). Five low-order modes are
computed at lower bandwidth from the On-Instrument
WEFS wavefront reconstruction using a noise-weighted
least-squares reconstruction control matrix. These modes
are converted into DM commands and integrated with the
DM commands computed from the LGS measurements
(split tomography).

Four algorithms have been studied for the tomography
step and they all meet the required AO performance in
terms of wavefront errors: (i) 30 iterations of Conjugate
Gradient without preconditioning (CG30), (ii) 3 iterations
of Conjugate Gradient with a Fourier Domain
Preconditioning Hermitian Matrix (FD-PCG3), (iii)
Block Gauss-Seidel with 20 iterations of Conjugate
Gradient for each layer (BGS-CG20) and (iv) Block
Gauss-Seidel with Cholesky Back Substitutions for each
layer (BGS-CBS). Note that closed loop convergence of
all these algorithms is accelerated by using warm restart.
Finally, the DM fitting step is performed using 5
iterations of Conjugate Gradient. Each proposed
algorithm can be expressed as a combination of sparse
matrix multiplication, geometrical wavefront propagation
through square grids, Fourier transforms, and/or Cholesky
back-substitution through triangular sparse matrices.

Finally, the LGS WEFS reconstruction parameters are
updated in real time at a 0.1Hz sampling rate.

DMs and TTS control

A simple integrator filter with an adjustable gain is
applied to the DM error signals computed by the
wavefront reconstruction processes. A woofer/tweeter
algorithm is implemented for the control of the tip/tilt
modes: the TTS commands are obtained by applying an
additional proportional-integrator filter to the tip/tilt
components of the filtered ground-layer DM commands.
The filtered DM and TTS commands are clipped to avoid
saturation, and integrator windup is prevented by
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subtracting such clipping adjustments from the inputs of
the temporal filters.

RTC Memory and Computation Requirements

The memory and computation requirements for the
LGS WEFS pixel processing and the LGS wavefront
reconstruction processes are presented in Table 2. These
are the most demanding RTC requirements. The LGS
wavefront reconstruction memory and computation
requirements are presented for the four algorithms
described above. Two byte fixed-point arithmetic has
been used to estimate the memory requirement for the
LGS WEFS pixel processing requirements and four byte
floating-point arithmetic has been used to estimate the
memory for the LGS wavefront reconstruction process.
These requirements are useful, but not sufficient to
demonstrate that a specific parallel hardware architecture
meets the TMT requirements. Data transfer required
between the processing elements should be carefully
analyzed and minimized when designing the hardware
architecture to avoid stall issues.

Table 2: RTC Computation and Memory Requirement

Memory Nb. of Op. GMAC/s
(MB) (1000us latency)

LGS WEFS processing 10 7

LGS wavefront reconstruction

BGC-CBS 50 80

BGS-CG20 2 280

CG30 2 245

FD3 (2 layers 10 140

oversampled)

RTC CONCEPTUAL DESIGN STUDIES

Two RTC conceptual design studies were conducted for
TMT in 2009. One study was lead by Dominion Radio
Astrophysics Observatory (DRAO) and also included
HIA, Lyrtech and the University of Victoria [5]. The
second study was performed by the Optical Sciences
Company (tOSC) with support from Montana State
University. Both groups developed successful designs
meeting all performance requirements, and in some cases
many goals, for the NFIRAOS RTC. Both studies
implemented the processing algorithms specified by TMT
in designs based upon existing field programmable gate
arrays (FPGAs) and digital signal processors (DSPs), and
in electronics packages meeting the requirements for rack
space, mass, and power dissipation. The proposed
hardware architectures have similarities, but depend
greatly upon the choice of tomographic algorithm, which
impacts the processing and memory requirements.

DRAO Conceptual Design

A block diagram of the conceptual design proposed by
DRAO is given in Figure 3.
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The hardware architecture consists of nine custom
FPGA boards each including six Xilinx Virtex-5 FPGA,
two custom interface boards with thirty-two sFPDP full
duplex-links for communication with AO components and
RTC telemetry storage system (referred as data recorder
in Figure 3) and two general purpose computer boards.
The boards are mounted within an Advanced
Telecommunications Computing Architecture (ATCA)
chassis. The system is highly modular and meets the TMT
latency requirement using fixed-point arithmetic and the
Block Gauss-Seidel with Cholesky Back Substitutions
algorithm. The high-speed WFS pixels are received by the
interface boards and then distributed to two FPGA boards,
which compute the WFS gradients. The WFS gradients
are then forwarded to the wavefront reconstruction
engine, which consists of seven FPGA boards and which
computes the DM commands. The DM commands are
then forwarded to the interface boards, and then applied to
the DMs. Scaled down versions of the processes were
implemented on Xilinx FPGA to demonstrate the
processing time and validate the fixed-point operations.

[tiss |

el for all of 6 LGS WFS real time control
annels: 32 inputs 31 outputs

s
Total number of

Figure 3: DRAO proposed conceptual design.

tOSC Conceptual Design

A block diagram of the conceptual design proposed by
tOSC is given in Figure 4.

The hardware architecture consists of seven
TigerSHARC cluster boards, each equipped with eight
TigerSHARC DSPs and one Xilinx Virtex-5 FPGA, four
FPGA cluster boards each equipped with four Xilinx
Virtex-5 FPGA and one TigerSHARC DSP, and one
general purpose CPU board. The boards are mounted
within an ATCA chassis. The proposed architecture meets
the TMT latency goal requirements using floating-point
operations and the Conjugate Gradient without
preconditioning algorithm. The TigerSHARC boards are
used to handle the WFS pixel processing (calibrations,
gradient computations and matched filter updates, etc...).

The FPGA boards handle the LGS wavefront
reconstruction and  associated  background and
optimization tasks. Key functions of the selected
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algorithm and data transfers were tested on Xilinx FPGA
evaluation boards.

Tiger SHARCs (4 per LGS)
Pixel ~= - [ TigerSHARCS (1 per NGS) | o
Processing TigerSHARC (4 per LGS 7
i 51 = 1
| =T,
i 1O, S i
LGS - < ., FPGA
WES
cameras o
ink Poris at 500 M

|

WES
Reconstruction

Figure 4: tOSC proposed conceptual design.

CONCLUSION

The TMT NFIRAOS RTC requirements are challenging
not only because of the computing and memory
requirements, but also because of the complexity of the
algorithms to implement, and the number of interfaces to
manage. We have demonstrated that the RTC can be
implemented via modular and highly parallel hardware
architectures, which use existing computing technologies.
The next steps for the RTC will be to review the latest
generation of multi-processors (Xilinx Virtex-6, Nvidia
GPU...), then to define the hardware architecture for a
selected algorithm, and finally to prototype and test key
components of the RTC hardware architecture.
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Abstract

The power and scope of modern Control Systems has
led to an increased amount of data being collected and
stored, including data collected at high (kHz) frequencies.
One consequence is that users now routinely make data
requests that can cause gigabytes of data to be read and
displayed. Given that a users’ patience can be measured
in seconds, this can be quite a technical challenge. This
paper explores one possible solution to this problem - the
creation of remote data servers whose performance is
optimized to handle context-sensitive data requests.
Methods for increasing data delivery performance include
the use of high speed network connections between the
stored data and the data servers, smart caching of
frequently used data, and the culling of data delivered as
determined by the context of the data request. This paper
describes decisions made when constructing these servers
and compares data retrieval performance by clients that
use or do not use an intermediate data server.

INTRODUCTION

Can a system be constructed that can read and display
tens or hundreds of millions of stored data points to a user
in a reasonable period of time (< 10 seconds)? What are
the limitations and how can they be addressed? These are
the questions that led to the research being reported on
here.

The Controls logging system within the Collider-
Accelerator Department at Brookhaven National
Laboratory collects and stores measurement and setting
data for offline analysis. The logging system, in place for
about 10 years, uses a combination of user-generated and
system-generated requests. These requests are passed to
dedicated logger processes, which store the data to disk
along with database records indicating how to map the
requests to the stored data files. Data is retrieved and
displayed by specialized software that allows a user to see
what data was logged and to select data to be displayed.

The BNL logging system has become increasingly
popular over the years, with the amount of data collected
growing by a factor of 10 in the last 5 years, and expected
to grow by another factor of 10 over the next 3 years (12
TB of time-series data was stored last year). Much of this
increase is coming from requests to store data collected at
high frequencies (720Hz to 10 kHz). In rough terms,
about 500 MB of data is stored per day for every 1 kHz
parameter requested. Retrieving and displaying a days
worth of data for just a couple of these parameters means
processing about a GB of data contained within files
many times that size. For thick client applications that get

*Work supported by Brookhaven Science Associates, LLC under contract no. DE-AC02-
98CH10886 with the U.S. Department of Energy
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data directly from the file system, this means transferring
all of the data over the network to the client applications,
picking out the requested data, and displaying it to the
user before his or her patience has been exhausted. This
puts a severe strain on both the network (to read the data)
and the plotting software (to display it).

The solution reported in this paper uses a data server - a
combination hardware/software solution. Its job is to
handle user requests for logged data in the most efficient
way possible. Its efficiency is a result of two key ideas:

e Read the data quickly — improve network speed to

stored data, parallelize reads, and cache data.

e Cull the returned data - send the user only the data

that can reasonably be distinguished on the display.

The use of an intermediate data server here follows
similar efforts in place within the EPICS community [1]
and at the CERN/LHC [2].

SYSTEM DESCRIPTION

The term data server denotes a collection of enterprise
grade middleware applications deployed in a virtual
cluster of dedicated and adopted process servers. At the
core of the system is a single purpose application, whose
role is to handle client requests for stored data. These
requests are divided into discrete tasks, which are
processed in parallel either locally or, in the event the
core server cannot complete assigned workload, on one or
more satellite servers. Result fragments from all tasks
belonging to the same request, are reassembled by the
core server and delivered back to the client.

Software Architecture Overview

Java Enterprise Edition 6 (Java EE6) was chosen as a
base platform for the entire system. Benefits include a
wide array of available web technologies [3] and a
scalable business logic platform as well as built-in
management features. Glassfish 3.1, which provides a
complete open source Java EE6 reference implementation
[4], was selected over other EE6 compliant applications
servers.

The enterprise applications used to construct the data
server are divided into three logical modules (Figure 1):

e Web component, which exposes a RESTful web

service API to the remote clients.

e Request dispatch and assembly (RDA) Enterprise
Java Beans (EJB) business module responsible for
database communication, task scheduling and
construction of the response objects.

e Request extract and transform (RET) EJB business
module responsible for the data collection, caching
and transformation. This component is divided

Data and information management



Proceedings of ICALEPCS2011, Grenoble, France

furthermore into local and remote sub-modules - the
latter deployed on the satellite servers.

Local Instance

Web Module

v

RDA Module

] L
Local RET
Module

Remote
RET Module

Remote
RET Module

Remote
Instance

Remote
Instance

Figure 1: High-level logical system structure.

Request Lifecycle

Every request starts with a RESTful GET call to a
designated web service method. The URL used to identify
the requested resources has one mandatory path element
as well as three mandatory and one optional parameter
values — clients consuming this web service are required
to specify a name of the request file, start and end times
as well as at least one data item name contained in the
requested file. The web module submits the request to the
RDA component, which queries one or more databases
for a list of file paths that fall between the specified start
and end time values and match exactly the request file
name. At this stage the RDA module attempts to locate
each file / resource pairs in either the local or one of the
remote caches. Cached file elements are immediately
queued on the owning instance for final processing (i.e.
culling). The remainder of the file list is sent to a
scheduler on a local instance, which attempts to distribute
the combined read and process tasks between the
clustered RET modules by taking into consideration both
performance as well as coherence aspects of the request.
The factors, which influence scheduler’s decision include:

e The queue length on each cluster instance — the
shorter the wait time, the greater the chance that the
scheduler will pick that instance.

¢ Instance spatial location — some cluster member may
be physically closer to the stored data than others
(i.e. application could be deployed directly on one of
the archive server host), which allows them to read
stored data at a much higher rate than their
networked counterparts.

e Request length — shorter requests, which estimated
processing time of under 5 seconds benefit from
being scheduled on only one instance.

Regardless of which instance or instances were
involved in reading and/or processing the scheduler’s
request, all intermediate results always make it back to
the local instance for final assembly. During this phase of
the request lifecycle the results from each processing task
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are checked for errors. Additionally, if they were
processed out of order, they have to be rearranged
according to the time index given to them by the
scheduler. At this stage the RDA module returns the time
sorted, processed results back to the Web component,
which can package the processed data in a JAXB
compliant wrapper and ship it back to the client.

Spotlight on Culling

Every request that passes through the data server is
subjected to the culling algorithm. This algorithm was
designed to cut down high volume, time domain datasets
to more manageable, lower-density sets. The goal is to
return a dataset to the wuser that is virtually
indistinguishable on a scatter plot to the full, un-culled
dataset. We have found for typical monitors and
resolutions that this occurs when a dataset of about 20k
points is returned. The advantage here is that the culled
dataset can be transported to the client much more quickly
than the full dataset. The disadvantage is that any change
in the plot axis limits (for example, a zoom) forces a new
data retrieval. Our experience has been that these zoom
slowdowns are minimal (< 1 sec) as long as the original
data is cached on the data server. The culling algorithm
incorporated into the data server uses a parallel
processing pipeline, allowing the server to process up to a
billion points per second. An enhancement to this
algorithm will incorporate user-selected data filters that
can be used to further refine the returned datasets.

Hardware

The central EJB container runs in a 64bit environment
(Red Hat EL6) on a dedicated rack mounted system. Two
6 core Xeon CPUs, each running at 3.47Ghz, and a total
of 144GB of RAM is available to one or more virtual
machines - this number  depends on garbage collection
issues we might encounter once the system is put into
production. The SSD caching subsystem is made up of
four Intel 250GB solid state drives configured in RAIDO
on a 6Gb/s LSI controller. The SSD array is expandable
to 3.5TB, and like RAM can be split into multiple
partitions. Four 1Gb/s bonded adapters handle the
network access to data stores, though only one was used
for the results that follow. Satellite servers run in smaller
virtual machines on equally powerful CPUs. They have
their own in-memory cache, but they lack the disk-store
caching, which is available on the core machine. Figure 2
shows the data server's communication diagram.
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Figure 2: Data server communication diagram.

RESULTS

Data server’s parallel processing core is only as fast as
the backend, which supplies it the raw data. This is a non-
issue for the cached values, however reading from a
network store over a 1Gb/s connection can cause a
significant bottleneck in the processing pipeline. Before
any further development could be done, we had to prove
to ourselves that the parallel design could indeed achieve
the desired throughput rates. We also wanted to see how
the rates scale for both compressed and uncompressed
datasets. Figure 3 shows the effective data rates for both
types of datasets with varying simultaneous thread count.
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Figure 3: Effective Throughput Read Rates.

The uncompressed data reads over a network are
essentially constant around 120MB/s and are unaffected
by the additional threads. The same cannot be said for the
compressed read scenario. The effective throughput on a
12-core Xeon server increases from 75MB/s to 365MB/s
in a fairly linear fashion when moving from 1 to 12
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threads. Results for the concurrent compressed scenario
were encouraging enough to proceed with the project.

Performance Tests

Our most basic goal for this project was to improve the
performance of displaying very large datasets. Our
existing software for displaying logged data reads the data
directly from disk files and displays the results. Data
culling, as described above, is used when necessary to
improve display performance. For comparison purposes,
this software was modified to allow the option to retrieve
data from the data server.

A variety of logged data was tested including very high
frequency (10 kHz) and low frequency (1 Hz) data. To
eliminate disk-caching issues, a 4 GB dataset was used to
flush the cache in between each reading. In addition to
having the data server read data from disk files, we also
explored the option of reading data from a SSD data
cache and from a RAM data cache. The results of these
tests are shown in Table 1, which compares the speed at
which the displayed data is transported through the
various configurations.

Table 1: Data Throughput in Test Configurations

Throughput  Speedup
Client to Remote Disk-store 5.4 MB/s -
S Remote Disksore | 1MSMBIs 27x
Client thrsosughcgzl;lae server to 245 MB/s 45x
Client through data server to 968 MB/s 180x

RAM

The large speed advantage of using the data server (in
the worst case, a factor of 27x improvement) is the result
of the following:

e Network - the data server has a 1 Gb/s connection to

the data file vs. a 100 Mb/s connection for the client.

e Parallel Execution - the data server has up to 12
threads that can individually read and cull data files.
The client is single-threaded.

e Hardware - the data server has very fast CPUs with
lots of RAM in a 64-bit environment. Clients are
typically run on much more modest hardware.

The CPU speed turned out to be more important than
we originally realized. This is because the data files are
gzip-compressed files and need to be uncompressed
before the proper data can be extracted. Fast CPUs
significantly increase the speed of data decompression.

The results, while reproducible for a specific set of
data, were quite variable across different data requests. In
fact, the standard deviation across all of the speed tests
within each category was about 50%. We have identified
several factors that contribute to this variability:

e Data Density - Data for many items are stored

together in files, primarily based on how users have
setup logging requests. Extracting one or many from
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the same set of files can significantly affect read
performance.

e Timestamp Density - For slow data, we store one
timestamp per data point. For most fast data we
store data as arrays with a single timestamp and an
indication of the time between points.

e Data Compression - Some data compresses much
better than others. We've seen data compression
rates range from 3 to 30 with 5 being a typical value.
More highly compressed data can be read faster from
disk because it is smaller.

SUMMARY

At this point it appears that our initial goal of
decreasing the time it takes to display large datasets by a
factor of 10 will easily be met by introducing a data
server between client and data. Much of the speed gain
has come from a fast network connection between the
data server and the data, fast CPUs on the data server that
can be run in parallel to process the data, and a culling
algorithm that makes it possible to quickly transport data
to the client.

There are several items that we have yet had time to
explore. First, we would like to increase the network
speed between the data server and our data files.
Currently, they are connected via a 1 Gb/s network. We
are exploring both 4 Gb/s and 10 Gb/s connections.
Second, we would like to make a variety of data filters
available to our users so that they can more quickly
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identify their data of interest. Filter types include "only
data when the RHIC collider is on its energy ramp", "only
data when there is beam in RHIC", and "only data when a
measurement is above/below a threshold value". These
filter selections will be passed down to the data server and
reduce the amount of data that the server needs to process
and the associated data that the user will view. Finally,
we have plans on making better use of the solid-state
drive connected to our data server. Past experiments have
shown that users spend about 80% of their time looking at
logged data collected within the last week and 90%
looking at data collected within the last month. Our plan
is to store recent logged data on our 1 TB SSD so that
these frequent requests can be delivered more quickly.

REFERENCES

[1] K. Furukawa, M. Satoh, I. Mejuev, K. Nakao, "A Java-
Based EPICS Archive Viewer With Soap Interface For
Data Retrieval”,
http://accelconf.web.cern.ch/AccelConf/ica03/PAPERS/M
P707.PDF, ICALEPCS (2003).

[2] Roderick, C., UK Oracle Users Group Conference,
http://lhc-logging.web.cern.ch/lhc-
logging/docs/Presentations/LHC_Logging_Service_UKOU
G_2006.ppt (2006)

[3] Oracle Corporation, “Glassfish Metro Users Guide”,
http://metro.java.net/guide/
[4] Oracle Corporation, “JSR-000316 Java Platform,

Enterprise Edition 6 Specification 6.0 Public Review
Draft”, http://download.oracle.com/otndocs/jcp/javaee-6.0-
pr-oth-JSpec/

43



MOMAU003

Proceedings of ICALEPCS2011, Grenoble, France

THE COMPUTING MODEL OF THE EXPERIMENTS AT PETRA I1I
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Abstract

The PETRA storage ring at DESY in Hamburg has been
refurbished to become a highly brilliant synchrotron radia-
tion source (now named PETRA III [1]). In comparison
with the DORIS beamlines, the PETRA III experiments
have larger complexity, higher data rates and require an
integrated system for data storage and archiving, data pro-
cessing and data distribution. Tango [2] and Sardana [3] are
the main components of our online control system. Tango
serves as the backbone to operate all beamline components,
certain storage ring devices and equipment from our users.
Sardana is an abstraction layer on top of Tango. It stan-
dardizes the hardware access, organizes experimental pro-
cedures, has a command line interface and provides wid-
gets for graphical user interfaces.

The high brilliance together with the rapid read-out of
modern 2D detectors dramatically increase the data rates
and volumes. At PETRA III all data are transfered to an
online file server which is hosted by the DESY computer
center. Near real time analysis and reconstruction steps are
executed on a CPU farm. A portal for remote data access is
in preparation. Data archiving is done by dCache [4]. An
offline file server has been installed for further analysis and
inhouse data storage.

INTRODUCTION

By the year 2009 the reconstruction work to turn the stor-
age ring PETRA into a highly-brilliant 3rd generation syn-
chrotron radiation source was completed. The new facility,
PETRA 111, consists of 14 beamlines which are operated by
DESY, the EMBL and HZG. The EMBL stations are inde-
pendent of DESY as far as IT is concerned. By now, most
of the beamlines are in user operation, the rest are currently
commissioned.

DESY has a long-lasting experience in the field of syn-
chrotron radiation experiment control which comes from
the beamlines at DORIS, FLASH and PETRA. PETRA III
creates new challenges. The beamlines have longer extent,
consist of more elements and use a greater variety of elec-
tronic devices. In addition, the requirements of user in-
terfaces are increasingly demanding. This applies to the
scripting language, the command line and the graphical
user interfaces. Consequently the online control system
had to be newly designed. The original solution of con-
trolling the experiments by a single program, Online [5],
was replaced by a distributed client-server system.

The new 2D detectors which are used at PETRA III gen-
erate very high data rates. Therefore a concept for data

* Thorsten.Kracht@desy.de
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acquisition, data management, reconstruction, analysis and
data transfer had to be developed.

This note describes the layout of the computing model
which has been implemented to meet the above mentioned
requirements.

Figure 1: The PETRA III Hall.

EXPERIMENT CONTROL

The following issues have to be considered when design-
ing an experiment control system:

e Sustainability A modular system with defined inter-
faces for hardware, communication and application
layers can be extended and maintained by a group of
software developers.

e Flexibility An efficient customization of the system
is important for the best use of the beamtime. This
customization is required due to the frequent change
of user groups at the beamlines.

¢ Platform independence Linux and Windows have to
be supported. Bindings to scripting and programming
languages are mandatory.

e Performance An online control system needs suffi-
cient bandwidth to handle motors, counters, timer, etc.
However 2D detectors, creating by far the highest data
rates, do not use the control system for data transfer
but access storage media directly.

An online control system has to be based on a product
that is supported by an international community. One rea-
son is to save resources by benefiting from the work of oth-
ers. At least as important is the communication among the
members of the collaboration about new ideas and experi-
ences. And finally, collaborations help to develop common
user interfaces.
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Figure 2: The main components of the experiment control
system.

Figure 2 gives a schematic view of the experiment con-
trol system. Tango serves as the hardware access layer.
Clients can communicate directly to the Tango device
servers or make use of the additional functionality that is
provided by the Sardana framework.

The Tango Implementation

In order to limit the effect of corrupted database servers
at least one Tango instance is installed for every beamline.
Another choice was to group devices into classes with iden-
tical Tango interfaces. For cameras the LIMA [6] frame-
work has been imported. Currently, area detectors available
at PETRA III beamlines are being adopted.

The experiments at PETRA III use a variety of motors
with many different parameters. It has been decided to
implement a minimal interface in all motor classes, the
TANGO_MOTOR. It executes the commands Calibrate,
StopMove, ResetMotor and has the attributes Position,
UnitLimitMin, UnitLimitMax. At DESY several motor
servers of common interest have been developed. All of
them implement the TANGO_MOTOR interface:

e MultipleMotor This server moves several
TANGO_MOTORs concurrently. One of them is
assigned to be the master which defines the position
of the compound device. The slave motors, which
follow the motion of the master, are enabled by a
mask attribute, see figure 3.

o AttributeMotor A server that converts an attribute of
a arbitrary device into a TANGO_MOTOR.

e TcpIpMotor This server uses an ASCII protocol via
TCP/IP to control arbitraty motors that are temporar-
ily installed by user groups.

Other general purpose servers that have been developed
for PETRA III are: the CollisionSensor which avoids hard-
ware damage due to unintentional movements and the Clip-
Board server which facilitates a client-client communica-
tion by exporting several string attributes.
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Figure 3: An example for a MultipleMotor server: the
beamline energy.

Tango Clients

These clients are currently used at the PETRA III exper-
iments:

e Online: For a long time many DESY beamlines have
been operated by this program. It has a command line
interface, a binding to Perl and a graphical user inter-
face.

e Python scripts Scientists started to write small
python applications using PyTango [7] shortly after
the PETRA III operation began. PyTango is a python
module which exports the complete c++ Tango Api to
Python.

e Diffractometer Server At PETRA III two beamlines
have Eulerian 6-circle diffractometer. The diffrac-
tometer server, written by F. Picca of SOLEIL, is
used for crystal orientation and direct-reciprocal space
transformations imposing certain conditions.

e jddd jddd [8] applications exist for every beamline.
They display selected variables for a quick overview
of the setup, figure 4. jddd has a hierarchical structure
with several expansion levels.

Although PETRA 1II started operation successfully us-
ing the above mentioned clients, it was planned to upgrade
our user environment. We have chosen the Sardana frame-
work to be the backbone of our future online control sys-
tem.

Sardana at PETRA 111

Sardana was created at ALBA. Important contributions
came from the ESRF. Sardana is a framework that struc-
tures the domain of experiment control programs and user
interfaces. It has several components: the device pool is an
additional hardware standardization layer, the MacroServer
organizes the execution of procedures that are needed for
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Figure 4: jddd application of a PETRA III beamline, partially expanded.

the measurements, Spock serves as the command line in-
terface and Taurus builds GUIs. These features make Sar-
dana well suited for PETRA III. In the meantime DESY
participated in this project by adding some extensions. It
has been rolled-out recently to the experiment PCs. First
test measurements have been performed.

Data Format

The current practice to produce in a single experiment
myriads of small files in a large variety of partially pro-
prietary formats has a bad impact on the performance of
the storage and archive system, tremendously increases the
complexity of the data management tasks, hinders applica-
tion development, prevents usage of data across disciplines
as well as facilities and makes the long-term preservation
of scientific data almost impossible.

To enable users to work with data collected at differ-
ent beamlines at the same or different facilities, the PNI-
HDRI [9] initiative (in close co-operation with the PaN-
data project [10]) aims to develop and implement a stan-
dard data format, which also permits to aggregate data files
from different sources into a performant, portable and self-
describing form.

Nexus [11] has been selected as the underlying file for-
mat since it’s based itself on widely accepted standards
(HDF5) and because it has a growing user community in
the photon, ion and neutron science world. It is part of
the HDRI project to demonstrate experiment specific im-
plementations and to provide guidelines how the applica-
tion specific information is organized. The experiments at
PETRA III will follow the developments of HDRI.

It cannot be expected that the Nexus will generally be
accepted by the international photon science community.
SOLEIL and ANSTO proposed to add an abstraction layer,
CDMA [12], to help application developers to uniformly
access files. CDMA uses a dictionary mechanism to trans-
late application notions to data file entities. In order to
benefit from these developments, it is planned to write a
CDMA plugin for Nexus.

DATA MANAGEMENT

So far it was discussed how an experimental setup is con-
trolled to perform measurements and collect data. This sec-
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tion describes how this data is treated afterwards.

The PETRA III beamlines send their output directly to
the online file server. It has the purpose to buffer the data
before they are archived and to make them available for
near real time analysis, figure 5. All data are copied to
the dCache tape pool for archiving. Data to be analyzed
is staged to the dCache disk pool. In addition there is an
offline file server for storing analysis results and temporary
data. These services are provided by the DESY computer
center.

PETRA Il Hall DESY Computer Center

NFS-3/CIFS

Exp. Ctrl. PCs <

Online FS ‘\\ Data Portal
WG
Detector PCs —55c  dCache  nes« \\ >

— \
v
Tape Pool << | I
% Offline Analysis
AFS

Offices

Offline FS *

Desktop PCs

Figure 5: Main data and control flow paths.

Network

Internally the PETRA III experiment hall has a 1 GE
Ethernet infrastructure. The hall itself is connected to the
DESY computer center by 10 GE Ethernet. Detectors
which generate high data rates are connected by 10 GE
lines. The effective speed for writing data to disk via the
10 GE lines is about 300 MB/s (from Linux PCs).

File Servers

The online file server storing the data during mea-
surements can be accessed from either Linux or
Windows™ systems. Typically, the Linux based experi-
ment PCs and the detector PCs mount this server by NFS
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(version 3). Tt offers CIFS-shares for Windows™ based
systems.

The online file server consists of 2 file server systems,
each managing 11 drive trays of 14 disks each. It is set
up as a raid 6 storage system, has takeover options for the
2 heads in a single system and is operated with snapshot
option of 20% of total storage. The total capacity of the
online file server is 145 TB for all beamlines (excluding
snapshot and spare disks).

If an experiment needs a fast reconstruction step to opti-
mize the measurement, it is done with the data on the online
file server.

The offline file server stores analysis results, no raw data.
Itis accessible from the experiment PCs and the workgroup
server via AFS. The capacity of this file server is about 40
TB in a raid 6 setup.

dCache

The dCache is a storage system consisting of a disk pool
and a tape pool. It was developed by DESY and FERMI-
LAB for storing high energy physics data. The dCache be-
comes increasingly important for the photon science de-
partment of DESY.

Data are migrated from the online file server to the
dCache. During this migration the ownership changes from
the beamline account to a user-specific account. The beam-
line scientists in charge keep full access rights.

Data are directly accessible (via NFS4.1 exports) by
analysis programs as long as they are stored on the disk
pool. Data that are already on the tape pool need to be
staged before they can be read. Data stay on the disk pool
for at most 180 days. The residence time in the tape pool is
not limited so far.

Data Portal

It is expected that certain guest groups do not have the
sufficient IT infrastructure at their home institutes to store
and process large data volumes. DESY plans to provide
these scientists with storage and compute services. A data
portal is currently being prepared that facilities access to
the dCache and permits the full remote management of the
data, which includes the search for data and meta-data and
a user controlled rights management.

Compute Server

Currently PETRA III computing is performed on a blade
center which is divided into 16 work group servers (WGS).
They have a dual-quad-core cpu with 24 GB RAM and
16 GB swap space running 64bit Scientific Linux. Part
of the WGS are organized in a server pool, the remain-
ing ones are addressed directly and can be allocated to
specific beamlines. Computing can also be performed on
Nvidia™ GPUs. WGS and GPUs are used for reconstruc-
tion, analysis and simulation as well as for software com-
patibility tests or data migration.
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CONCLUSIONS

PETRA III computing integrates products that origi-
nate from activities of international and national partners:
Tango, Sardana, CDMA, dCache. This approach saves re-
sources and enhances the communication on the relevant
topics which is crucial for the fast and continous incorpo-
ration of new developments. Furthermore, collaborations
among synchrotron radiation facilities are the precondition
for establishing common user interfaces. A feat that would
ease the burden of our scientific users in performing mea-
surements at different sources.

It has been demonstrated that the experiment control sys-
tem consists of several layers with well defined interfaces
making it flexible enough to fulfill the current requirements
and to cope with future challenges.
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DATABASE FOUNDATION FOR THE CONFIGURATION MANAGEMENT
OF THE CERN ACCELERATOR CONTROLS SYSTEMS
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Abstract

The Controls Configuration Database (CCDB) and its
interfaces have been developed over the last 25 years in
order to become nowadays the basis for the Configuration
Management of the Controls System for all accelerators at
CERN.

The CCDB contains data for all configuration items and
their relationships, required for the correct functioning of
the Controls System. The configuration items are quite
heterogeneous, depicting different areas of the Controls
System — ranging from 3000 Front-End Computers, 75
000 software devices allowing remote control of the
accelerators, to valid states of the Accelerators Timing
System.

The article will describe the different areas of the
CCDB, their interdependencies and the challenges to
establish the data model for such a diverse configuration
management database, serving a multitude of clients.

The CCDB tracks the life of the configuration items by
allowing their clear identification, triggering of change
management processes as well as providing status
accounting and audits. This necessitated the development
and implementation of a combination of tailored
processes and tools.

The Controls System is a data-driven one - the data
stored in the CCDB is extracted and propagated to the
controls hardware in order to configure it remotely.
Therefore a special attention is placed on data security
and data integrity as an incorrectly configured item can
have a direct impact on the operation of the accelerators.

INTRODUCTION

The idea to use a central data storage to describe the
components of the Controls System for CERN’s Proton
Sychrotron (PS) complex was suggested in 1980. Several
implementations were made using a variety of database
models such as an object oriented one. In 1986 an
implementation using a relational database model and in
particular using the Oracle® Relational Database
Management System (RDBMS) was provided. This
marked the birth of the Controls Configuration Database,
which has been in service ever since [1]. Throughout its
existence it has been constantly evolving, growing in size
and in provided functionality in order to cover the
increasing complexity of the accelerators Controls System
at CERN.

THE NEED FOR CONFIGURATION
MANAGEMENT

Configuration Management was established as an
important element of Systems Engineering during the
1950s and 1960s. Realizing its importance not only for
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the hardware configuration of systems, but also for
software configuration, was the reason to include it as a
component of best practices, formalized by Information
Technologies Infrastructure Library (ITIL®) [2].

The amount of technical data, necessary for the control
of the CERN accelerator complex is enormous.
A common description, in a centralized storage, of all
objects needed for the Controls of the accelerators is an
essential prerequisite for the correct and coherent
functioning of the accelerators.

The CCDB and its interfaces provide configuration
management functionalities such as the unique
identification and configuration of items, complying with
predefined criteria, as well as controlling the
configuration changes and status accounting of the
configured items. Those functionalities answer the need
to establish and maintain the consistency of the Controls
System and its components.

SCOPE

The CCDB is the heart of the CERN Accelerators
Controls System. Nowadays it covers the need for the
configuration of components of the Controls System
itself, e.g. the Controls Middleware (CMW), as well as
accelerator components as seen by the Controls System,
e.g. power converters, for all accelerators: the Large
Hadron Collider (LHC), the Super Proton Synchrotron
(SPS) Complex, the Proton Synchrotron (PS) Complex,
and the CLIC Test Facility (CTF3). The configurations of
some components used for the Control Systems for the
Technical Infrastructure services at CERN are done in the
CCDB too.

Providing the configuration capabilities for such a
diverse number of systems and components and
representing them in a unified model is quite a challenge.
Currently the relational database model of the CCDB
comprises of 914 tables, storing over 10GB of current
reference data and S0GB of historical versioned data.

CONFIGURATION MANAGEMENT
FUNCTIONALITIES, PROVIDED BY THE
CCDB AND ASSOCIATED INTERFACES

Configuration of all Components of the
Controls System

The data in the CCDB represents components and their
properties as seen by the Controls System. It contains data
for the complete Controls System topology with some of
the main users of the CCDB services being the CMW, the
Role Based Access (RBAC), the Accelerator Timing
System, the Common Console Manager, etc. (see Fig.1).

Data and information management



Proceedings of ICALEPCS2011, Grenoble, France

Controls Configuration Database

Role-Based Computers (FECs) Controls | Accelerators
Access Configuration, PYSS Middleware Timing System

' Video Observation [ Controls Devices&Property Model

(GM, Hardware, FESA, Virtual, SL)

Fixed
SySE / Displays
Beam Interlock Devices Working Common Console
Systems Sets& Manager
5 Metaproperties |

Figure 1: Overview of the different areas of the CCDB.

Power
Converters

The Controls devices are the software representations
of the accelerator components, controlled by the Controls
System, e.g. power converters, radio frequency (RF),
beam instrumentation (BI) components, etc. The CCDB
currently supports 5 device-property models — General
Module (GM), Front-End Software Architecture (FESA),
SPS&LEP (SL), Hardware and Virtual. There are more
than 1,400 device classes, more than 79,000 devices and
more than 2,000,000 properties declared in the CCDB.

The GM and SL legacy frameworks are in the process
of being phased-out; they were developed respectively for
the PS and SPS complexes.

The FESA framework was introduced 8 years ago. The
original data management solution was to store directly
XML configuration files in the CCDB, produced by the
FESA development tools. This solution presented several
shortcomings mainly with the integration of the FESA-
related data to the rest of the configuration data in the
CCDB. Another problem was tracking of devices and
properties changes, contained within the XML files. A
major effort to restructure the data management part of
the new FESA framework version (3.0) was initiated in
2009 [3]. The main challenge was to implement a
structured handling of XML files, which should be used
only for data exchange between the FESA end-user tools
and the CCDB. The XML files are no longer stored in the
CCDB - their contents are extracted on the fly (using a
PL/SQL API) and the FESA configuration data is stored
into the relational tables. This solution has allowed a
complete integration of FESA data into the CCDB
relational model and facilitates the handling of common
data management tasks.

The Hardware devices framework was developed in
2007 and originally dedicated to the Power Converter
Controls [4] devices and PVSS devices for the Machine
Protection of LHC (Quench Protection System, Warm
Interlock System, Power Interlock System, etc.).
Nowadays the scope of this framework has been
broadened to a wide variety of physical equipment.

The Virtual devices framework was the last Controls
devices framework to be introduced in the CCDB (only 1
year ago) and represents abstract elements that need to be
controlled, e.g. signals for the Software Interlock System.

The challenge before the CCDB was to implement as
much as possible a unified database model, which suites
those 5 diverse Controls devices frameworks [5]. It is the
database that provides a layer of abstraction and provides
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the device-property data in one and the same way to the
multiple db clients (e.g. CMW, RBAC).

The CCDB also provides data for the hardware and
software configuration (e.g. start-up sequences) of all
Front-End computers used by the Controls System. There
are more than 3,200 computers declared in the CCDB.
Special functionality is available to configure the drivers
for the modules, used in the Front-End computers.

The Accelerators Timing System configuration is
another important area. At the beginning of 2011 a major
renovation of the Timing System was undertaken by the
timing experts and this had an impact on the CCDB. The
database model was completely reworked in order to
introduce high-level timing events and to allow full
configuration of low-level timing events. The new model
ensures the completeness of the configuration of the
Timing System. It allows better integration of the timing
data with the rest of the configuration items in CCDB.

It is important to have a complete description of the
components, needed for the accelerators Control, stored in
a single location such as the CCDB. This provides the
possibility to validate configurations against business
rules and to establish a coherent picture of all components
and their relationships (dependencies between the
components).

Extraction of Configurations — Data-Driven
Controls System

The CCDB is not merely a storage repository for the
configuration of the different components, related to the
Controls of the accelerator. The CCDB actively serves to
provide real-time configuration data, which is extracted
from the database whenever a component needs to be
configured. In order to provide the on-line data for the
configuration items and their relationships, there are a
number of APIs and scripts which have been developed.

Configuration Change Management

For the data-driven Controls System the data in the
CCDB describes the Controls components and their
properties. Those components need to be upgraded
regularly, e.g. Front-End Computers, Device Classes, etc,
therefore there is a need for regular data modifications
and maintenance in the CCDB.

Each configuration item in CCDB is uniquely
identified, which allows the database to trace the history
of all operations (data modifications) performed on that
item. The users are provided with reports on the current
configuration and its evolution over time.

A solution to review potential configuration changes
and accept or reject them is under development. The
change acceptance process is mainly guided by the status
of a given component (operational or not) and whether a
change is considered to be backward compatible [6].

On-line Feedback of Deployed Configurations

A recently implemented new feature of the Controls
Configuration is the availability of status accounting of
the different configuration items. The status data comes in
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the form of a feedback from the configured components
identifying the currently loaded configuration.

The first configuration items to start sending feedback
data are the drivers for the Front-End computer modules
and some components from the CMW configurations.
This feature of the Controls Configuration Management is
extremely important as it solves the years-old problems of
discrepancies  between the loaded  Front-End
configurations and the current running configurations,
resulting in an unexpected behaviour after a reboot.

It is previewed that this functionality will be extended
to cover other areas of the Controls Configuration in the
near future, e.g. the software devices configurations
deployed on the Front-Ends, etc.

OVERVIEW OF THE CONTROLS
CONFIGURATION ENVIRONMENT

Database Complexity

The Controls Configuration database is quite a complex
one as it models the Controls System into a relational
database. The main challenge for the database model is to
maintain data consistency and to enforce the predefined
business rules. This is achieved by numerous constraints
as well as thousands of lines of PL/SQL code in database
triggers or packages. Table 1 provides the exact figures
showing the complexity of the CCDB data model.

Table 1: CCDB Statistics

Tables 914
Constraints 2,388
Lines PL/SQL code 42,100
Volume 60GB

Database High Availability

The Controls Configuration services need to be
continuously available 24 hours a day, 365 days a year to
assure the ability to configure components at any moment
in order to operate the various accelerators at CERN as
well as to allow configuration changes to be introduced
during scheduled accelerator “technical stops”. This has
been achieved through the wuse of Oracle -cluster
technology (RAC) which guarantees not only the
hardware but also database software redundancy. This
solution ensures no down time even during routine
software patching of the database.

Configuration Data Responsibility

There is a diverse user community for the Controls
Configuration services, which makes the job of providing
tailored user applications challenging. The responsibility
to maintain the correctness of the configuration data lies
with the relevant equipment experts (BI, RF, etc.), as well
as controls experts and accelerator operators.

Data Editing Interfaces

The CCDB Data Editing Interfaces are a suite of web-
deployed applications used to modify the stored
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configuration data. There are currently 12 Configuration
Editors, which implement the business logic and
processes in the various areas of the CCDB. These
applications are based on Oracle’s J2EE ADF technology
and are used on a daily basis by more than 250 users.

Special attention must be paid to the access rights given
to the users of these applications, which need to be tightly
controlled due to the sensitive nature of the data and the
associated risk of mis-configuration of accelerator
components. Strict access control rules are therefore
implemented via a custom authorization module. Through
the use of the virtual private database feature of Oracle,
additional fine grained access control mechanisms are
provided within each application.

Data Browsing Interfaces

The CCDB Data Browsing Interfaces comprise of read-
only applications (reporting tools), for situations where
the configuration data only needs to be consulted. Some
160 reports covering all areas of the CCDB are provided
to the user community of roughly 300 people and are built
using Oracle APEX technology [7].

APIs and Scripts

Various APIs, written in several languages such as Java
(e.g. Java Directory Service, Beam Interlock Systems
API), PL/SQL (e.g. Front-Ends Drivers Generation APIs,
FESA data extraction API) and some legacy Pro*C
scripts (e.g. Front-End configurations), are implemented
to extract the configuration data or to generate files to be
used by the different components of the Controls System.

Diverse output formats of the components
configurations are produced from the CCDB, ranging
from text files for drivers generation and hardware and
software configuration of computers to XML files and
binaries for Controls devices configuration.

DATA SECURITY

Data security is paramount in the CCDB. The CCDB
provides specially developed functionality to audit every
session opened in the CCDB, allowing monitoring of who
changed what data and when.

In order to trace data changes, a custom history
framework was developed. All data modifications are
recorded and kept on-line since 2005. There is a special
web-deployed application — the CCDB History Browser,
which gives access to the history logs. This application is
used heavily by the Controls Exploitation team.

The history log also serves as a basis for versioning of
the configuration data for each configuration item.

QUALITY ASSURANCE - TESTING AND
DEVELOPMENT ENVIRONMENTS

The Control of CERN’s accelerators is a very dynamic
environment with new and changing user requirements
coming regularly, directly impacting the database model
as well as the different applications and APIs. The best
software development style to suit such an environment is
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agile programming, facilitating fast prototyping and short
time to production to achieve a feature complete solution.

Four environments have been provided for the CCDB,
its interfaces and APIs — Development, Test — used for
unit and functional testing, Next — used for integration
testing and Production environments.

The Next environment of the Controls Configuration is
part of the Controls TestBed since 2010 [8]. Some
changes in the Controls components are so fundamental,
e.g. the renovation of the accelerators Timing System in
2011, that it could take more than 1 year before deploying
the new functionality to production. The TestBed
provides unique opportunities to perform integration and
system testing of the new functionalities with all major
components of the Controls System being available.

DATA PROPAGATION

The data management for the Control and Operation of
CERN’s accelerators is implemented as a distributed
database environment [9]. Part of the data stored in the
CCDB is propagated to other database systems for the
needs of the Operation of the accelerators (see Fig.2).

» =

Logging Dg

onsmui | — | ‘\ ’

Accelerat f'_':f
settings (LS

Controls Configurati

Figure 2: Propagation of data from the CCDB to other
databases, used for the Operation of the accelerators.

The alarm definitions (>120,000) for all accelerators
devices, are generated and propagated to the Alarms
Database [10]. Part of the devices’ data is propagated
towards the Accelerators Settings (LSA) database, where
it is used as a basis for the Operation of the accelerators.
The CCDB provides the data for the computers (Front-
Ends, consoles, servers, etc.), which need to be monitored
by the Diagnostics and Monitoring System (DIAMON).

Safe Propagation of Data Changes

Changes to configuration data in CCDB could have an
impact on the related databases. A strategy for smooth
data upgrades of the data-driven Controls System has
been established with the objective to ensure a coherent
set of data throughout all distributed databases. Database
procedures are developed in the CCDB to safely
propagate data changes, based on knowing the data
dependencies between the different systems. The impact
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of the configuration data changes is analyzed and
appropriate actions taken — this process is part of the
configuration Change Management functionality provided
by the CCDB.

CONCLUSION

The Configuration Management has proven to be an
indispensable part of ensuring the correct functioning of
any large system.

The Controls Configuration DB, its interfaces and the
specific processes implemented around those, are
providing the basis for the Configuration Management of
the Controls System for all accelerators at CERN. The
CCDB ensures conceptual unification and centralization
of the diverse configurations of the different items and
their relations, thus describing the different components
of the Controls System and their dependencies.

Continuous effort is being put into rationalizing,
improving, federating and developing new functionality
in the existing database and its interfaces.
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Abstract

ITER control system will rely on a large number of
configuration data, coming from different sources. This
information is being created using different tools, stored
in various databases and, generally, has different lifecycle.
In many cases it is difficult for instrumentation and
control (I&C) engineers to have a common view on this
information or to check data consistency. The plant
system profile database, described in this paper, tries to
address these issues by gathering all 1&C-specific
information in the same database and providing means to
analyze these data.

INTRODUCTION

ITER control system, CODAC, has a major challenge
of not being created by a single team in a single location,
but instead split into different pieces according to the
plant systems manufacturing and delivery process. This
fact increases substantially the number of people involved
in the 1&C design, which leads to many different practices
and approaches to the implementation of 1&C systems.
The CODAC team takes preventive measures to reduce
diversity by standardizing procedures, hardware and
software via its Plant Control Design Handbook (PCDH)
and the software product called CODAC Core System
(see [1]). The CODAC Core System [2] is a scaled down
version of future CODAC, based on EPICS [3], providing
essential software support for creating locally of a control
system “island” of an arbitrary complexity. These pieces
of the control system are called “plant system [&Cs” in
ITER terminology.

The configuration data developed with the help of the
Core System is conventionally called the “self-description
data” (SDD) of particular plant systems, because it allows
configuring many elements of the central CODAC by just
reading these data (see more on the ITER SDD concept in
[4]). The Core System comes with its own relational
database, based on PostgreSQL [5], and the tool, called
the SDD editor, to create plant system 1&C configuration
using a top-down approach. This database-enabled
solution was initially released in February 2011 and it
proven itself being well adapted to 1&C engineers’ needs.
It should be noted that, with the dissemination of Core
System installations around the globe, the number of such
databases grows, and their content has to be collected and
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integrated. The workflow to collect these configuration
data into the central database is explained in [4].

While the Core System SDD tools are mostly
concentrated on the control software configuration part,
there are quite a few other areas in the ITER design
activities which have impact on 1&C configuration. The
1&C relies heavily on naming convention for plant
components and signals, which is defined and maintained
project-wide. The I1&C hardware has to be properly
allocated in racks and cupboards (“cubicles” in ITER
terminology), and those, in turn, have to be assigned to
the right locations on the ITER site. The I&C architecture
design process is supported with 2-D diagram tool, which
has its own database for drawings and 1&C objects. The
cabling accounting will also be supported by a database
solution. Finally, the progress of I&C manufacturing and
procurement has to be monitored, and the procured
equipment has to be properly registered and accounted.
All these tasks are often solved with the help of the tools
which are best in their class for functionality, but
inevitably bring some diversity with databases and data
schemas that accompany them. There is an on-going
effort at ITER to unify all engineering data under the
umbrella of so-called “engineering database”, but the
solution has not arrived to production level at the moment
and is not yet much 1&C-specific.

These circumstances lead to a natural idea of a
“syndicated” 1&C-specific database which is capable to
collect all the I&C-relevant data in a single place and
present it in a coherent way. This is what we call a “plant
system profile database”.

SCOPE AND OBJECTIVES

The main objective was to provide the ITER 1&C team
with a tool to address immediate needs for configuration
data collection and analysis. The scope of the data itself is
not always well defined and highly depends on current
priorities of work. Thus we opted for a flexible approach,
which consists of: 1) providing a solution generic enough
to work with any kind of structured data; 2) approaching
areas of interest step by step, by determining their
properties and implementing them in agreement with the
rest of the database.

The most immediate needs at the moment are capturing
some top level 1&C design decisions and quantitative
estimates, as well as tracking the progress of 1&C design

Data and information management



Proceedings of ICALEPCS2011, Grenoble, France

and procurement. Consequently, the scope of initial works
was to handle the following data:
e breakdown of ITER into plant systems and plant
system 1&Cs;
e I&C estimates, like estimates of number of cubicles
and signals;
e detailed lists of components, signals and I1&C

variables;

e tracking of procurement arrangements, design
reviews, design deliverables, reference
documentation.

The objective was attained, even though in many cases
the data has not been entered in the database yet or simply
does not exist at the moment. Details on the
implementation are given in the next section. From this
point we are looking forward to address more advanced
topics, like:

e support of the remote CODAC Core System

databases (a so-called “SDD repository”);

e implementation of a workflow between the 2-D

diagrams tool and CODAC databases;

e component life cycle management and inventory

control;

e support for interlock functional analysis;

e automation of certain routine data imports and data

quality checks.

FIRST IMPLEMENTATION

At the design phase, the current ITER infrastructure
and CODAC practices have been evaluated, and the
following architectural and software decisions have been
made:

Perspectives Configuration Administration Help

ITER - | > ITER
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1)the database backend should be MicroSoft SQL
Server [6];

2) the application should have web interface;

3) business logic and the user interface should be
written in Java. PrimeFaces [7] should be used for
the user interface, Spring [8] for transactional
support and Java Hibernate [9] for interaction with
the database;

4) data integration tool should be Talend [10].

The task was launched in September 2010; in February
2011 the first version was put in production, and it was
gradually introduced into CODAC processes in the
following months.

The front page of the application is presented on Fig. 1.
It presents an overview of data stored in the database at
the moment. The key metrics are number of plant systems
and plant system 1&Cs (“control islands”), the number of
their components and signals, the numbers of 1&C
controllers and variables handled by them. As one can
observe, the population of the database has just started. It
is worth noting that the database is not only about
technical data — it collects and presents information about
administrative aspects of 1&C tracking — like procurement
arrangements, design review and documentation status.
Since the administrative data is available, the database
application is able to offer a list of coming milestones
right at the front page.

Various aspects of data can be studied using so-called
“perspectives” (the names comes from Eclipse
perspectives, similar by nature). The perspectives are
views of the same data presented from different angles.
The main perspectives defined today are:

Username: Stepanov Denis =/ o
Mumber of alerts: 0

=+ ITER ‘ Plant system profile database presentation

\ PBS (Plart systems)

W FBS (Plant systems 18C) (CODAC).

The plant system profile database is an instrument of the ITER 12C group to develop, collect and manage all the data relevant for the ITER control system

W GBS Overview

i Central IBC Systems M of plant systems defined: 36 (details)

Mk of plant system 18C defined: 221 (details)
Mb of plant components: 1426 (details)

Mb of plant signals defined: 169 (details)

Mk of process variables defined: 0

Mk of 1BC controllers defined: 0

Mb of CODAC servers defined: Mot Given
Mb of 12T cubicles defined: 2310 (details)

L 1&CIPT

Mb of procurement arrangements defined: 256 (details)

Baseline documentstion status: 65 SRD=s (63 completed), 37 S-ICDs (34 completed), 42 DDDs (25 completed)
Design reviewy status: 169 COR= (80 completed), 150 PDRs (10 completed), 145 FDRs (2 completed)
Last change in the database: Create Signal 523 TT-CRC 2109/2011 (by Bhamare Ashish EXT)(details)

Coming milestones

Date What Milestone Type Status
08,2011 P&, - 23P1.J48.01 (In-Vessel Blanket Remote Handling Equipment) Signature Mot signed
09/2011 P& - 24 P1AINDY (Cryostat) Signature Mot signed
08/2011 P&, - 31 PE.CN.OT (Gas Injection System & GDC (Glow Discharge Cleaning System) © GISIGIS) Signature Mot signed

Figure 1: Plant system profile database entry page.
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e PBS (Plant Breakdown Structure) perspective — seen
from the point of view of plant systems;

e FBS (Functional Breakdown Structure) perspective —
seen from the point of view of plant system controls;

e GBS  (Geographical = Breakdown  Structure)
perspective — seen from the geographical point of
view;

e Central I&C systems perspective — view on

configuration of central systems;

o [&C IPT (Integrated Product Team) perspective —

organizational and administrative view.

The same object (e.g., a signal or a controller) can
appear in various perspectives, with a focus on its
properties valuable for that view.

The PBS perspective allows navigating through the list
of plant systems and finding out which components,
cubicles, signals belong to it and what are the buildings
which host the plant system. It also allows entering
quantitative estimations, the people responsible for the
system and references to the relevant ITER baseline
documentation.

The FBS perspective is focused on 1&C and presents it
as a tree of control functions. It is possible to see the list
of functions, control units and variables belonging to a
plant system 1&C, or enter estimations of those. With the
information entered, the database, in principle, can derive
a drawing of the I1&C architecture. A very simple
example, based on the tokamak cooling water system
specification, is shown on Fig. 2.

copac Central Interlock
System
Fon Q
26PHDL-PSH-0001

T

26PHDL-PLC-0001 26PHDL-PIC-0001

Plant systems 1&C : CWS-PHTS (Vacuum Vessely

Figure 2: A sketch of a cooling water system 1&C,
generated by the database web application.

Here one can easily see that the plant system 1&C has
one slow controller (PLC) which is served by a plant
system host running an EPICS Input/Output Controller
(IOC). Interlock and safety controllers are equally
declared. By clicking on the boxes, one can navigate to
the definition of particular controller. The figures like this
require zero effort from the end user and are ready to be
used in various specification documents, or in
presentations. One more advantage is that they use the
same styles and PCDH methodology across all ITER
systems.

The GBS perspective shows a map of the ITER site and
allows going down to individual buildings and rooms and
finding out the equipment, such as cubicles, planned to be
installed there.

54

Proceedings of ICALEPCS2011, Grenoble, France

The central 1&C systems perspective is focused on
configuration of central systems. Currently it only shows
the list of CODAC network nodes (“network hutches™)
which interconnect different buildings. There will be
more information added on CODAC special purpose
networks, servers, as well as interlock and safety systems.

Finally, the I&C IPT perspective represents an
administrative view on the systems. There one can learn
the organizational breakdown of people assigned to work
on particular systems, information on procurement
arrangements, tracking of milestones and documents. One
of important activities at the moment is participation of
the CODAC team in various design reviews of the ITER
plant system systems to make sure that [&C procurement
is not forgotten and is designed according to the ITER
standards. The reviews are normally structured per
procurement packages and pass through different levels of
maturity (conceptual, preliminary, or final design). Given
the number of procurement arrangements which involve
1&C (235 registered in the database at the moment of
writing), one can easily understand the amount of work
load incurred, which has to be properly planned and
accounted. The 1&C IPT perspective helps to manage this
work by carefully recording all the planned or completed
reviews together with the associated documents and
remarks from the team.

DATA ANALYSIS AND REPORTS

In many cases it is not sufficient just to collect the I&C
data; it is equally important to be able to perform data
analysis and present properly certain information of
interest. Topics of particular interest for ITER at this
moment include:

e Analysis of plant system I&C design in order to
understand and have under control the number of key
1&C elements — 1&C controllers, I/O boards, cubicles
and to see if they respond to the envelops defined,
such as footprints in rooms and areas designated to
host the 1&C equipment;

e Analysis of performance requirements and
identification of possible bottlenecks in processing
data transfer, or response times which may lead to
refinement of requirements to the CODAC System or
even prompt redesign of some systems;

o Tracking of the 1&C design and implementation
progress and comparison it with the overall project
schedule in order to identify schedule slippages and
take preventive measures;

e Estimations of cost of the control system based on
average values of key parameters, like a cost of a
data acquisition channel.

Here, different implementation approaches could be
taken. Key indicators which need to be accessed daily and
instantly can be built right into the web application
interface, like in the case of dashboard on Fig. 1. More
powerful, but less integrated way is to use a reporting
services mechanism (MS SQL Server Reporting services
in our case), which provides rich presentation layer and

Data and information management
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can be created relatively quickly on demand. This is a
convenient way of managing reports which need to be
accessed regularly. Finally, one can export data of interest
into an Excel file and apply processing on his or her own,
which enables full presentational power of modern office
packages.

Below are some examples of reports created with the
help of reporting services. Figure 3 shows a distribution
of 1&C cubicles among the buildings on the ITER site:

Suiding Number

Figure 3: I&C cubicles broken down by buildings.

This graph allows grasping quickly which buildings
will be the most 1&C-loaded and thus will require
particular investment into cabling and network
infrastructure.

Another example (Fig. 4) shows a distribution of 1&C-
related procurement arrangements among the plant
systems and the ITER domestic agencies.

Mumber of PA

Figure 4: 1&C procurement breakdown per plant system.

Finally, to support the 1&C progress meetings, where
the status of I&C procurement is reviewed and discussed,
a specific dashboard was defined. This page, shown on
Fig. 5, represents procurement organization, key
performance indicators, deliverables and milestones for a
given plant system and allows quick understanding
whether the 1&C procurement is on track and what are the
particular issues that have to be resolved. The history of
reports can be maintained, e.g., on a weekly basis, so one
can go back in time at any given moment, or build a
progress graph of key performance indicators evolving
with time.
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1&C Report
IC H&CD system (PBS 51)

PA Breakdown 1&C Technical specifications status

) Description DA
5.1.P1.EUOT [IC Antenna EU DIA

Deliverables | Status Comment

Automatic updating

5.1.P110 10 D1B Under review

10 D1C Not yet ready

In progress

51,210
5.1.P2US01
5.1.P3IN01 [IC RF Power Sources IN

Automatic updating

Plant system I&C :

5.1.P310.01 |IC RF Power Sources 10 Deliverables | Type Value / Estimation

5.1.P4IN.01_|IC RF HV Power Supply IN D6 Signal 074997

o7 Variables

Events / Mileston
ents / Milestones 08 Cubicles 77

Date Type  |What D9 State machine | not given

5.1.P4IN.01 IC RF HV Power Supply

15/11/2011 PDR

1510612012 PDR 5.1.P2.US.01 IC Transmission Lines

06/12/2012 Signature [5.1.P1.10 IC Antenna

1510612013 POR 5.1.P3.IN.01 IC RF Power Sources

12/09/2013 | Signature |5.1.P1.EU.01 IC Antenna
5.1.P4IN.01 IC RF HV Power Supply

5.1.P3.IN.01 IC RF Power Sources

09/02/2015 FOR

151082016 FOR

| Pending issues

Figure 5: Example of the 1&C design and procurement
status for the ion-cyclotron heating system.

CONCLUSIONS

The extensive work done by the CODAC team to
support the I&C design of the ITER plant systems
highlighted the need to supplement this activity with a
database application. The plant system profile database,
put in production in 2011, has just barely started, but
already allows filing the 1&C design data in a unified way
and calculating useful data metrics. The work is now
focused to put the entire information collected so far
under the control of the database and to continue
integration activities with the CODAC control software
and the rest of the ITER databases.

The authors wish to thank the CODAC team and the
1&C IPT for their support and suggestions which helped
to define and continue to steer the development of the
plant system profile database.

The views and opinions expressed herein do not
necessarily reflect those of the ITER Organization.
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HOW TO MAINTAIN HUNDREDS OF COMPUTERS OFFERING
DIFFERENT FUNCTIONALITIES WITH ONLY TWO SYSTEM
ADMINISTRATORS

R. Krempaska, A. Bertrand, C. Higgs, R. Kapeller, H. Lutz, M. Provenzano
Paul Scherrer Institute, 5232 Villigen PSI, Switzerland.

Abstract

At the Paul Scherrer Institute, the control systems of
our large research facilities are maintained by the
Controls section. These facilities include the two proton
accelerators, (HIPA and PROSCAN), the two electron
accelerators, (SLS and the Injector Test Facility of the
future SwissFEL) as well as the control systems of all
their related beamlines and test facilities.

This paper describes methods and tools which are used
to develop and maintain the challenging computing
infrastructure deployed by the Controls section.

CONTROLS COMPUTING
INFRASTRUCTURE

The Control system is basically composed of Input
Output Controllers (IOCs) running VxWorks operating
system on VME hardware using the EPICS (Experimental
Physics and Industrial Control System) software.
Additionally, there is an increasing number of non VME
based 10Cs, (so called EPICS soft-IOCs) running mainly
on Linux hosts. In total the we are responsible for the
installation, configuration and maintenance of up to 400
VME-based I0Cs and more than 200 soft-IOCs. There is
a remote console interaction with these systems in order
to support their development, booting and debugging.
Additionally, the control system includes special EPICS
servers such as the CCD camera systems that often need
dedicated configurations.

Finally, the client part of control system applications
requires operator and expert consoles, login clusters and
status displays. The Control system configuration and
applications software for each facility is stored on
independent NFS file servers. The total number of Linux
computers and servers is about five hundred. Since only
two system administrators are responsible for their
installation, configuration and maintenance, we have
adopted a well defined solution to face this challenging
task:

e  Virtualization

e Unified operating system installation and update
mechanism

e Automatic configuration by a common tool
(puppet)

VIRTUALIZATION

Virtualization allows the system administrators to
configure a multitude of “one-task” simple machines such
that administrative tasks can run on their own virtual
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computer. These virtual computers do not require a lot of
CPU or memory. This is particularly useful for software
upgrades and maintanence. Such systems include boot
servers, soft-IOC servers, port server hosts and
configuration servers (also called auto-save and restore
servers). Computers providing access to private machine
networks, such as secure shell (ssh) gateways and
Channel Access gateways, are also installed as virtual
machines.

Virtualization also enables a rationalization of
hardware, operating and energy costs. Our virtual
computers run on a VMware cluster (two servers, each
with 72Gbytes RAM and SAN storage). Of the 500 Linux
computers, about 200 are virtual machines running on the
VMware cluster. The remaining systems, (NFS file
servers, archiver or development servers) are installed on
dedicated hardware blades.

UNIFIED OPERATING SYSTEM
INSTALLATION

At PSI the popular Scientific Linux (SL) distribution is
used [1]. The PSI Central Computing Division is in
charge of distributing and maintaining the SL core and
rpm packages [2]. SL is supported by various labs and
universities around the world and is based on Red Hat
Enterprise, which is recompiled from source and
repackaged.

Using the so called “kickstart” mechanism of Red Hat
Enterprise, we deploy the base operating system
installation which is “tailored” by a software distribution
mechanism, called puppet (see next section). The goal is
to use the same system management framework for all
hosts through their life cycle.

Configuration changes and software updates, (e.g.
kernel upgrades) are steered from a central location.
Operator consoles in the control room are installed on
desktop computers with a standard installation in order to
guarantee redundancy and a fast and easy exchange in the
case of failure or upgrade.

Thus we are able to achieve an easy and uniform
installation on all our systems.

AUTOMATIC CONFIGURATION BY
PUPPET
Puppet is an automated administrative software engine
for system configuration. It performs administrative tasks,
such as adding users, installing packages, and updating
server configurations, based on a centralized specification

[3].
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The Controls system administrators receive daily
requests from users for new consoles, servers or office
computers. Our existing 500 computers also need to be
maintained. Without automated scripts, this would be
almost impossible. The SL kickstart and subsequent
puppet configuration is central to our automated
installation process.

Each facility needs several types of computers, which
we call classes. There are about 35 computer classes
defined in puppet. The reason is that different classes of
computer need different NFS mounts, environmental
variables setup, services and cron tasks or additional local
user administration and user accounts. A set of puppet
configuration files stored in the central PSI repository
handle these particular installations issues. Each computer
configured by puppet is assigned a class and each class
has a hierarchy of configuration files. An example of a
configuration file for an I0C boot server configuration
can be seen on Fig.1.

class class A BootPG VM {
info "PUPPETSERVERINFO: Configuring host $hostname, role $role, zone $gfaFacility:

# GFA basics
include "class_GFA DesktopBasic"

# Intranet AFS

include "class_module gfa_afs::intranet”

include "class_module_gfa files: :mkhomedir_skel"

include class module gfa pam@: :sety

def module gfa pamZ:-alternative{"GFA-local-noafs-krb5": activats => true, }

include "class_module_gfa_runlewel: id3"
include "class modnle qfa iocLogServer”
include "class_module_gfa_autoSE"

# Accounts

include "class module gfa shellenw:  sshkeys"
include "class_module_gfa_account::ioc"
include "class modnle gfa vmware"

include "class_module_gfa_epics::iocsh"

# BootPC stuff

include "class_module_gfa bootpc"

include "class_module_gfa nfs::server”

include "class module gfa FpicsRecDB”
include "class_module_gfa_dgrp']

case SgfaFacility {
SL5

def_ﬁodule_gfa_bootpc: sioc dir{"/ioc": }

FIN : {
def _module_gfa bootpe::ioc dir{"/ioc":
|

HIPAZ i
def_module_gfa bootpc::ioc_dir{"/ioc":

nount => "fimport_finfioc! }

mount => "fimport_hipafioc" }
}
Proscan : {
def_module_gfa bootpc::ioc_dir{"/fioc": mount => "/fimport_proscan/ioc" }
i
TRFCE : {
def module gfa bootpc::ioc dir{"/ioc":
i
F
i

mount =» “Jfimport trfch/ioc" }

Figure 1: An example of a puppet configuration file for a
boot server virtual computer. The list of include
commands in the first part shows the required
configuration for this particular computer type. The case
statement similar to the C code syntax in the second part
shows how special treatmentfor each facility is done.

The configuration files are used when the puppet
update process is scheduled from a cron-job (or manual
request). Fig.2 illustrates a schematic flowchart diagram
of the puppet deployment which can be factorized into the
following steps:

1. The puppet client sends a request for an update.

The “client identity”, i.e. the computer name, or
class is supplied.
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2. The puppet server collects configuration

information from the hierarchy of configuration
files.

3. The puppet server sends packages and executes the
update scripts defined in the configuration files.

4. The client gets the yum updates from the yum
repository server.

5. The configuration results are stored in the Oracle
database.

Puppet Repository
(modules definitions,
classes configuration
files)

Yum Repository
(rpm packages)

®)

Database Server

Puppet Clients

Figure 2: The puppet process configuration of the controls
computers.

CONFIGURATION COMPUTERS
OVERVIEW

The puppet configuration process is scheduled every 24
hours, typically during the night. Once the puppet
configuration process is finished, the results are collected
in the Oracle database. At the end of the process a
database Web tool -called Inventory software [4]
integrates complete information about the configured
hosts. This is a significant help for the system
administrators. Fig.3 shows a database output list of all
computers configured by puppet with supplementary
information such as last update time, IP-address and
Linux version. Finally Fig.4 displays even more detailed
information for a host selected from Fig. 3.
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¥) Inventory - Puppet Advanced Search - Mozilla Firefosx 3 E2) Inventory - HOSTOB91 - Mozilla Firefox:

Fle Edit View History Bookmarks Tools  Help Flle  Edit “iew History EBookmarks Tools  Help

> || ‘ 1130 psicch | https:/firventory psi.ch/partipart, aspx?id=HOSTOS91 Bk - ‘ - Google

e ‘ila‘ psi.ch | https:ffinventory.psi.chihosts/hostPuppet. asps

[ search IRﬁests ,m \i-ItTSts [;plo;m;‘: iRéané :S!tup }i-ITm lETgs ;Eog
Results: [483/483] | |

Filter Filter

ISLS-RF-A0 108370103 NI A cons 54
[KOBDA-BPC-NEW 2011-08-27 03:02  WRNNNNNNNL # BootPC_vm 54
HIPA-RFMON02 2011-09-27 0204 SUNNINNNNY A cans 54

—— = .| |Pupp
PC7458 2011-09-27 01:03 St W_Cons 54 = =
TRFCB-BPC 2071-08-27 D3:02  svomoewoovovo.  4_BootPC_yM 54 RApE Iy Nam

AFSUSER
XT1IMA-CONS-4 011-09-27 D02 e #_Cons 13
[XOGLE-BPC-NEW 2011-08-27 0302 wwoeessewweewoend % BptPC_yM 54 AUTO_UPDATE
[“03DA-BOFTIOC 2011-08-27 03:02 300NN CAGW_WM 54 AUTO_UPDATE_AFS_USERSyes
PCRg32 2011-09-27 02:04  Iomssssmmsy M_Cons 54 AUTOUPDATE_CONFIG  yes
PCE282 2011-08-27 0404 NN M_Cons 44 AUTO_UPDATE_KERMEL  yes -
[O3MA-SOFTIOC-EPS  2011-08-27 0303 iasimawsceean H_SIOC_WM 54 AUTO_UPDATE_MODULES  yes
[TRFCB-SOFTIOC.01 I011-08-27 D4:03  wesmssnwmmresen A SIOC_\h 54 AUTO_UPDATE_RPMS no
[X030A-CAGH 2011-09-27 02:03 ey CAGW_W A4 AUTO_UPDATE_USERS
HIPA-SOFTIOC02 2011-08-27 04:04 e A SI0C 54 CUSTOM
TRFCB-CONS-02 2071-00-27 D1:03 wmssssssssss A Cong 54
HIPA-RFMONO1 2011-00-27 D4:04 SN 4 Cang 54 i
ISLSTARCH 2071-08-27 03:03  DNUNSISININS M_Gons_ M 54 CUSTOM_KEY_ Y480 yes
41 28A-BPC-MEYY 2011-09-27 0103 SSNNRNNENENT K BootPC_vi 54 DRIVERDISK
[{O3MA-BPC-NEW 2011-09-27 03103 iiavsvenw X_BootPC_vh 54 GATEWAY
ISLS-RF-A4 2011-08-27 01:02 Sl A_Cons 54 HOSTHAME hipa-softioc02 -
PCET14 2011-09-07 04:04 s W_CONS 54 =
PCE290 I0T1-09-07 DZ0T s M_Cans 54 w =
ISLS-XTRA. 14 011-08-27 0104 ool 4 Cong 7] HLes
PCT197 2011-08-10 04:03 SIS % Cang 54 PslLabel: HOST0G91 =
[HO3DA-CONS-1 2011-09-27 1203 Jmmsmsmsess ¥ Cons 54 Responsible: W Portmann
SLS-RF-A1 2011-08-27 1204 LININNNNSAGS A Cons 44 Installecd WMEAC 14.3 -~
GFASAT 2011-09-08 1103 SISSSNNNNSASS A_PSHOST_vi 54 Object type: Host
TRFCB-PSHOST 2071-08-27 D3:02  Ssmimiss A PSHOST_yM 54 .
csvmt 2011 0827 0204 LU aoone o e
TRFCB-CAGW 2011-09-27 03:02 Yo CAGIA_ M 54 Eo BT &
PC7225 2071-00-27 12,03 s A Cong 54
peeiin 2011-08-23 0202 JNTNRNE  y_can 5t . . . .
TRFGB GONE 5 010822 0505 SR Cons 54 Figure 4: Detailed puppet configuration information for
[X09LA-BPC-NEW 2011-09-27 01:04  SSNERNANENENT K BootPC_vi 54 . s
SLS RF.A3 20827 0203 ST A Gone 51 HIPA-SOFTIOCO02 selected from Fig.3, visible on the
TR L PSI intranet Web.
[41004-BPC-NEW 2071-09-27 D403 s 3 BootPC_yM 54
Figure 3: List of controls computers configured by ACKNOWLEDGMENTS
puppet. We want to acknowledge our colleagues M. Gasser, V.

Markushin and H. Billich from the PSI AIT group, for
their collaboration and for supporting the controls system
administration.
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INTEGRATED MANAGEMENT TOOL FOR CONTROLS SOFTWARE
PROBLEMS, REQUESTS AND PROJECT TASKING AT SLAC

D. Rogind, W. Allen, W. Colocho, G. DeContreras, J. Gordon, P. Pandey, H. Shoaee
SLAC National Accelerator Laboratory, Menlo Park, California, U.S.A.

Abstract

The Accelerator Directorate (AD) Instrumentation and
Controls (ICD) Software (SW) Department at SLAC,
with its service center model, continuously receives
engineering requests to design, build and support controls
for accelerator systems lab-wide. Each customer request
can vary in complexity from a small software engineering
change to a major enhancement. SLAC’s Accelerator
Improvement Projects (AIPs), along with DOE
Construction projects, also contribute heavily to the work
load. The various customer requests and projects, paired
with the ongoing operational maintenance and problem
reports, place a demand on the department that
consistently exceeds the capacity of available resources.
A centralized repository - comprised of all requests,
project tasks, and problems - available to physicists,
operators, managers, and engineers alike, is essential to
capture, communicate, prioritize, assign, schedule, track,
and finally, commission all work components. The
Software Department has recently integrated request /
project tasking into SLAC’s custom online problem
tracking “Comprehensive Accelerator Tool for Enhancing
Reliability” (CATER ) tool. This paper discusses the
newly implemented software request management tool —
the workload it helps to track, its structure, features,
reports, work-flow and its many usages.

CONTROLS SOFTWARE WORKLOAD

The ICD Software Department, comprised of about 25
engineers, provides complete, long-term, robust, software
engineering solutions for control of distributed accelerator
systems lab-wide. The department responsibilities include
host computing infrastructure, networking, relational
databases, real-time embedded (and host-level) device,
subsystem, and instrumentation control, process control,
engineering/operational GUIs, and service oriented
architectures. It also performs user support, upgrade and
maintenance activities. The Software Department uses the
EPICS (Experimental Physics Industrial Control System)
toolkit and its extensions as the basis for most software
engineering implementations. The department also fully
supports the legacy SLAC Linear Collider (SLC) VMS-
based Control system.

ICD Software Department personnel currently spend,
on average, 25% of their time in support of LCLS and
FACET program operations. All SW (along with other
Hardware (HW)) Problems (or trouble reports) newly
entered into SLAC’s CATER system are discussed at the
daily 08:15 maintenance meeting and are usually assigned
to a resource by a Lead within hours of creation. One
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software engineer per week, on a rotational basis, acts as
a Controls Deputy (CD) liasion between LCLS
Operations and the Software Department. The CD attends
the daily meetings, work planning meetings, works and
resides within the Control Room, and carefully helps to
coordinate the weekly software releases.

For the remaining 75% of the time, software engineers
perform development work which can be categorized as
either a) customer requests or b) project work. Project
work is typically funded and approved by the AIP or
DOE (such as the LCLS II Construction Project). Until
recently, customer requests were typically delivered
verbally or via email to engineers; oftentimes the
supervisor or lead remained unaware. Task scheduling
and tracking then varied by individual or lead; commonly
by a combination of memory, spreadsheets, lists, emails,
and disparate project schedules. Both customers and
supervisors had limited visibility into work planned, in
progress, or accomplished. It remained difficult to assess
whether  additional  resources  were  justifiable.
Furthermore, the work was hard to prioritize and load
balance without a centralized list of all department
problems, requests, and project tasking

PROBLEM TRACKING TOOL

The CATER Problem Tracking Tool in its current
implementation has been in wide use across many
organizations at SLAC since 2008. The reports and
workflow drive all of the daily LCLS (now joined by
FACET) Operations/Maintenance meetings, software and
hardware problem and maintenance work tracking, and
contribute to the planning of the weekly machine
development/access days. CATER is Oracle based,
developed with Application Express (APEX), and has one
full time developer (outside of ICD) allocated due to ever
increasing feature demands.

In order to take advantage of CATER’s existing user
base, accounts, roles, relational database management,
familiar work flow and familiar GUI, SW Requests (and
their associated Tasks) were integrated alongside
Problems into CATER in June, 2011. SW Requests are of
two types: a) Customer, and b) Project Component.
Additionally, a SW Job form was implemented which
contains all fields required for software release approval
and planning. This SW Job feature has proven very
valuable for all software release types. Now for the first
time, every software engineer has the capability of
viewing all of their work — problems, requests, jobs, and
project tasking in one place, via the CATER tool. Each
user, upon logon, has a personalized dashboard on their
home tab which displays all open assignments (Figure 5)
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SOFTWARE REQUESTS AND TASKS

LCLS and FACET customers at SLAC are encouraged
to login to the familiar CATER trouble reporting system
and create a “New Software Request”. There is a constant
high volume of customer requests that are small in scale,
of limited complexity and involve several people tasked
separately. The automated Request system has been
particulary efficient for tracking these types of entries that
might otherwise get forgotten or not receive the proper
visibility. Engineers/Leads also create entries to capture
customer requests and components of their project based
work. Requests use the existing CATER Problems
schema and workflow. Fields include: Title, Description,
Status, Request Type (“Customer” or “Project
Component”), Work Breakdown Description (funding
source), Subsystem, Request Lead, Group (LCLS,
FACET,..), Customer Priority, Customer Need Date,
Created by, Modified by, Created Date, Modified Date.
There are buttons to Add Customer, Add SW Job, Add
Task, and to Upload files.

A large Request, such as “Complete LCLS Fast
Feedback Project” (Figure 1) may be further broken down
into several Tasks, such as “Bunch Charge Feedback”
(Figure 2), “Undulator Launch Feedback” etc. Each Task
associates with a single resource and more detailed
loading and scheduling information. Task fields include:
Title, Assigned to, Effort, Task Priority, Task Skill Set,
Start Date, End Date, % Complete, Description, Status,
Created by, Created Date. There is enough information
contained in the request /task database such that weekly
reports and/or Gantt charts per individual or per project
could be generated (future effort).

Figure 1: Sample Request Page.
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Figure 2: Sample Task Page.

SOFTWARE JOBS

LCLS hardware maintenance / repairs and software
releases which require machine access (no beam) are
typically scheduled every other week during user runs,
while software releases / physicist machine development
opportunities requiring an operational machine are
scheduled once per week. To help maintain very high
LCLS machine availability, all software releases are
carefully evaluated for risk / benefit and are detailed in a
new SW Job form that includes fields: Job title, Resource,
Time needed, Time Comment,  Planned Start/Stop
Date/Time, Access Requirements, Beam Requirements,
Beam Comment, Invasive (Y/N), Invasive comment, Area,
Subsystem, Test Plan, Back out Plan, Systems Required,
Systems Affected, Risk/Benefit. Refer to Figure 3 for a
sample SW Job. The SW Jobs submitted each week are
reviewed and scheduled in a weekly meeting between the
program physicist and Controls Deputy; there are
typically 15-20 SW Jobs of varying complexity submitted
per week for LCLS. The Controls Deputy plays a pivotal
role, especially on release day(s), coordinating the various
software engineers along with parallel operational and
physicist activities. (Refer to Figure 4, Sample Controls
Deputy Report.)
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k Descripton
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page.

7
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Upload New File )

jhow it should behave.

no data found
CD Review
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CD Review Date [osr232011 |
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Figure 3: Sample Software Job (Release Plan) Page.
REPORTS

Once logged onto CATER, all users default to their
Home tab (dashboard) that summarizes and links to all
assigned open “Problems Assigned to Me”, “Requests and
Tasks Assigned to Me”, and “Jobs Assigned to Me”
(Figure 5). There are additional views associated with
other tabs. The Search tab provides basic and advanced
searches plus an interactive report builder to customize
report column data and filters, such as All Customer
Requests (224 in number) or All Project Requests. The
Report tab has many canned reports including the
Controls Deputy Report of SW Jobs up for weekly
approval (Figure 4), Work Breakdown Structure
Names/Priorities, etc. All reports export to MS Excel.
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Figure 4: Sample Controls Deputy Report.
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Figure 5: Sample CATER Home Tab (Dashboard).

CATER WORK FLOW

Requests follow the same simple, four state, CATER
workflow as Problems because a) it has been proven to
work effectively, and b) users are familiar with it. All
status transitions in the life of a Request/Problem trigger
alerts to email distribution lists which always include
software leads. All New Requests/Problems have
status=New. Once assigned to a resource, status changes
to “In Progress” (or “Scheduled Jobs when SW Jobs are
active).  When all associated SW Jobs and Tasks
(/Solutions for Problems) are complete, the status changes
to “Review to Close”. The Request/Problem is “Closed”
by Leads with the appropriate closure privilege after
careful review. The states, associated stakeholder review
meetings, necessary reports, and email alerts during the
life cycle of a Request/Problem are shown in Figure 6.
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Figure 6: CATER Request/Problem Workflow.
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CONCLUSION

Results Achieved

e Customers may view all department work to a) direct
prioritization; b) better understand why their requests
may not have resources allocated, and c) track and
aid progress.

e  Supervisors/Leads/Staff are informed of all ongoing /
upcoming work. Helps to catch potential issues early,
prioritize workload, re-task staff, track status, and
justify resource decisions

Lessons Learned

e The tool has been particularly useful for tracking the
large volume of requests that are small in nature
and/or of minor complexity, and require a few hours
to a few days of many different resources.

e Integration of Jobs (software test/release plans) for
Requests and Problems has been very efficient and
well-received for planning and executing machine
development days

e Simultaneous development of CATER using Oracle’s
Application Express (APEX) proves challenging

e Releases for any new Request features are
constrained by the normal CATER release cycle

What s next?

e  More training and enforcement of data entry

e Roll out to other organizations within ICD; SLAC
e  More reporting — weekly reports, Gantt charting
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EXTENDING ALARM HANDLING IN TANGO

S. Rubio-Manrique, F. Becheri, D.Fernandez-Carreiras, J.Klora, L.Krause*, A.Milan Otero,
Z.Reszela, P.Skorek, CELLS-ALBA Synchrotron, Cerdanyola del Valles, Spain

Abstract

This paper describes the alarm system developed at
Alba Synchrotron, built on Tango Control System. It
describes the tools used for configuration and
visualization, its integration in user interfaces and its
approach to alarm specification; either assigning discrete
Alarm/Warning levels or allowing versatile logic rules in
Python. This paper also covers the life cycle of the alarm
(triggering, logging, notification, explanation and
acknowledge) and the automatic control actions that can
be triggered by the alarms.

INTRODUCTION

ALBA is the first Synchrotron Light Source built in
Spain [1]. Its 3 GeV Storage Ring has been commissioned
during 2011 and it's expecting the first beam-line users for
beginning 2012. Control of ALBA [2] is based on Tango,
a modern control system for scientific facilities developed
by the ESRF and maintained by the members of the
Tango Collaboration [3]. Tango provides a collection of
interfaces for common devices and generic tools for
configuration, deployment, archiving and alarms.

The installation and commissioning of ALBA required
alarm handling to supervise accelerators conditioning and
detect changes in operation conditions. Although two
alarm logging systems already existed in Tango, at ALBA
we decided to have an alarm system integrated in the
existing applications instead of having a separated tool.
To do so we combined previous ideas and developments
to provide a more flexible alarm handler.

ALARM SYSTEMSIN TANGO

The Tango Alarm System

The Tango Alarm System [4] was developed at Elettra
institute (Italy) by Graziano Scalamera and Lorenzo
Pivetta. It uses a MySQL alarm database containing sets
of rules that are permanently checked by a central
daemon, the Tango Alarm Server, which logs alarm
changes and triggers actions if needed. The rules are
combinations of boolean operators and Tango Attribute
values.

Table 1: Tango Alarms Syntax

sr/psch/sl1.1/highthr

(({sr/psch/sl.1/stat} & 0x80) &&
({sr/psch/sl.1/curr} > 15.0))

*On leave

Operational tools and operators’ view

The Alarm daemon is connected with the control
system using CORBA Notification events [4] triggered by
the targeted Attribute device; avoiding overhead in the
system. The Alarm Server provides logging and is
capable to launch commands of other Tango Devices, in
which notifications and actions are delegated. All alarms
in the system are stored and can be visualized using the

Figure 1: Tango Alarms Logs Viewer.

Soleil Alarm Database

The Alarm Database in operation at Soleil mimics the
behaviour of Tango Archiving System [5][6], but it's
focused on storing Attribute qualities (Valid, Invalid,
Changing, Warning or Alarm) instead of values. The
system uses a MySQL database and a pool of Archiver
devices that poll periodically the quality of those Tango
Attributes previously registered.

The conditions that trigger a change in Attribute
Quality are not stored in the Alarm Database but in the
Tango Database, using the Alarm/Warning Max/Min
Values of each attribute. Configuration and visualization
can be done using standard Tango Java tools and
Archiving viewer.

ALBA PyAlarm

The PyAlarm device server development started on
2007 during ALBA's construction phase. It was focused
on having an small stand-alone alarm system for
installation activities (equipment tests, prototype labs,
bakeouts, ...) in places were database servers or network
infrastructure was not fully available or could be
interrupted.

Every PyAlarm Tango Device stores its rule sets as
device properties, that can be stored in the Tango
Database or Tango property files. These files allow the
server to be running without Tango database if needed.
Access between PyAlarm instances, clients and database
have been encapsulated in the Panic APL

Alarm logging is done using Soleil Snapshoting
database from the Tango Archiving System[5]. For every
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Alarm triggered an Snapshot is recorded containing the
Alarm Status and the value of every Attribute involved in
the Alarm.

Panic API

Tango Database Archiving Database

Figure 2: Panic API enca psulates database access and
provides alarm setup, validation and visualization.

A Python Alarm System

The PyAlarm rules are inspired in Elettra's rule-sets,
with the aim of integrating both systems in the future. But
PyAlarm applies python parsing; enabling a richer rule
syntax with list comprehensions, regular expressions,
string replacement and other functional features.

PyAlarm also creates dynamically [7] new boolean
attributes for each new rule set, used to display alarm
states from any generic Tango client. The attribute names
syntax has been extended to combine conditions on value,
quality and time-stamp of attributes.

PyAlarm uses polling when running on top of PyTango,
but if Taurus[8] library is available the PyAlarm can use
it to switch transparently between polling or events for
each attribute.

Table 2: PyAlarm declarations showing syntax for value,
host, state, quality and regular expressions.

BL_PRESSURE:
BL/VC/VGCT-01/P1 > 3e-5

BL_LOST:
tb101:10000/BL/CT/DB/State==UNKNOWN

BL_TEMPERATURE:

BL/EPS/PLC/T1l.quality == ATTR_ALARM

ID_TEMPERATURE:

any (t>85 for t in FIND(ID/*/*/Temp*))

THE ALBA ALARM SYSTEM

Although every PyAlarm is an independent process
that runs stand-alone, all the Alarm system is coordinated
using the Panic python API. This software layer
encapsulates the access between servers, clients and the
Tango database. The API provides a way to access

alarms configuration and modify existing alarm
distribution; not allowing to have duplicated alarms in the
system.

Once configured, alarm logging and notifications are
managed independently by each PyAlarm device. Each
PyAlarm device instance manages a collection of alarms
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distributed by  domain/family.  Archiving  and
configuration are centralized in our Tango and Archiving
Databases.

Accelerators Alarms Architecture

In Alba Accelerators the PyAlarm instances are
dedicated by subsystem (e.g. being Magnets and Vacuum
alarm systems are independent processes) and this
instances can be decentralized deploying every PyAlarm
in the same industrial PC were the monitored system is
running.

Alarms can be declared hierarchically to summarize a
big amount of alarms in fewer notifications. Alarms can
be used as variables within other alarms formulas, that
will summarize the state of their primitives when
generating reports.

Beam-lines Alarms Architecture

An independent alarm system is running on each of the
beam-lines. As the number of devices and subsystems is
much smaller it is not needed to distribute the alarm
system and it is centralized in a few PyAlarm servers
running in the same virtual server were the Tango
Database is running.

BL/NVC/GAUGE-01/P1>3e-5

- Incidence
- Notification
- Archiving B

- Recovery —— |

Figure 3: Messages sent during alarm life cycle.

The Alarm life-cycle

Alarms become active when the alarm condition
evaluates to a True value, and will require human
acknowledge to became inactive again. We added
Reminder/Recovered notifications to avoid active and
unacknowledged alarms remain unnoticed. Changes in
alarm condition value will still trigger email and logging
even if the alarm was still active, to make sure that no
incidences remain hidden.

Table 3: Types of Messages

Alarm The alarm condition has been activated.

Recovered Alarm conditions are now inactive, but
alarm state is kept.

Reminder Condition was active for X period or
became active after a Recovered period.

Acknowledge Alarm has been acknowledged by
operator.

Auto-reset Alarm reset after being in Recovered

state for a long time (optional).

Operational tools and operators’ view
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Alarm Receivers

PyAlarm started as a notification service, so its main
feature is email sending to notify any control incidence. It
was initially extended to SMS and soon it was clear that
more functionality should be needed. Every new
notification feature has been added as a receiver type. In
this sense an email address or a tango command are just
different kind of receivers, that must be notified in case
of incidence.

Every alarm has its own list of receivers, which may
contain individual items or tags for groups of receivers.
These groups are defined using email addresses, SMS
numbers, lists of commands, archiving configurations or
groups of them.

Table 4: Types of Receivers

email Sent for every change in alarm status.

SMS Sent only for activation.

Html files To be loaded in the website.

SNAP Record  attribute  values in  the
snapshoting database.

log Generates a raw log file

COMM Executes a TangoCommand.

USER INTERFACE

An easier method of global configuration/visualization
of alarms helps accelerators and beamlines operators to
diagnose incidences during commissioning; as well as
modifying alarm conditions if needed.

Narig:  clce_pressire ok | Acknowedge

Devczi  bR2L-cicelctalams v
Chamber press.r exceeds it

Deseipic

ReCeivers XUACHUNC RLUVKURGINAKCR2
1RAT1IC/BLAVINGC TOUF1°3¢£ CR1b 240" TOCOU/ELZAVENG T T01IP> 325

16040 10L00/BLIAN NG FOIIP v >y mEv

CR v * L4

16020 10C00/BLEAN NG TO1IP2 PRERIETS

AldEqesion Raw Edt

Adi Re aton et

Eiit 3 s

Q Close
Figure 4: The Alarm editor widget.

An accelerator's alarm system requires an application
for configuration, visualization and filtering of alarms
usable at operator level; with no need of control system
internals background.

The Alarm application allows to filter alarms by
subsystem. To integrate alarms in existing applications
has been developed an Alarm Toolbar with access to
visualization and acknowledgement of alarms. This
toolbar is able to filter alarms and status depending on
user/application scope.

Operational tools and operators’ view
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Alarms can be filtered by subsystem, receivers,
attributes targeted and severity. Error, Warning, Info and
Debug are the four severities available; which are used to
sort the information when summarized in lists or toolbar.
To go into detail as much as possible the alarm list
provides viewer of attribute values.

Figure 5: Alarm toolbar and list with filters and editor.

CONCLUSSIONS

We presented the ALBA Alarm System, created for
ALBA installation and successfully extended to cover our
accelerators and beam-lines. The PyAlarm was used
successfully during installation and commissioning of
ALBA linac, booster and beam-lines and in certain
projects in the ESRF. The early deployment of an alarm
system helped to prevent problems and detect irregular
behaviours.

But for using it in our storage ring we had to improve
the management of hundreds of alarms, adapting the
content of messages and adding hierarchies between
alarms that reduced the number of notifications sent. Our
next objectives are the execution or recommendation of
simple actions, linking alarms and low-level
troubleshooting.

Unifying Tango alarm systems in a unique solution is
still the aim of our development, so we focus next steps
on interaction with existing systems; using PyAlarm as
notification tool or adapting it to use Elettra Alarms
Database as it exists now.
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NFC LIKE WIRELESS TECHNOLOGY FOR MONITORING PURPOSES IN
SCIENTIFIC/INDUSTRIAL FACILITIES*

I. Badillo, M. Eguiraun, ESS-Bilbao, Spain
J. Jugo, University of the Basque Country, Spain

Abstract

Wireless technologies are becoming more and more
used in large industrial and scientific facilities like
particle accelerators for facilitating the monitoring and
indeed sensing in these kind of large environments.
Cabled equipment means little flexibility in placement
and is very expensive in both money and effort whenever
reorganization or new installation is needed. So, when
cabling is not really needed for performance reasons
wireless monitoring and control is a good option, due to
the speed of implementation. There are several wireless
flavors to choose, as Bluetooth, Zigbee, WiFi, etc.
depending on the requirements of each specific
application. In this work a wireless monitoring system for
EPICS is presented. The desired control system variables
are acquired over the network and published in a mobile
device, allowing the operator to check process variables
everywhere the signal spreads. In this approach, a Python
based server will be continuously getting EPICS Process
Variables via Channel Access protocol and sending them
through a WiFi standard 802.11 network using ICE
middleware. ICE is a toolkit oriented to build distributed
applications. Finally, the mobile device will read the data
and show it to the operator. The security of the
communication can be improved by means of a weak
wireless signal, following the same idea as in NFC, but
for more large distances. With this approach, local
monitoring and control applications, as for example a
vacuum control system for several pumps, are currently
implemented.

INTRODUCTION

Reliable, fast and secure communications must be
assured in every place of a large scientific facility, even
more when large amount of data is involved due to the
rapid development of computing and electronics devices.
Cables are often irreplaceable, but when they are not
really needed for performance reasons, wireless is a
suitable option for monitoring and control due to the
numerous advantages it offers: flexibility, mobility,
scalability, reduced costs and ease of maintenance.

Different wireless solutions can be found in the market.
The most widely used band for industrial and scientific
purposes is the ISM band. Inside this, ZigBee [1],
Bluetooth [2] and WiFi can be found. The EEE 802.11
standard for WLAN, WiFi, is a very flexible technology,
easy to implement, cheap and which provides a wide
bandwidth. For these reasons, it has been implemented in
large-scale systems, as presented in [3].

*Work funded by ESS Bilbao Consortium
“ibadillo@essbilbao.org
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However, the radio waves used in wireless networks
create a risk where the network can be hacked, making
system vulnerable to threats as denial of service, spoofing
or eavesdropping. These issues make mandatory the
implementation of security mechanisms to minimize this
drawback in industrial uses as SSL/TLS protocols and a
proper architecture. In [4] an improved security
mechanism is studied.

The goal of the present work is to build a secure and
reliable human machine interface system for data
monitoring purposes in a large scientific facility, based on
a idea similar to Near Field Communication (NFC) but
adapted to industrial needs. NFC offers a great security
against external attacks since the signal makes physically
inaccessible outside the range of transmission, so data
exchange can only be made inside a limited radius.

The main disadvantage of this protocol for the present
goal, is that the transmission distance, 4 cm or less [5], is
insufficient for monitoring and control purposes.

In consequence, the proposed approach uses a limited
field communication scheme, with WiFi technology and
limiting the signal power to avoid external intrusions
depending on the particular characteristics of each
application.

In the presented schema, a distributed environment
based on a TCP/IP network is considered, where an
Experimental and Industrial Control System (EPICS)
control network is implemented, [6]. The system sends
the desired data over the WiFi network and publishes it in
an Android based mobile device, which must be located
inside the wireless physical transmission range. Two-way
communication will allow not only monitoring, but also
changing signal values, for example to turn on/of a certain
device.

The idea has been implemented for monitoring the
vacuum control system of a negative ion source.

PROPOSED APPROACH

When designing a wireless communication system,
security becomes critical, even more when talking about
large scientific facilities. In these environments, such as
ion sources and particle accelerators, intrusions may result
in harmful or even disastrous situations due to the large
amount of power involved in equipment consumption. In
order to avoid undesired failures or data losses,
developers of wireless standards incorporate a large
variety of security related features in the protocols. Two
of the most commonly used tools is message encryption
and node verification. This is used in order to maintain

Operational tools and operators’ view
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data integrity, prevent interception of the transmitted data
between nodes of the network and avoid spoofing.

Another way to provide security to a wireless network,
related to its architecture, is to adjust the transmit-power
level to control signal spillage beyond the plant walls. If
the radio signal is “invisible” beyond the limits of the
facility, it becomes very difficult to steal or intercept the
signal. That means a physical security against attacks,
independently from the software security mechanism that
will be implemented.

This idea is represented in Figure 1, where the mobile
device located outside the transmission range cannot
reach the wireless signal, therefore it is impossible to
access information. It also allows to spread signals only in
certain areas of the facility depending on the authorization
level. So, a limited field communication approach can
lead to a secure installation, limiting the transmission
power accordingly to the characteristics of each area.

A
2
e S
e

((‘E’)) .
PLANT

No Signal

Figure 1: Security based on adjusting transmit-power
level.

PROPOSED APPROACH
IMPLEMENTATION

Large scientific facilities are complex distributed
systems where important amounts of data must be
processed and different control devices must be
integrated. In this context, as every element might have
independent behavior, a middleware distributing
messages, commands signals and/or requirements over
the net and between elements can be very helpful.

Nowadays, a large number of scientific facilities are
being built using EPICS as middleware layer. Its wide
usage, makes this solution very scalable. In fact, many
vendors incorporate EPICS drivers in their products.
Moreover, if a custom device is needed, in house
development is also possible. This is the main control
system used in the present limited field communication
application.

On the other hand, the reduction in production cost of
electronic devices and new technologies during last years
has open a new market for mobile devices, such as tablets.
In a large facility, a small and light computing device,
with resources for networking environment, can help the
operator in a lot of ways in both the usual operation and
maintenance tasks. In this sense, Android based tablet has
been chosen as mobile monitoring device, since its

Operational tools and operators’ view
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popularity and availability of many IDE environments
make easy the development of custom applications.

Finally, as no libraries of EPICS for Android are
available (unlike for i0OS[7]), the use of the ICE
middleware [8] is needed to integrate such different
environments. It provides libraries for many programming
languages, but, in addition to this, network security issues
are a key issue of its functionalities.

The main characteristics of these technologies are
summarized in the following paragraphs:

e EPICS: It is a control solution based on middleware
approach, oriented to distributed control systems. It
is used worldwide to create soft real time control
systems specially for large scientific facilities as
particle accelerators and telescopes. EPICS can be
defined as an architecture for building scalable
control systems, a collection of tools and codes made
collaboratively between major science labs and
industry. It is free and reliable and it is being more
and more chosen to implement control systems in
strategical ~ projects as ITER (International
Thermonuclear Experimental Reactor) or ESS
(European Spallation Source). That eases feedback
between developers in order to improve it. As
mentioned before, the proposed networked control
system architecture is based on a TCP network due
to its advantages in cost and easy integration. But
this protocol has non-deterministic characteristics,
which makes difficult its use in control systems. The
use of EPICS minimizes these disadvantages.
Several EPICS controllers (IOCs) are spread along
the facility, associated to different devices: sensors,
DAQ systems and so on. These IOCs communicate
among themselves and share information (Process
Variables or PVs) using a protocol called Channel
Access (CA) over a TCP/IP standard network. There
are several security related mechanisms in EPICS,
from among which highlights the EPICS Gateway. It
is both a CA server and client and allows to separate
the EPICS network from the network it is accessing
from.

e ICE (Internet Communications Engine): This is an
object-oriented toolkit for building distributed
applications, heir of CORBA. It allows to
communicate two or more applications of very
different nature (operative systems, programming
languages...). ICE offers different solutions for
security, as encrypted communications and
authentication through SSL, which is supported in all
of the ICE language bindings.

¢ Android: Android is a mobile operative system based
upon a modified version of the Linux kernel. Since
the computing power of the mobile devices is
quickly increasing and the price is reducing, its usage
is fast spreading in different fields as industrial and
scientific facilities [9]. Android is one of the leading
OS for this kind of devices and it is updating and
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adding services day by day, offering to the
developers a huge number of tools to create any
types of applications. The monitoring application is
developed on an Android platform.

Implemented Architecture

In the implemented schema, a Python based server is
used as a “bridge” between EPICS and the Android
mobile device. This server program acquires the EPICS
Process Variables over the network using the EpicsCA
library [10], which provides methods for reading/writing
PVs from Python via CA protocol. Moreover, the program
organizes the captured PVs in a proper structure to ensure
a good throughput and initializes the ICE host application.
It creates the ICE object that responds to the client
requests.

Python
Server .

Mobile
Device

Figure 2: Client/Server communication using the ICE
middleware.

Finally, the client is running in an Android mobile
device. This application, written in Java, creates a proxy
to connect to the object located in the server and invokes
the needed operations to request the data. Once the data is
obtained, the wuser interface displays the desired
information to the operator. The Figure 2 shows a visual
representation of the implemented schema.

SAMPLE APPLICATION: ISHN VACUUM
SYSTEM MONITORING AND CONTROL

The presented application is intended to be used on a
large scientific facility, to ease the task of the operators
during normal operation and in maintenance stages. The
main idea is to allow them to control and monitor the
main variables of a vacuum system wherever they are
inside the spread radius, depending on the transmission
power. This fact allows to avoid the dependence of a
central computer. Specifically, it has been designed to
monitor the vacuum control system of the ISHN (Ion
Source Hydrogen Negative) project at ESSBilbao, [11].

ISHN project consists of a Penning type ion source
which will deliver up to 65mA of H— beam to a linear
accelerator, which finishes generating neutrons by means
of spallation process (currently under design). Apart from
main devices for managing the ion source, for instance
power supplies for plasma generation and hydrogen feed
system, the vacuum system in considered a critical system
of the project. For the ion source operation, a pressure
value in the order of 10 mbar is required. Any failure
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could cause dramatic accident, due to the high voltage
values needed for operation (several kilovolts), because a
vacuum loss could cause high voltage breakdown.

In order to reach the desired vacuum level two
mechanical and two turbo pumps are used. Their control
system is isolated from the local control of the ion source,
except for some interlock and emergency signals. There
are managed by a PLC from Schneider, which reads all
the signals involved in the operation of the pumps, such
as rotation frequency, pressure level, status, etc. A
Modbus TCP/IP server publishes all of these variables,
and some of them can be accessed in both write and read
mode.

An EPICS IOC accesses all of the data by Modbus
TCP/IP calls [12], which acts as a wrapper for Twido
communication. Even if Modbus communication is
present, any call to vacuum system can only be done
through EPICS, ensuring that capabilities offered by
EPICS are always met.

In such configuration, the devices controlled with
EPICS are two mechanical pumps, two turbo pumps, a
vacuum sensor and two vacuum gates.

The application for Android has been developed in
Eclipse using the ADT (Android Development Tools) and
tested on the emulator provided on the Android SDK [13].
The program has been written for the API Level 12
(Android 3.1), compatible with all the newer version and
APIs. All the libraries used in the project are provided
with the ADT, except the ICE specific ones and those
used to build the XY plots. These last were imported from
the “androidplot” project [14], which offers a pure Java
API for creating dynamic and static charts within Android
applications.

The GUI shows a text box where the user must enter
the IP to connect to and a “connect” button. Most of the
variables are booleans as on/off, alarm status etc., so they
will be displayed using a widget that emulates a led, as
shown in Figure 3. The analog signals, as rotation
frequency of the turbo pumps or temperatures, are
represented as a waveform chart which refreshes itself
dynamically.

CONCLUSION

In this work, the use of wireless communications for
monitoring and sensing in large industrial and scientific
facilities has been discussed, proposing a limited field
communication approach. In addition, a particular
application of this technology has been presented. The
advantages of wireless devices make this technology an
interesting alternative to common wired and fixed
monitoring stations. However, as long as wireless
communications are involved, security becomes critical.
Adjusting transmission power allows to spread the signal
only in the desired radius, avoiding external attacks. A
good mechanism limiting the transmission power
depending on the application characteristics is also
necessary.

Operational tools and operators’ view
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Figure 3: GUI of the Android application.

In particular, EPICS network distributed applications,
which involve very heterogeneous environments, take
advantage of the simplicity and capabilities of ICE toolkit
and the versatility of Android based devices for LFC
implementations.

The main purpose of the future work is to implement
encrypted communications and authentication through
SSL protocol. There is also projected to integrate the
EPICS monitor system in a Python based server, to avoid
polling in order to improve the overall throughput.

It is worth noting that the presented application will be
implemented in the ESS Bilbao project for a real usage
and it is intended to extend its monitoring and control
tasks to several systems apart from the vacuum control
system of ISHN.
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APERTURE METER FOR THE LARGE HADRON COLLIDER
G.J. Miiller, K. Fuchsberger, S. Redaelli, CERN, Geneva, Switzerland

Abstract

The control of the high intensity beams of the CERN
Large Hadron Collider (LHC) is particular challenging and
requires a good modeling of the machine and monitoring of
various machine parameters. During operation it is crucial
to ensure a minimal distance between the beam edge and
the aperture of sensitive equipment, e.g. the superconduct-
ing magnets, which in all cases must be in the shadow of the
collimator’s that protect the machine. Possible dangerous
situations must be detected as soon as possible. In order
to provide the operator with information about the current
machine bottlenecks an aperture meter application was de-
veloped based on the LHC online modeling toolchain. The
calculation of available free aperture takes into account the
best available optics and aperture model as well as the rel-
evant beam measurements. This paper describes the design
and integration of this application into the control environ-
ment and presents results of the usage in daily operation
and from validation measurements.

INTRODUCTION

The LHC is running with outstanding performance [1],
currently being operated with small emittances and above
nominal bunch population (up to 1.4 x 10! p). Beams with
a stored energy of 110 MJ are brought in collision and pro-
duce peak luminosities up to 3.3 x 1033 cm~'s~!. This
allows to deliver integrated luminosities topping 110 pb~!
per fill. Providing very good conditions for the experiments
to accumulate collision data, the high energy beams impose
a severe danger for the accelerator (especially the supercon-
ducting magnets) which has to be protected against beam
loss induced damage.

A complex machine protection system is put in place [2],
which prevents damage to the accelerator equipment by ex-
tracting the beams as soon as any of the safety systems
(beam loss monitors, magnet current monitors, quench pro-
tection system, collimation system,...) detects potentially
unsafe conditions. The knowledge of the available clear-
ance around the circulating beams is of primary importance
for machine protection in case of problems related to orbit
and optics changes that can bring the beams too close to
sensitive equipment. To help the operation team to detect
critical conditions early on, an Aperture Meter was con-
ceived and developed to monitor the machine aperture on-
line. After introducing the concept of machine aperture, the
design of the LHC Aperture Meter is presented and some
first results from standard LHC physics fills and from aper-
ture measurements are shown.

APERTURE DEFINITIONS

The definition of the mechanical aperture of each lattice
element seen by the beam is referred to as aperture model
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of the machine. A continuous model that covers the 27 km
of each of the two rings (B1/B2) is available for the LHC.
The concept of avail-
able clearance for the cir-
culating beams is how- ¢
ever more complex and
requires taking into ac-
count other relevant ma-
chine and beam parame-
ters in addition to the de-
tailed knowledge of the 2 :
aperture model.  The B FUUUS SN FURUE N
. . . 0 -20 20 30
main ingredients to eval-
uate the aperture in the
two planes z = [z, y] ata
location s are (see illus-
tration in Fig. 1):
a) mechanical aperture A, (s) from the design specifica-
tion or calculated from the movable device positions;
b) offset Az(s) to take into account imperfections like
misalignments of magnets (from cold bore measure-
ments before installation) or to include the outcome
of beam based alignments of the movable devices that
will be described more in detail later on;

¢) beam position z(s) and transverse beam size o ().
The minimal beam clearance or available aperture a(s) is

calculated per plane and defined as
A.(s)/2 — - A
(s = A=9)/2 = [2(5) = Ax(s)

0.(s)

For convenience, the aperture is normalized to the trans-

verse beam size o, (s) = 1/ 8. (s)e2°*¥"  where we use the

design emittance €2**9" for the normalization. Thus the
available aperture is expressed in terms of number of avail-
able design beam o. The minimum normalized aperture
a™™ = min, a,(s) for each beam and plane is referred to
as the aperture bottleneck, e.g. four bottlenecks exist for
the LHC.

The method for calculation of the available aperture pre-
sented here is a simplified approach to estimate online the
clearance for the beams. Information of the nominal ma-
chine (optics functions and the design aperture model) are
merged with online measurements (movable device posi-
tions, beam position, beam energy and the state of the ma-
chine with respect to optics and beam trajectory configura-
tion).

T
Beam cross

T T T
Beam screen aperture
. section

Vertical aperture [mm ]
o
T

-10 [ 10
Horizontal aperture [ mm ]
Figure 1: Beam screen aper-
ture with relevant aperture
definitions (horizontal plane)

DATA PROCESSING

Operational Cycle

During the operation cycle [3] the LHC passes four static
states of undefined length to reach physics conditions: i) In-
Jjection when beams are injected at 450 GeV, ii) Flat-top af-
ter the beams have been accelerated to the collision energy

Operational tools and operators’ view
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of 3.5 TeV, iii) Betatarget when the optics have changed so
that the S function at the interaction point (IP) is reduced
from 11 m to currently 1.0 m 8* and iv) Physics after the
parallel separation at the IPs is collapsed to put the beams
in collision. In these static states adjustments to the ma-
chine can be performed. Four states with pre-defined time
duration exist as the transitions between them: a) the en-
ergy Ramp to Flattop, b) the Squeeze to Betatarget and c)
Collisions to reach the Physics state. To perform the tran-
sition, setting functions with pre-defined length are loaded
and executed in the hardware (e.g. power converters, col-
limator’s,...). The OnlineStateProvider, provided by
the online modeling toolchain (OMT) [4], is used in the
aperture meter to determine the current state and time in
the setting functions.

Beam Trajectory and Beam Size

The interpolation of beam position data measured by the
beam position monitors (BPMs) to all machine elements is
done by using the orbit interpolation with transfer matrices
implemented in JMad, the JAVA API to MAD-X [4, 5]. A
mechanism is provided that allows to define which mon-
itors should be used for the interpolation. This feature is
used to exclude BPM data that is flagged as bad reading by
the data acquisition or data from BPMs that are excluded
by the user. The JMadOnlineService of the OMT is used
to provide the current machine state’s optics functions to
be used for the calculation of the transfer matrices. The
current machine energy is provided in the service as well.
Together with the available nominal 3 function it allows
the calculation of the beam sizes.

Collimator’s and Aperture Model

A sophisticated multi-staged collimation system is in-
stalled in the LHC for beam cleaning and to provide passive
machine protection. Primary (TCP), secondary (TCS) and
absorber collimator’s (TCLA) are installed in the cleaning
insertions of point 3 and 7. Tertiary (TCT) collimator’s are
installed in the IP regions to complete the collimator hier-
archy and protect the triplet magnets. Special collimator’s
are installed in the injection and dump regions. The colli-
mation hierarchy is defined such that TCPs are the closest
to the beam, followed by the TCS, TCLA and TCT. This
hierarchy ensures that beam cleaning losses are caught by
collimator’s only, protecting the superconducting magnets
and other equipment. Dangerous conditions that are dif-
ficult to observe can develop as a combination of e.g. an
orbit bump outside the collimator’s and a beam impact at
another location. These are not covered by the collimation
system and would cause beam losses at the bump location
sufficient to create damage — another reason for continuous
aperture monitoring.

Collimator’s generally have two jaws, controlled by very
precise stepping motors, that are aligned around the beam
during collimator alignment campaigns. Procedures are es-
tablished [6] to determine the beam based collimator cen-
ter. These alignments have to be performed at each static
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state in the operational cycle to produce the input for the
collimator setting generation for the functional states of the
operational cycle [7]. Based on these settings, the colli-
mation system then follows the orbit (beam separation and
crossing) and optics evolution in the operational cycle. The
collimator jaws are aligned around the measured beam cen-
ters with the required jaw openings.

The online aperture model provided by the OMT [4]
is an extension to the aperture model and calculates the
mechanical aperture A, (s) from the measured collimator
jaw positions. The discrepancy between the interpolated
orbit in the collimator’s during the alignment and the ob-
served beam-based collimator center (the reference for the
jaw movement) is taken into account with the offset Az (s).
The following procedure is used to determine Az(s) for all
collimator’s and operational states: i) Establish a default
monitor setting for the orbit interpolation module. ii) In-
terpolate the measured orbit at the time of the collimator
alignment to the collimator positions. iii) Store the differ-
ences between interpolated orbit and measured beam based
centers as Az(s) for the active state. For each alignment
campaign performed at the static operational states, step ii)
and iii) are repeated. During operation a mechanism is put
in place that ensures that the correct offsets are loaded ac-
cording to the current operational state. If a functional state
is active, a linear interpolation to the current time in the set-
ting functions is performed between the offsets of the two
adjacent static state.

DESIGN AND FEATURES

The aperture meter application is split in a service
and a GUI implementation. As the input data from
the various sources is not synchronized, a DataStore
is implemented in the service and filled independently
with: beam sizes, simulated orbit and machine state from
the JMadOnlineService (currently when triggered and
changed data available), aperture data from the online aper-
ture model (when movable device positions change) and
measured beam positions (1 Hz) from the Orbit Feedback
Service Unit. A DataSynchronizeris triggered every 3 s
to collect all data from the DataStore, perform the or-
bit interpolation, calculate the available aperture at all el-
ements and determine the five smallest values a7'{" (s;) of
a.(s) per beam and plane in the machine. The whole data
set is then published to all registered listeners like the GUL

A logging mechanism is implemented, to save the data
set to xml files. In playback mode the aperture meter can
be used to load either complete aperture meter data sets
or to drive the aperture meter with the information from
logged orbit data (logging database or file). Additionally
the JMad GUI can be started from the aperture meter to
perform virtual trims on the knobs that have been imported
by the JMadOnlineService as well as to change optics.

Various displays are provided in the GUI to visualize the
aperture meter data. The main display, conceived as fixed
display, is composed out of four minimal aperture evolu-
tion views like the one in Fig. 2, one for each beam/plane
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Figure 2: Minimal aperture evolution for beam 2 vertical plane over the operational cycle. The primary and secondary

collimator positions are not taken into account.

combination. Each of these views shows the evolution
of the available aperture a(s) over time for the five lo-
cations (containing the bottleneck) in the machine having
the smallest values a;’ff"(si, t) in the assigned beam/plane.
Depending on the changes in the machine, the locations of
a;’ff"(si, t) change. To broaden the provided information,
only the element with the smallest value per assembly is
selected during the minimal aperture determination.

MEASUREMENTS

Two examples for the visualization of the available aper-
ture, calculated in the aperture meter, are presented in the
following to demonstrate the functionality of the applica-
tion.

Full Cycle of the LHC

The evolution of al'}"(s;,t), calculated by the aperture
meter during the operation cycle of the LHC is shown in
Fig. 2 for beam 2 in the vertical plane. To visualize the
adjustments of the tertiary collimator’s (TCT) during the
operational cycle the primary (TCP) and secondary (TCS)
collimator a.(s) information have been excluded from the
selection of a"/"(s;,t), they would be the dominant ma-
chine elements as they are the closest to the beam accord-
ing to the collimator hierarchy. The cycle shown in Fig. 2
brings the beams into collision with no squeeze in IP2,
squeeze to 3m in IP8 and to 1.5m in IP1 and IP5. The num-
bered segments represent the following operational steps:
(1) Beam Injection, finalized by the retraction of the injec-
tion protection devices which can be observed by the step
change at the end of the segment. Absorber collimator’s
(TCLA) in point 3 and 7 and the TCT collimator’s in the
vertical plane are the agff"(si, t) locations afterwards. (2)
Energy Ramp to 3.5 TeV. Caused by adiabatic damping the
beam size shrinks with increasing beam energy, observable
by the increasing a;’ff”(si, t). The sharp edges might be
caused by orbit changes, but have to be investigated fur-
ther. (3) Flat-top, const. a™"(s;,t) and prepare Squeeze.

EX)
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(4) Squeeze, the 8 function changes around the IPs and the
TCTs are moved closer to the beam. (5) Betatarget, const.
al'{"(sq,t), prepare Collisions. (6) Collisions, parallel sep-
aration closed which can be observed by small changes in

ali"(si,t). In segments 7, 8, and 9 physics conditions are

reached. Segment 8 shows marginal changes of a%”(si, t)
caused by luminosity scans. The transitions in the Squeeze
are not smooth as the adjustment to changed optics takes

~ 45s.
Triplet Aperture Measurements

To check and verify the triplet aperture before operat-
ing at reduced 8* (the extremal S-function in the interac-
tion points) of 1.0 m, scans have been performed in the
triplets by using the angle and separation scan knobs cre-
ated for the luminosity optimization and leveling. These
knobs are defined for both beams and have been trimmed
simultaneously to create bump shapes comparable to the
nominal crossing and separation. The following steps were
performed during the scan:

a) increase the bump amplitude until one of the beams
touches the corresponding tertiary collimator (TCT),
observable by the created beam losses;

b) retract both TCTs left and right from the IR by 0.5 o;

c¢) repeat steps (a),(b) until the triplet aperture is exposed,
observable by larger loss spikes in the triplet magnets.

This procedure can be nicely observed by the aperture me-
ter as shown in Fig. 3. The Figures 3a and 3b show the
evolution of a;’ff" (si,t) during the scan. Figure 3a is an ex-
ample how the bottleneck display notifies about a*;" (s;, t)
below the warning limits (currently set to 5.0 beam o). The
evolution plots show that under normal conditions the pri-
mary collimator (TCP.C6L7.B1) is the bottleneck a”*" in
the horizontal plane for beam 1. When the scan is started
(1) the TCT is moved towards the beam until it becomes
a™". The approach of the aperture with the scan accord-
ing to step (c) can be observed in (2) without any impact
on the al'{"(s;,t) except for the moving TCT. In (3) the
two magnets of the triplets right and left of the IP appear in

Operational tools and operators’ view
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Figure 3: Horizontal triplet aperture scan in IP5 (CMS) at 1.5m g*

aZ‘f”(si, t). The magnet MQXB.B2L5 of the triplet right
from the IP becomes a”**" in (4) and the beam is gradually
moved closer, reducing a™". Finally the triplet is exposed,
observed by the created losses. In (5) the collimator’s are
moved out and the scan knob is trimmed back to zero, to re-
move the orbit bump and recover nominal operational con-
ditions.

Figures 3c and 3d are the beam views of the aperture me-
ter at the maximum bump excursion achieved during the
horizontal scan performed in IPS (CMS). The simulated,
measured and interpolated orbit is plotted in the visual-
ization of the mechanical aperture model. A 3 o beam
envelope is added to the interpolated orbit. The result
in the aperture meter (beam envelope touches aperture of
MQXB.B2LS5 - red circle in Fig. 3c) agrees with the beam
loss observations during the scan.

CONCLUSION AND OUTLOOK

The principles for minimal aperture calculation and the
design of the aperture meter application have been pre-
sented. A first implementation is available for operation
and has been especially useful for aperture measurements.
Validation is ongoing to determine the accuracy of the cal-
culation results. Further work has to be devoted to optimize
the configuration of the system and to improve the visual-
ization and playback features.
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Abstract

To reach the required luminosity at the CLIC interac-
tion point, about 2000 quadrupoles along each linear col-
lider are needed to obtain a vertical beam size of 1 nm at
the interaction point. Active mechanical stabilization isre-
quired to limit the vibrations of the magnetic axis to the
nanometre level in a frequency range from 1 to 100 Hz.
The approach of a stiff actuator support was chosen to iso-
late from ground motion and technical vibrations acting di-
rectly on the quadrupoles. The actuators can also reposi-
tion the quadrupol es between beam pul ses with nanometre
resolution. A first conceptua design of the active stabi-
lization and nano positioning based on the stiff support and
seismometers was validated in models and experimentally
demonstrated on test benches. Lessons learnt from the test
benches and information from integrated luminosity simu-
lations using measured stabilization transfer functions lead
to improvements of the actuating support, the sensors used
and the system controller. The controller electronics were
customized to improve performance and to reduce cost,
size and power consumption. The outcome of this R&D
isimplemented in the design of thefirst prototype of a sta-
bilized CLI1C quadrupole magnet.

INTRODUCTION

In CLIC, electrons and positrons are accelerated in two
linear accelerators to collide at the interaction point with
an energy up to 3 TeV [1]. In order to reach the required
luminosity — a measure of callision brightness — the beam
size in the interaction point needs to be 1 nm in the verti-
cal plane and 45 nm in the horizontal plane. This small
beam size is achieved by focusing the beam with about
4000 Main Beam Quadrupoles (MBQs) in the main beam
accelerator. There are 4 types of quadrupolesranging from
Type 1 with a length of 420 mm (100 kg) up to Type 4
with alength of 1915 mm (400 kg). Each quadrupole off-
set in relation to the beam, causes the beam size to grow
at the interaction point, reducing luminosity. Offsets are
introduced through quadrupole misalignment, ground mo-
tion and external forces on the magnet due to water cool-
ing in the magnet, tunnel ventilation, etc. The static mis-
alignment of the quadrupoles is reduced by an alignment
system based on eccentric cams [2]. Two main mitigation
techniques are used to reduce the effect of quadrupole vi-

*The research leading to these results has received funding from the
European Commission under the FP7 Research Infrastructures project Eu-
CARD, grant agreement no.227579

T Stef.marten.johan.janssens@cern.ch
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brations on the luminosity. The first mitigation technique
uses beam-based orbit feedback which measures the po-
sition of the beam with Beam Position Monitors (BPMs)
and redirects it with dipole magnets. An alternate solution
would be to reposition some of the quadrupoles between
pulses (every 20 ms) to the nanometre level. The beam-
based orbit feedback reduces the effect of the quadrupole’s
vibrations on the luminosity under 1 Hz and at multiples of
the repetition rate of the beam (50 Hz).

The second technique reduces the vibrations of the
quadrupole localy for each quadrupole by means of an
active stabilization system which, along with the nano-
positioning, is the subject of this paper. From beam dy-
namics simulations, afirst estimate was made whereby the
integrated root mean square (r.m.s.) for the power spec-
tral density of the vibrations should not exceed 1.5 nm at
1 Hz vertically and 5 nm at 1 Hz laterally [3]. A vibration
isolation system based on stiff piezo actuators has already
been built, using commercial seismometers, reaching the
required level [3][4]. This paper presents the existing and
improved control systems for stabilization and positioning,
their effect on the mechanical system and the influence of
the accelerator environment on the global control scheme.
Firstly, the configuration of the original stabilization con-
troller based on the seismometer, a new system using an
inertial reference mass as well as the controller for the po-
sitioning system is explained. Secondly, the constraints on
the mechanical design due to the chosen control system are
defined. Thirdly, the effect of the accelerator environment
on the global control scheme and its lay out are described.
Finally, the achievements of the different controller lay-
outsin terms of the stabilization system’stransmissibilities
arereveded.

VIBRATION ISOLATION AND POSITION
CONTROL SYSTEM

A stiff system based on piezo actuators was selected for
the stabilization and positioning of the quadrupoles due
to the expected external forces on the quadrupole magnet
coming from the accelerator environment (tunnel ventila-
tion, water cooling, interconnectionsof vacuum tubes,etc.).
The quadrupole on the piezo actuators is represented as a
1 degree of freedom system (see Fig. 1). The equation of
motion in the Laplace domain is given by

X(s) W(s)+ (s)+ A(s)

1)
with m being the mass of the quadrupole, & the spring stiff-
ness of the active support and F' the forces induced on the

e 7F -
ms2 + k ms2 + k ms2 + k

Process tuning and feedback systems
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magnet by water cooling and other direct forces. The vari-
able A representsthe elongation of the actuators depending
on the controller used. The different control configurations
are described in the following paragraphs.

X,
Ref. T

Figure 1: Schematic representation of an active isolation
system with a piezo actuator.

Seismometer

The existing vibration isolation system uses commercial
seismometers which measure the velocity of a magnetic
reference masswith acoil. They have abandwidth between
33 mHz and 100 Hz limited by several high order filtersand
are used in afeedforward/feedback configuration to reduce
the vibration of the quadrupole. The elongation of the ac-
tuatorsisgivenby A = H(s)sX (s) + FF(s)sW (s). The
feedback controller H(s) includes an integrator, a double
lag to limit the bandwidth, a high-pass filter and the sensi-
tivity curve of the seismometer. Thefeedforward controller
FF(s) consists of a high and low-pass filter, an integrator
and the seismometer sensitivity. The control system’smain
limitation is the feedback loop’s instability caused by one
set of poles coming from a high-order low-passfilter in the
seismometer.

Inertial Reference Mass

A new sensor is under development which uses the rel-
ative displacement Ax between a reference mass (X ,.(s)),
with a suspension frequency of 1 Hz and a damping ra-
tio & = 30 % achieved by actively damping the system,
and the quadrupole position (X (s)) (see Fig. 1). This sen-
sor will improve the stability of the controller as the ad-
ditional poles of the seismometer are removed. Using a
capacitive gauge or optical sensor as a measurement de-
vice in the inertial reference mass, alows it to be more
suitable for an accelerator environment with stray mag-
netic fields than a seismometer using a coil. The elon-
gation of the actuator for this configuration is given by
A = —H,(s)(X(s) = Xo(5)) = —Hy(5)X(5) (1= Gi(5))
with G,(s) = 3 = gtk The sensitivity
curvelooks like an under-damped high-passfilter.

Nano-Position Control

The nano-positioning is performed by a controller us-
ing the error (e(s)) between the requested quadrupole po-
sition (R(s)) and the actual relative quadrupole position
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Y (s) = X(s) — W(s)). The actuator elongation is then
given by A(s) = C(s)e(s). The controller C(s) consists
of a Proportional-Integral Controller (Pl Controller). The
limitation of the controller comes from the pole of the first
mode of the system. In order to increase stability, a low-
pass filter at 40 Hz is added.

MECHANICAL DESIGN CONSTRAINTS

The main limitations for the three different control sys-
tems come from instabilities in the feedback loop. The
maximum performance of a feedback system is afunction
of the maximum feedback gain ¢ at which the feedback
loop becomes unstable. The margin of the actual gain to
this maximum gain is caled the Gain Margin (GM). The
GM of the system is influenced by the poles related to the
first mechanical mode in the system. In order to define the
minimal mechanical characteristics of the system, the GM
of the controllers with a fixed gain (g = 10 for the stabi-
lization and ¢ = 105 for the positioning) is set out to a

range of first modes (f; = = \/%) inFig. 2.

L

40

IGMI[dB]

—— Seismometer

207 - = - Reference mass

—e— Position controller

-40
10

First mechanical mode f1 [Hz]

Figure 2: Stability marginsfor a vibration isolation system
with a seismometer, a reference mass and the positioning
controller, all with afixed gain, in function of thefirst mode
of the system.

It shows that the control system with the inertial refer-
ence mass has a higher gain margin than the commercial
seismometer. Further, for both the inertiadl mass and the
nano-positioning, the first mode should only be higher than
120 Hz in order to have sufficient performancein compari-
son to 250 Hz for the commercial seismometer. Thisinput
from the control system has been taken into account for the
mechanical design in the form of an xy-guidance system
to increase stiffness in the lateral direction [4] and puts re-
quirementson the design of the alignment system onwhich
the stabilization system will be mounted.

CONSTRAINTSON GLOBAL THE
CONTROL SCHEME
Working in a long linear particle accelerator brings its
own set of challenges to the global control scheme for the

local stabilization and position controller. The control cen-
tre is located kilometres away from the magnets that need
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Table 1: Classification of Signals According to Timing
Requirements and Direction

Critical latency Best-effort delay
Input T or Ax Self check
w Emergency stop
y New position R
Configuration parameters
Output A T
Error signal

RMS vibration level of Magnet
Performancefigure

to be stabilized and positioned. It was demonstrated that
the phase shift introduced by such a long communication
path would be disastrous for the performance of the sta-
bilization controller even when optical fibres are used [6].
To this end, the signals going into and coming out of the
global control system are divided between delay critical
and best effort delay signals (see Table 1). The signals for
the stabilization and positioning controllers are time criti-
cal. This limits the distance allowed from the magnet to
these controllers. However, the tunnel is an el ectromagnet-
ically noisy environment and the sensor cables are a weak
link. At the same time, putting the electronics closer to
the magnet increases the radiation exposure. As a compro-
mise, the stabilization and position controllers are put in a
hybrid controller at a distance from the magnet in the or-
der of metres as is shown in Figure 3. The final location
will depend on civil engineering constraints. The hybrid
mixed-signal electronic board is described in Ref. [5]. It
is based on alow noise analogue circuit filtering, shaping,
processing and generating the relevant control signals (& or
Az, and A), and a digital part for the configuration of
controller parameters (gain g, filter limits,...). A hybrid so-
Iution was chosen over amoreclassical digital construction
using ADCs and DSPs or FPGAs for a number of reasons.
ADCs with aresolution of at least 18 bits are required [6],
which are not commercially availablefor radiation environ-
ments like CLIC. Latency was also shown critical for the
stability and performance of the controller. To achieve the
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required delay, a very high sampling rate, without buffer,
and hardware clock frequency isrequired. In addition, dig-
ital electronics are more sensitive to radiation, especially
single events, than analogue electronics. The analogue cu-
mulative errors are worse than those of adigital system but
they can be partially compensated by gain corrections. All
analogue components are chosen to have low noise and es-
pecially alow 1/f corner frequency, asthe signal bandwidth
of interest starts at 100 mHz (tantalum capacitors, metal
thin layer resistors, etc.). Additionally a custom integrated
control board has a lower cost, less power consumption,
and reduced volume compared to aclassic digital platform.

The best-effort delay signals include position, configu-
ration parameters and status. They are processed at alocal
digital infrastructure which communicates with the remote
control centre kilometres away. Only best-effort delay can
be expected as these signals need to travel the distance to
the remote control centre so a delay is unavoidable which
is not a problem as long as the delay is kept constant.

SIMULATIONSAND TEST RESULTS

The effect of the ground vibrations on luminosity de-
pends on the transmissibility of the vibrations from the
ground to the quadrupole, the shape of the ground motion
at that location and the beam-based orbit feedback, which
works only below 1 Hz and at multiples of 50 Hz. Simu-
lations for the transmissibilities of the local vibration con-
troller were performed for a 100 kg mass (Type 1 mag-
net) on top of two piezo actuators resulting in a natural
frequency of around 300 Hz in the vertical direction. Sev-
eral differentlocal controller configurationswere simulated
with both commercial seismometers and inertial reference
mass (see Fig. 4). These seismometerswere used in afeed-
back and feedback combined with feedforward configura-
tion. Thelatter wastested on aprototypetest bench, using a
prototype of the hybrid controller, performing very closeto
the simulations. The transmissibility of this configuration
was included in luminosity simulations [8] which showed
that the peak at 80 Hz is undesirable as this is a location
where the beam-based orbit feedback does not perform
well. Using the reference mass reduces the performance
locally at 7 Hz but gives a broader bandwidth aswell as re-
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Figure 4: Transmissihilities between ground and quadrupolefor the theoretical and measured feedforward combined with
feedback system using a seismometer and the feedback using an inertia reference mass.

moving the unwanted peak at around 80 Hz. However, this
configuration has a peak at around 0.2 Hz coinciding with
the high ground motion due to incoming sea waves known
as the micro seismic peak. Including a high-pass filter in
order to movethelow frequency peak away from the micro
seismic peak resolvesthe problem. Thetransmissibility for
this system also tested in a simulation of the whole accel-
erator including other mitigation techniques (beam-based
feedback, etc.) with aground motion model corresponding
to the vibrations expected in the CLIC tunnel. It was found
that the reference mass with the high pass filter gave the
best performance reducing the luminosity loss from 68%
to only 3 % although it is not the highest performing sta-
bilization system at lower frequencies[7]. This shows that
the interaction with the other mitigation techniques and lo-
cal vibration levels are an important factor in defining the
controller for stabilizing CLIC’s main beam quadrupoles.

CONCLUSIONS

This paper has shown the effect of the different con-
trol systems on the mechanical system and the effect of
the global control scheme due to the accelerator environ-
ment underlining that the first mechanical mode needs to
be above 120 Hz for the position controller and if an iner-
tiadl mass is used. The commercial geophones need a first
mechanical mode higher than 250 Hz to keep it from desta-
bilizing the stabilization controller in feedback configura-
tion. Furthermore, the stabilization and position controller
must be placed metres away from the magnet because of
a performance drop due to latency and sensitivity to radi-
ation and electromagnetic noise. The choice of a hybrid
analogue/digital controller also contributesto reducethela-
tency. A digital connectionwas made which communicates
with the remote control centre in order to keep some flex-
ibility in the system for local changes in vibration levels

Process tuning and feedback systems

and enable monitoring. A list of the interface signals was
defined based on the critical delay and best-effort delay re-
quirements. From beam simulations of thewhole CLIC ac-
celerator it was revealed that the shape of the stabilization
controller is also defined by the interaction with the other
mitigation techniques.
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UPGRADE OF THE SERVER ARCHITECTURE FOR THE
ACCELERATOR CONTROL SYSTEM AT THE HEIDELBERG ION
THERAPY CENTER

J.M. Mosthaf*, K. Hoppner, S. Hanke, S. Stumpf, A. Peters, T. Haberer
HIT, Heidelberg, Germany

Abstract

The Heidelberg Ion Therapy Center (HIT) is a heavy
ion accelerator facility located at the Heidelberg univer-
sity hospital and intended for cancer treatment with heavy
ions and protons. It provides three treatment rooms for
therapy of which two using horizontal beam nozzles are
in clinical use and the unique gantry with a 360’1’(,% ro-
tating beam port is currently under commissioning. The
proprietary accelerator control system runs on several clas-
sical server machines, including a main control server, a
database server running Oracle, a device settings model-
ing server (DSM) and several gateway servers for auxiliary
system control. As the load on some of the main systems,
especially the database and DSM servers, has become very
high in terms of CPU and I/O load, a change to a more up to
date blade server enclosure with four redundant blades and
a 10Gbit internal network architecture has been decided.
Due to budgetary reasons, this enclosure will at first only
replace the main control, database and DSM servers and
consolidate some of the services now running on auxiliary
servers. The internal configurable network will improve
the communication between servers and database. As all
blades in the enclosure are configured identically, one ded-
icated spare blade is used to provide redundancy in case of
hardware failure. Additionally we plan to use virtualization
software to further improve redundancy and consolidate the
services running on gateways and to make dynamic load
balancing available to account for different performance
needs e.g. in commissioning or therapy use of the accel-
erator.

THE HIT ACCELERATOR FACILITY

The Heidelberg Ion Therapy Centre (HIT) is a dedicated
hadron accelerator facility for radio-therapeutical treatment
of tumor patients [1, 2]. The two horizontally fixed treat-
ment rooms as well as the gantry and experimental area
(see Fig. 1) can be served in multiplexed operation with
proton and carbon beams with qualified beam parameters
(called MEFI, see Table 1), other ions like helium and oxy-
gen have been tested.

The achieved energy range of 88-430MeV/u for carbon
ions and 48-221 MeV/u for protons is sufficient to reach a
penetration depth of 20-300 mm in water. Patient treatment
in the two horizontal treatment rooms is running at approx-
imately 40 patients a day and the experimental area is used
during night shifts. The gantry commissioning is ongoing
and expected to finish in early 2012 [3, 4].

* joerg.mosthaf @med.uni-heidelberg.de
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Figure 1: The HIT accelerator facility.

Table 1: MEFI Values

Parameter  Steps Protons Carbon
Energy 255 48-221MeV/u 88-130MeV/u
Focus 4(6) 8-20 mm 4-12 mm
Intensity 10(15) 4-108-1-1019 1.107-4.108
Gantry Angle 36 365 365

SERVER ARCHITECTURE OF THE HIT
ACCELERATOR CONTROL SYSTEM

The accelerator control system of the HIT facility
(Fig. 2) was planned around several classical servers com-
prising the main ACS servers and the gateway and sec-
ondary servers [5, 6]. At the time of conception, this was
the most practical way to limit negative influence of sec-
ondary systems and DSM calculations on the accelerator
cycle.

Original ACS Servers

The original main ACS servers were housed inside two
standard 19” racks together with secondary servers and
gateways (see Fig. 3). A third 19” rack contains reserve
servers and a network attached storage server (NAS) as
well as a backup tape library. We used Fujitsu-Siemens
TX100S2 and TX200S3 servers with dual core processors
and 2 GB of memory running Windows Server 2003 and
Oracle 9. This was deemed sufficient for the ACS and ran
from 2005 through the commissioning of the facility until
2010 when gantry commissioning began in earnest. With
the addition of the gantry angle as parameter for DSM cal-
culations, the database tables for device data were filling
rapidly. The addition of a second set of RAM data for de-
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Figure 2: Server architecture and devices of the HIT accelerator control system with replaced servers shown.

vice control units to help in commissioning also strained
the database. Underlying flaws in database design and con-
figuration as well as limitations in CPU power, RAM and
I/0 speed reduced performance of operations and calcula-
tions of device settings. Regular statistic optimization and
manual pruning were necessary to keep the database from
choking.

Figure 3: One of the ACS 19” racks.

Upgrade of control systems

One complete interpolation of all gantry devices took be-
tween 4 and 6 hours per ion type. Downloading to the de-
vice control units (DCU) took more than 38 minutes and
flashing took another 30 minutes. Cycle overhead (time
between end of one beam cycle and start of a new one) was
on average 1000 ms with a high spread. This proved to be
an impediment mainly for commissioning of the gantry, but
cycle performance was also an important consideration be-
cause of its influence on patient throughput. A performance
analysis of the database system in cooperation with the in-
dustrial supplier of the control system (Eckelmann AG) and
the GSI Helmholtzzentrum fiir Schwerionenforschung re-
vealed issues in the database design as well as installation
and configuration problems of the oracle server [7].

New Blade Servers

A part of the solution to these performance problems was
a plan to replace the aging server structure with a new, state
of the art blade center. Blade centers have several advan-
tages over classical servers.

o High density - more processing power in less space

e Flexibility, modularity, and ease of upgrading - take
out and add in server blades while the system is up
and running

e Power consumption and power management - con-
solidation of power supplies and reduction of overall
power consumption
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e Network and other cabling - simplified cabling re-
quirements and reduced wiring

e Load balancing and failover - blades have simpler and
slimmer infrastructure and are designed for this task
from the manufacturer

The disadvantages of blade centers are mainly high initial
costs for the enclosure and vendor lock-in. To spread the
costs over several budgets, it was decided to first replace
only the main ACS servers more or less directly with blade
servers and also procure the necessary infrastructure for
further expansion. We started with one 16-space enclosure
with redundant power supplies, management modules and
dual Flex-10 10Gb/s Ethernet connections. Four identical
blade servers with two 8-core CPUs, 24 GB of RAM and
two internal HDDs and one storage blade with four HDDs
in a RAID configuration are integrated into the enclosure
(Fig. 4. The new database server, running Oracle 11 on
Windows Server 2008, is connected to the storage blade
and has a completely new configuration according to the
tests and recommendations by GSI. All blades are inter-

Figure 4: The blade enclosure.

connected and share the same power supply, management
modules and network connection. After installation and
configuration of the blade enclosure and the blade servers,
the newest version of oracle 11g was installed on the des-
ignated database blade (blade 1 and storage blade) and the
HIT ACS on the other servers. As planned, the second
blade replaced the maincontrol server, the third blade the
DSM and the fourth blade the ACS backup server. The
third and fourth blade also double as backup blades in case
of hardware failure.

PERFORMANCE IMPROVEMENTS

Following the take-over of the new blade system for the
old ACS servers, several measuring shifts were used to de-
termine the performance gains. We compared pre-blade
data of cycle times to several testing plans run in patient
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mode. These testing plans showed an average cycle over-
head of 740ms as opposed to ~1000ms. Scatter plots of
cycle times before and after the server upgrade are shown
in Figures 5 and 6. Red data points show cycles collected
with the old servers, while green data points show cycles
running with the new blade center. These points show a
mix of different accelerator modes and so the decrease in
average cycle overhead is not as pronounced.
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Figure 5: Scatter plot of cycle time.
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Figure 6: Scatter of cycle overhead.

The spread of the data points is smaller, especially in
the cycle overhead graph. The better database performance
results in less waiting time during cycle overhead and so
reduces average overhead by approximately 30% in test
plans. The average overall length of the cycle has been
reduced also, while beam time is identical. The improve-
ments in DSM calculation is very significant. As Table 2
shows, the interpolations and download have improved sig-
nificantly.

Also very noticeable are the improvements in GUI per-
formance. All GUI functions using database queries have
been sped up by an appreciable amount. Most responses
that took several seconds before, are now instantaneous.
Only some functions, like reading and filtering longer log
histories or loading data for therapy protocols, still take
several seconds.

Upgrade of control systems
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Table 2: Approximate Improvements with New Blade Sys-

tem

| Original  Blade  Gains
Interpolation  (incl. | ~4—6hrs. ~1.5hrs. >200%
gantry devices)
Download (per ion | ~40mins. ~10mins. ~400%
type)
Flash (per ion type) | ~30mins. ~8mins. >250%
Avg. cycle overhead | ~1000ms ~740ms ~35%
(with test plans)

CONCLUSIONS AND OUTLOOK

The performance gains with the new blade servers are
substantial. The Table 2 shows great improvements in
DSM computations and gains in operating are also signifi-
cant. GUI performance is significantly improved and wait-
ing times for database queries are vastly reduced. Even
cycle overhead has shortened by a factor of ~30% and
is expected to improve more with new database enhance-
ments. Redundancy is enhanced by the hot spare blade
servers which are pre-configured to run all ACS services
and by the dual Ethernet connection.

The next step in our upgrade will be to procure more
blade servers and incorporate the auxiliary and gateway
servers into the blade center. Also planned is a Storage
Area Network (SAN) blade that will be connected to all
blade servers via internal 10 Gb/s Ethernet and allows sav-
ing of server images and fast failover capabilities. More
and dedicated hot spare blades will also bring more redun-
dancy. We also plan on using virtualization software to run
some of our servers with resource sharing and load balanc-
ing to better utilize our server resources to the fullest.

Upgrade of control systems
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A DIGITAL BASE-BAND RF CONTROL SYSTEM*

M. Konrad', U. Bonnes, C. Burandt, R. Eichhorn,
J. Enders, N. Pietralla, TU Darmstadt, Darmstadt, Germany

Abstract

The analog RF control system of the S-DALINAC has
been replaced by a new digital system. The new hardware
consists of an RF module and an FPGA board that have
been developed in-house. A self-developed CPU imple-
mented in the FPGA executing the control algorithm allows
to change the algorithm without time-consuming synthe-
sis. Another micro-controller connects the FPGA board to
a standard PC server via CAN bus. This connection is used
to adjust control parameters as well as to send commands
from the RF control system to the cavity tuner power sup-
plies. The PC runs Linux and an EPICS IOC. The latter is
connected to the CAN bus with a device support that uses
the SocketCAN network stack included in recent Linux
kernels making the IOC independent of the CAN controller
hardware. A diagnostic server streams signals from the
FPGAs to clients on the network. Clients used for diag-
nosis include a software oscilloscope as well as a software
spectrum analyzer. The parameters of the controllers can
be changed with Control System Studio.

We will present the architecture of the RF control system
as well as the functionality of its components from a control
system developers point of view.

INTRODUCTION

The S-DALINAC is an 130 MeV recirculating electron
linac that is operated in CW mode. It uses superconduct-
ing niobium cavities at 2 K with a loaded Q of 3 - 107 for
acceleration. Their 20 cell design and the high operating
frequency of 3 GHz make them very susceptible for micro-
phonics. In addition, superconducting 2 and 5 cell capture
cavities, one of them supporting acceleration at velocities
B < 1, are used inside the injector.

Furthermore, room-temperature chopper and buncher
cavities are operated. A new polarized electron injector
has been assembled in the accelerator hall [1]. Its bunching
system consists of a chopper cavity and a 3 GHz as well as
a 6 GHz harmonic buncher. Therefore the RF control sys-
tem has to deal with different loaded quality factors (Qp)
ranging from some 5000 to 3 - 107 as well as with different
operating frequencies.

The target specification for the stability of the accelerat-
ing field is an error in phase of 0.7° rms and a relative error
in amplitude of 8 - 10~5 rms. Since the old analog RF con-
trol system never achieved these values and became more
and more unreliable it has been replaced by the new digital
RF control system last year.

*Work supported by DFG through CRC 634.
T konrad @ikp.tu-darmstadt.de
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Figure 1: Overview over the hardware components of one
channel of the RF control system.

CONTROLLER-BOARD HARDWARE

The RF control system converts the RF signals down to
the base band. This allows to split the hardware into two
parts: A frequency dependent RF board containing the 1/Q
(de)modulator and a frequency independent FPGA board
processing the signals (see Fig. 1). All hardware compo-
nents have been developed in-house. A separate power de-
tector located on the RF board improves the accuracy of the
magnitude measurement.

The analog signals are low-pass filtered on the FPGA
board before they are digitized to avoid aliasing effects.
The filters used for this purpose are third-order 7 filters
with an edge frequency of ~ 100 kHz. This filtering step
is very important because the 19/20 = mode of our 20 cell
cavities is only separated by 700 kHz from the ™ mode used
for acceleration. The chosen filter design ensures that the
adjacent mode is suppressed by 55dB while on the other
hand the phase shift introduced by the filter is negligible
for microphonic frequencies (up to 10kHz).

High-linearity 18 bit ADCs are used to meet the specifi-
cation in respect to accuracy. They run at their maximum
sampling rate of 1 MS/s to keep the latency low and to al-
low the system to detect the signal of a detuned cavity op-
erated in self-excited loop mode.

The FPGA used on the controller boards is a Xilinx Spar-
tan 6 (XC6SLX45). Roughly 25% of its resources are used
up to now leaving enough room for future extensions of the
algorithm.

The requirements concerning the resolution of the DACs
are not as high as for the ADCs. The DACs that are used on
the FPGA board have a resolution of 16 bits and run with a
frequency of 1 MS/s.

Upgrade of control systems
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Figure 2: Simplified flow-chart of the self-excited loop control algorithm used with the superconducting cavities.

FPGA AND CONTROL ALGORITHM

The different QQ1s of our cavities make different con-
trol algorithms necessary. The room-temperature copper
resonators are operated with a generator-driven resonator
(GDR) algorithm whereas for the superconducting cavities
a self-excited loop (SEL) algorithm is better suited. Fig-
ure 2 shows a simplified flow-chart of the SEL control algo-
rithm. In addition to simple operations like multiplication
and adding operations it uses CORDIC blocks to transform
from Cartesian coordinates (I and @) to polar coordinates
(magnitude and phase) and back [2]. For a more detailed
description of the control algorithms see [3] and [4].

The control algorithm is implemented as a program for a
self-developed soft CPU that is placed into the FPGA. The
CPU is highly optimized for the implementation of RF con-
trol algorithms. Its arithmetic logic unit (ALU) uses 18 bit
operands in order to fully exploit the accuracy of the ADCs.
To keep things as simple as possible the instruction set is re-
duced to the operations needed for RF control algorithms.
The CPU does not use complex memory access but only
variable and parameter registers. Parameter registers are
used for control parameters that are adjusted by the opera-
tor. They are read-only for the soft CPU but read/write for
the micro-controller which connects the controller board to
the PC. Variable registers used for intermediary results on
the other hand are read-only for the micro-controller but
read/write for the soft CPU. This concept together with a
two-staged pipeline allows a high clock rate of 80 MHz.
Complex operations like the conversion from Cartesian co-
ordinates into polar coordinates and back are based on Xil-
inx CORDIC IP cores [5] that can be used from the CPU
and that are pipelined as well (about 30 stages).

The CPU provides several 36 bit accumulating registers
that can be used for the implementation of integral con-
trollers. Only the 18 most significant bits are used for fur-
ther processing but all 36 bits are considered for the ac-
cumulated sum. This allows integral controllers with time
constants of roughly 1s.

To avoid discontinuities all operations are available in a
normal and a clipping variant. The latter clips the signal
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to the maximum/minimum 18 bit value if the result of an
operation exceeds the range. The normal variant of the in-
structions is typically used for phase operations whereas
the clipping variant is used for calculations with magnitude
or I/Q values.

Using a soft CPU for the control algorithm has advan-
tages in diagnostics because all variables (and thereby all
intermediary results) are stored in fixed registers (block
RAMs) where they can be read out easily. In particular
there is no need for 18 bit data paths and huge multiplexers
throughout the whole FPGA that would consume a great
deal of the resources. In addition to this the soft CPU
approach speeds up the development of the control algo-
rithms. No time consuming synthesis of the Verilog code
is necessary after the control algorithm has been changed.
On the other hand the serial processing of the data reduces
the performance. It turned out that for most practical pur-
poses this penalty is small since the latency between ADC
and DAC is determined mainly by the CORDIC blocks.
The latency caused by the complete control algorithm is
approximately 1 us.

SLOW CONTROL

The controller boards are connected to a standard PC
server via CAN bus. This interface is used to monitor and
adjust all slowly varying (e. g. by user interaction) parame-
ters of the control algorithm and the hardware. The micro-
controller that connects the FPGA boards to the CAN bus
runs Nut/OS, an open source real-time operating system
providing cooperative multi-threading [6]. In addition to
communicating with the PC it sends commands directly to
the fine and coarse tuner power supplies via CAN bus. A
three-step controller implemented in the micro-controller
activates the motor tuner if the fine tuner approaches its
limits.

The PC runs Linux and an EPICS IOC that is hooked up
to the CAN bus via a device support that uses the Socket-
CAN network stack included in recent Linux kernels (since
2.6.25) [7]. SocketCAN provides access to the CAN bus
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Figure 3: Screenshot of the main display of the RF control system’s operator interface. It only provides the most frequently

used controls and links to further displays for details.

via network devices (BSD sockets) which can be accessed
by multiple applications at the same time (e.g. the IOC
and a CAN sniffer). Furthermore it acts as an abstraction
layer that makes the device support independent of a spe-
cific CAN card or hardware vendor (all CAN cards having
a SocketCAN driver are supported).

All together the IOC provides several thousand records
for all 16 RF channels. A great deal of them is related to
diagnostics.

The operator interface has been implemented with Syn-
optic Display Studio [8]. Figure 3 shows a screenshot of
a display providing an overview over all control loops and
their most important controls. Further controls are avail-
able on control algorithm specific displays that contain all
parameters for the selected controller.

DIAGNOSTICS

The FPGA boards provide fast diagnostic data via
USB 2.0. Eight signals with a resolution of 16 bits are con-
tinuously transferred into the PC with the full sampling rate
of 1 MS/s. The two least significant bits of the full 18 bit
result are available as separate channels.

During operation eight controller boards are plugged
into a crate together with a concentrator card. The con-
centrator card uses an FPGA to collect the data from the
controller boards and streams the selected signals to the
PC over its own USB 2.0 interface (cp. Fig. 4). Two crates
can be coupled over a parallel LVDS interface. In this con-
figuration one concentrator module acts as master and the
other as slave. Signals from different controller boards and
crates can be transferred at the same time.

In addition to the eight channels with full sampling rate
the master concentrator card provides a stream of all 64 sig-
nals of all 16 controller boards on a second USB 2.0 inter-
face. This data is transferred with a reduced sampling rate
of 2kHz and is intended for monitoring. Both USB data
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streams end at the PC where the IOC reads the data via a
specially developed device support.

The data streams are forwarded by the diagnostic server
process to the connected clients via TCP connections. Typ-
ical client applications include a software oscilloscope [9]
that has been extended with a data source plug-in that reads
data over the network from the IOC as well as a software
spectrum analyzer [10]. Data recording is possible with
standard Unix tools (e. g. netcat).

In addition to forwarding the stream of data the slow data
stream is fed into EPICS records by the device support. It
provides mean values of all signals every 0.1 s which can
be used for monitoring.

Those values can be used to detect if a controller is out of
lock but they do not provide precise information about the
performance of the cavity and its controller. Even the oscil-
loscope view of the fast streaming data is not very helpful
because it is difficult to see small changes in a noisy sig-
nal. A much more meaningful measure for the errors of the
field in the cavity are the RMS errors of the magnitude and
phase error signals. They could be calculated from the fast
streaming data at the PC but this would be possible only for
four cavities even if all eight diagnostic channels are sacri-
ficed for this purpose. To cover all cavities while keeping
the diagnostic channels free for the operator the RMS cal-
culation has been moved partly into the FPGAs of the con-
troller boards. They have the whole data stream available
and can relieve the PC from processing work by carrying
out the most time-consuming part of the calculation. The
FPGAs calculate the square of the signals for each ADC
sample and sum 2'7 of them up which corresponds to a
time of roughly 0.1s. The result is transferred to the PC
via CAN bus. The EPICS IOC calculates the square root
of the sums and scales the values to finally get an error in
degrees or a relative error in case of the magnitude respec-
tively.

Upgrade of control systems
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Figure 4: Data flow between controller boards, concentra-
tor modules, diagnostic server and clients.

SOFTWARE AND FIRMWARE
DEPLOYMENT

The RF control system has been put into operation as
soon as the major components allowed stable operation. A
lot of bug fixes and new features have been integrated since
then. It turned out that the concept of continuous integra-
tion works best for us. It requires to recompile and deploy
the software to the PC server and firmware to the micro-
controllers and FPGAs frequently and — most important —
in a repeatable fashion. This has been achieved by using the
Debian Fully Automatic Installation (FAI) [11] to setup the
PC server over the network. A virtual machine is used for
testing to make sure all packages are installed cleanly be-
fore the production machine is reinstalled. To speed up the
installation some software components are automatically
build by a build server and distributed as Debian packages.
This way changes can be deployed to the test or the produc-
tion system within minutes. A complete installation of the
server takes about 10 minutes. This means that downtimes
of the accelerator of half an hour can be used to upgrade the
complete RF control software. Updates of the IOC are pos-
sible even during operation because the controller boards
run completely independent of the PC.

The IOC configuration is generated automatically from
a relational database and a set of templates during installa-
tion. This way we can recover quickly from a broken PC
without the need to hold completely installed and config-
ured spare hardware available. Instead one spare machine
is sufficient for all PCs running IOCs.
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The micro-controller firmware images of the FPGA
boards and the tuner power supplies can be updated via
CAN bus. A boot loader makes it possible to recover
from broken firmware images without physical access to
the JTAG chain. The configuration of the FPGAs can be
written using the same technique. A multi-boot functional-
ity provides a fall-back to a second “golden” image for the
FPGA in case of a broken primary bitstream [12].

These measures together with revision control of all
components make a significant contribution to reduce the
downtime of the RF control system.

SUMMARY

The digital RF control system is based on in-house de-
veloped hardware giving us full control over every detail.
The soft CPU that has been implemented in the FPGA al-
lows fast and flexible modification of the control algorithm
on one hand and powerful diagnostics on the other hand.
The availability of extensive diagnostics has proven to be
a considerable precondition for the smooth commissioning
of a new RF control system.

A highly automatized deployment of all parts of the soft-
ware and configuration allows a fast integration of further
improvements into the production system.
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LHC SUPERTABLE

M. Pereira, T.E. Lahey*, M. Lamont, G.J. Miiller, D. D. Teixeira, CERN, Geneva, Switzerland
E.S. McCrory, Fermilab, Batavia, USA

Abstract

LHC operations generate enormous amounts of data.
This data is being stored in many different databases.
Hence, it is difficult for operators, physicists, engineers and
management to have a clear view on the overall accelerator
performance. Until recently the logging database, through
its desktop interface TIMBER, was the only way of retriev-
ing information on a fill-by-fill basis. The LHC Supertable
has been developed to provide a summary of key LHC per-
formance parameters in a clear, consistent and comprehen-
sive format. The columns in this table represent main pa-
rameters that describe the collider’s operation such as lu-
minosity, beam intensity, emittance, etc. The data is orga-
nized in a tabular fill-by-fill manner with different levels of
detail. Particular emphasis was placed on data sharing by
making data available in various open formats. Typically
the contents are calculated for periods of time that map to
the accelerator’s states or beam modes such as Injection,
Stable Beams, etc. Data retrieval and calculation is trig-
gered automatically after the end of each fill. The LHC
Supertable project currently publishes 80 columns of data
on around 100 fills.

MOTIVATION

Even before the LHC came into operation it was already
evident that there would be a need for means of easily ob-
taining general statistics on the performance of the accel-
erator. The LHC has been in stable activity for several
months now and a large amount of data has already been
produced. The increase of accelerator’s performance and
the thirst of physicists for data highlighted the need for
a tool that processes and displays information on perfor-
mance and other statistics.

Although the data is commonly available and accessi-
ble through dedicated tools it is troublesome to create an
overall view of the operation of the LHC. One of the main
data sources is the LHC Logging Service [1]. This service
consists of two databases where data from all LHC devices
and parameters is stored. Access to these databases is done
through a Java API or through a desktop application called
TIMBER. While the Java API allows other developers to
retrieve data programatically, TIMBER can provide plots
and data export into different formats. Although these tools
fulfill their intended purpose they are much better at provid-
ing data of specific aspects of the LHC than producing the
full picture. Another limitation of the available data mining
tools available is that their use is typically restricted within
CERN.

*On leave from SLAC, Menlo Park, California, USA

86

As for the Tevatron [2], an application was developed to
provide summary data of the performance of the LHC.

THE SUPERTABLE

The supertable is a spreadsheet which provides a sum-
mary of LHC key parameters that can be used to assess the
accelerators performance [3]. The columns of this table
represent beam or accelerator parameters, such as, lumi-
nosities, beam intensities, crossing angles, filling scheme,
etc. Each row contains the values of these parameters for
each fill. The intent of the LHC Supertable is not to pro-
vide detailed data on each of these parameters. For that
purpose, specialized and dedicated tools have been devel-
oped over the years and are used by experts on each of the
domains. Instead this application aggregates and formats
data in a concise and clear way so that physicists, experts
and management alike can be given a general overview of
the collider. In summary the LHC Supertable aims at:

e Providing a summary of the key parameters that detail
the performance of the LHC.

e Providing a concrete mechanism for determining
these key parameters on which everyone can agree (or,
at least, through which the parties that disagree can
have a basis for their argument).

e Displaying data in easily understandable formats such
as web pages and excel sheets.

e Being a small, simple and concise resource.

A similar system has been implemented in Fermilab for the
Tevatron accelerator. Fermilab’s Supertable has been in op-
eration since 2004 and currently stores data on thousands
of fills. In order to profit from Fermilab’s experience with
their implementation, the LAFS workgroup was called in
to give their input and contribution to the project. As a re-
sult, CERN’s Supertable architecture is greatly inspired on
Fermilab’s experience [4]. A proposal was made [5] to im-
plement a web application that would gather data from var-
ious data sources, process and store in a dedicated database
and finally publish the digested data. The solution would
profit from Fermilab’s experience while the implementa-
tion would take in account the specificities of the LHC.

IMPLEMENTATION DETAILS

The LHC Supertable is a web application developed in
Java and using the Spring framework. The application is
divided in two components: persistence and web.

Data and information management



Proceedings of ICALEPCS2011, Grenoble, France

View

J2EE Public Service

| Controller I

~ )

Application Server

Calculations

[ Common Layer ] [ Logging APl ]
\ o
]

Figure 1: Simplified architecture overview of the LHC Su-
pertable application.

Persistence Module

The persistence module is responsible for gathering data
from the various data sources, processing the data and per-
sist it in the database. This process is triggered by a cron
job scheduled to run every 30 minutes. When the process
is started there is first a verification if there are new fills to
be calculated. If so, the processor will iterate through the
columns of the supertable, calculating them one by one for
that particular fill. The algorithms themselves are encapsu-
lated in Java classes called cells. Each cell in the Java code
is responsible for the calculation of one or more supertable
cells. In example, the beta star scheme in the supertable is
calculated within the BetaStarSchemeCell Java class, while
luminosities are calculated in the LuminosityCell. With this
separation of concerns each cell becomes an independent
unit responsible for processing a set of columns in the ta-
ble. Figure 1 shows a simplified view of the architecture.

Each attribute in the Supertable has an associate algo-
rithm description and unit. These two elements are of great
importance as beam or accelerator parameters may be cal-
culated in different ways. However, the algorithm used to
calculate a certain property may change over time. The
Supertable offers the possibility to change algorithms inbe-
tween fills or recalculate past fills. The calculation of pa-
rameters, i.e. peak ATLAS luminosity, typically involves
the retrieval of data from one of the data sources. The
Supertable is currently gathering data from the Logging
Database, LSA [6], Postmortem [7] and the E-logbook.
The current implementation is flexible enough to support
the introduction of new data sources. Since one of the pri-
mary motivations of the Supertable is for a simple, clean
and organized presentation the columns have been classi-
fied into one or more specific categories, which we call
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Figure 2: Implemented database schema.

views. The user can select one of these simple views to
focus his/her attention on his/her area of interest. For ex-
ample, the Luminosity view will only show columns con-
cerning luminosity. The organization of columns into views
provides different levels of detail according to the user’s
needs.

Data Storage

After all columns have being calculated the data is per-
sisted in the database. For that purpose a schema has been
created in the Logging Database. The Logging Database
ensures the persistance of the data for the living time of
the LHC. Hence, for the sake of consistency and central-
ization of services, the data of the Supertable was stored in
the same environment as the rest of the logging data.

As shown in Figure 2 the database schema is quite sim-
ple but provides a lot of flexibility in the supertable. The ta-
ble ATTRIBUTES is where the columns of the Supertable
are defined. It currently holds 87 different attributes and,
as mentioned before, each one has a class name field which
corresponds to the name of the Java class responsible for
calculating the value of the attribute. Additionally, the or-
dering and level of the columns are also defined in this table
allowing to easily change the appearance of the Supertable
in the web interface. Add, remove and edit operations on
attributes can be performed via a dedicated administration
package. This data driven approach makes the structure
more flexible making it unnecessary to redeploy the appli-
cation module responsible for the reads and writes in the
database. In the ALGORITHMS table are defined both
the algorithm and units per attribute of the Supertable. It
was decided not to separate algorithms and units in differ-
ent tables since they are strongly coupled and the separa-
tion wouldn’t bring a significant added value in terms on
flexibility. Since it is possible to change the algorithm be-
ing used in the calculation of a Supertable column without
having to recalculate past fills an extra table was needed.
The ATT_ALG_VERSIONS table keeps track of which
algorithms were used to calculate each attribute through-
out the calculated fills. Whenever a new algorithm is added
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for the calculation of a column, this table will contain the
fill number from which the algorithm went into effect. In
case errors occurred at the time of the calculation of a fill
these are stored in the data errors table. These errors should
be displayed to the user to explain the reason behind even-
tual missing values for some columns. The choice of the
logging database as final location for this scheme brought
along an inherent limitation. Due to how the backup pro-
cess occurs in the logging database, data becomes read only
after a undefined period of time. In practice this means
the recalculations of fills can only be performed provided
that the backup process hasnt handled those particular fills.
This schema doesn’t currently offer any kind of versioning
of data but we believe that this could be one of the solu-
tions to workaround the mentioned constraint. Data from
the Supertable can be programatically accessed through the
Logging API using the SupertableController.

Web Module

The second module of the LHC Supertable is the web in-
terface. The technology chosen was Google Web Toolkit.
GWT allowed the creation and maintenance of a powerful
Javascript front-end developed 100% in Java. The interface
was made clean and as simple as possible but providing
enough functionality to be useful. It displays data in tabu-
lar form and provides the algorithms used to calculate each
parameter as well as the units. Columns are organized in 5
views and by default only a small subset will be displayed.
In addition, exports in Excel and JSON are available allow-
ing users to use data as they see fit.

CURRENT STATUS & OUTLOOK

The project as specified has been fully implemented as
shown in Figure 3. The LHC Supertable currently pub-
lishes 87 columns of data for over 300 fills. Several views
are available providing more or less detail according to
the users needs. Data can be exported in both excel and
JSON [9] formats along with a static html version. De-
spite the implementation of all planned functionalities the
Supertable suffered from a great problem early on: quality
of data. For some of the trickiest parameters to calculate
algorithms were adopted from Fermilab’s Supertable such
as emittances, luminosities from emittances, among others.
However, some of the implemented algorithms didn’t trans-
late well to the LHCs reality. Even though some of those al-
gorithms have been changed, some errors still persist in the
calculations. At the same time the LHC Supertable project
was being developed another project was under way. The
LHC Performance and Statistics although similar in goal
started from a different point.

The Statistics application focused at first on creating a
repository on ROOT files containing data on a set of key
performance parameters of the LHC during the course of a
fill. These files are meant to be used by physicists or ex-
perts who want to explore in more detail what happened
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Figure 3: LHC Supertable web interface.

during a particular fill. Additionally, the Statistics applica-
tion also made available a set of ROOT generated plots and
a small table describing a limited subset of parameters also
characterized by the Supertable. After some analysis of the
functionality and architecture of both applications it was
clear that these weren’t concurrent systems but rather com-
plementary. Hence a decision was taken to merge the two
systems and provide a better service to the users of both ap-
plications. At the time of this writing the developer teams
of both projects are reviewing the calculation algorithms
used for the LHC Supertable which will be later applied
in the new application. A system that provides statistics
on the operation of the LHC is very much needed and of
the utmost importance, however, it is rendered useless if it
provides erroneous data.

CONCLUSIONS

The LHC Supertable has been designed, implemented
and commissioned to provide a clear and consistent view of
LHC operations data to all interested parties in the CERN
community. As with any complex project, this product has
evolved over its short lifetime to adapt to the environment
in which it must exist. While input from the Tevatron Su-
pertable has been invaluable, the LHC calculations often
have been subtly different from the comparable Tevatron
calculations, leading to some confusion in the customer
base. As the user base grows it has become clear that this
application is filling a void and providing functionalities
that were not available in the existing expert tools. The
merge with the LHC Statistics and Performance project is
ongoing and should soon go into production. The final
product will bring users a new set of functionalities and
data for our users.
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A. Uchiyama, SHI Accelerator Service, Ltd., Shinagawa, Tokyo, Japan

Abstract

RIKEN Radioactive Isotope Beam Factory (RIBF) is a
cyclotron-based next-generation radioactive beam facility.
RIBF uses two types of control systems; an experimental
physics and industrial control system (EPICS)-based
system and a group of several non-EPICS-based systems.
For each control system there is a corresponding data
archiving system in operation, and in order to unify these
two data archives, since October 2009 we have been
developing a new archiving system. This new data
archive system, named RIBF Control Data Archive
System (RIBFCAS), is required, at intervals between 1—
60 s, to collect and store more than 3000 data generated
by EPICS controlled devices through EPICS input/output
controllers (I0Cs). In addition, RIBFCAS must be able to
combine the existing non-EPICS-based systems. To fulfill
these requirements, a Java-based platform has been
created, and client applications are based on Adobe AIR
runtime. The RIBFCAS hardware system, therefore,
consists of an application server, a database server and
client-PCs. Presently, we have succeeded in stably
acquiring approximately 3000 data from 22 IOCs every
10 s. Moreover, incorporation of the non-EPICS-based
data archive system into RIBFCAS is now in progress.

OVERVIEW OF RIBF CONTROL SYSTEM

With an aim to explore unknown properties of unstable
nuclei, the RIKEN Radioactive Isotope Beam Factory
(RIBF) began operation in 2006 as the first of several
next-generation RI beam facilities planned worldwide.
RIBF is a cyclotron-based in-flight facility, and RIBF
accelerators can supply RI beams at energies hundreds of
MeV/nucleon over the entire range of atomic masses [1].

As shown in Fig. 1, the RIBF control system has a
degree of complexity. The primary components of RIBF
accelerators, such as magnet power supplies, beam
diagnostic devices and vacuum systems, are controlled by
an experimental physics and industrial control system
(EPICS)-based system [2]. Additionally, there are several
standalone control systems not integrated into the EPICS-
based system, for example, those for radio frequency (RF)
systems, the cooling water system and various long-
standing ion sources. These systems operate
independently of the remainder of the RIBF control
system.

The EPICS-based system utilizes a number of device
controllers, such as a Versa Module European (VME)
control board, numerous types of programmable logic
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controllers (PLCs), general-purpose interface bus (GP-IB)
controllers, PIC network interface card kit (PICNIC) [3],
computer automated measurement and control (CAMAC)
in-house controllers and in-house controllers based on
network interfaces,. To integrate these device controllers
within the EPICS framework, EPICS input/output
controllers (IOCs) running “iocCore” software are
necessary. “iocCore” is a set of EPICS routines that define
process variables and implement real-time control
algorithms. In our system, almost all EPICS driver/device
supports for controllers can also be executed on Linux-
based IOCs.

CAMAC in-house controllers, Device Interface
Modules (DIMs), are managed by using the network crate
controller CC/NET, a commercial product of Toyo
Corporation [4, 5]. Because CC/NET is a Linux-based
single-board computer, we can execute EPICS base
software on it, and therefore the CC/NET itself becomes
an IOC. In addition to CC/NET, a PLC-CPU module
newly developed by Yokogawa Electric Corporation,
F3RP61-2L (hereinafter, RP) [6], also works as an IOC; a
soft real-time Linux environment. In contrast, the
network-based in-house controller, Network-DIM (N-
DIM) [7], the GP-IB controllers, PICNIC and the PLCs
do not contain general operating systems (OS) on which
to execute EPICS base software. To manage these
controllers in the EPICS framework, they must be
connected to additional IOCs through Ethernet
connections to convert the communication protocols
between EPICS channel access (CA) and the N-DIM or
GP-IB controllers or PICNIC or PLCs. Linux-based IOCs,
small single-board computers (ALIX) [8] are used to
convert the protocols. The exception to the above is for
NIO, a commercial control board from Hitachi Zosen
Corporation, which is instead controlled by a
device/driver support originating from VxWorks.

EPICS-Based Control System  Channel Archiver)

Operator Interface

| 10C | | 10C _)| 10C |(_ | 10C
(C1|\MAC) (Vx\’rorks) (All,IX) (RP)
DIM | | NIO ‘

[
Magnet Power Supply

N-DIM/PLC/
GP-IB/PICNIC
I

Ol Facility

Klagnet Power Supply,
Beam Diagnostic Device,
Beam Interlock System, etc.)

| |
E re [ Doviovontor J—— _ton Sowe |J
/1\

|
BIS (Beam Interlock System)

Non-EPICS-Based Control System MyDAQ2)

Figure 1: Schematic of RIBF Control System.
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DIMs control approximately 370 magnet power
supplies, and 100 beam diagnostic devices and vacuum
systems. N-DIMs control around 250 beam diagnostic
devices and vacuum systems. NIO boards control about
420 magnet power supplies. RPs control approximately
50 magnet power supplies and newly developed 28 GHz
electron cyclotron resonance ion sources [9]. PLCs
control the vacuum systems of cyclotrons and certain
beam diagnostic devices. Although RIBF has many PLCs,
EPICS controls only a proportion of these; Other PLCs
have their own control systems and are independent of
EPICS.

Two data archive systems have been used to record the
various parameters of RIBF during operation. The pair
“Channel Archiver” and “Archive Viewer”, developed by
the EPICS collaboration [10], is used as a data archiver
for the EPICS control system. A new version of Channel
Archiver, “RDB Channel Archiver”, was released in 2010
to store data and configurations in a relational database
(RDB); however, our system still uses the old release.

The second achieve system, “MyDAQ2” developed by
the SPring-8 control group [11], is used to acquire and
store non-EPICS-based systems parameters. Initially, each
non-EPICS-based system individually managed their own
data, and MyDAQ?2 was introduced in order to manage all
non-EPICS-based data in a cohesive manner. MyDAQ2
obtains data from each device through an Ethernet and
stores them in a MySQL database such that users can
retrieve stored data by using an associated Web
application.

Although coexistence of two data archives covering
different sections of the accelerator system does not cause
significant problems in daily use, unifying the two
database systems is favored. However, it is difficult to
apply Channel Archiver to our non-EPICS-based systems.
On the contrary, while it may be technically feasible to
apply MyDAQ2 to our EPICS system, handling vast
amounts of data is highly demanding. MyDAQ2 was
developed for users who perform experiments at one of
the SPring-8 beam lines, not the entire Spring-8 control
system, and as a result the interface of MyDAQ2 is
suitable for handling smaller amounts of data.

A drawback of the coexistence of two data archives is
that data processing is necessary to investigate
correlations in the stored data. For example, suppose we
notice a gradual decrease in beam intensity, we are then
required to investigate the correlation between operation
parameters, such as temperature of cyclotron magnets and
beam intensity. Since beam intensity data are stored in the
Channel Archiver and magnet temperature data are stored
in MyDAQ2, data processing is needed for comparison
between the data. With a unified system, performing
correlation analyses becomes easier and may be helpful
for a more stable operation of RIBF. Furthermore, if the
unified system can be used not only to display retrieved
data but also to monitor real-time data, we can
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immediately fix an observed instability.

For the reasons indicated above, we decided to
construct a new data archive system. This new system
must meet the following requirements: acquire all
parameters essential for the stable operation of RIBF
accelerators at the required sampling rates, retrieve stored
data and monitor real-time data.

DEVELOPMENT OF NEW DATA
ARCHIVE SYSTEM

Outline

Since October 2009, we have been developing a new
data archive system, RIBF Control Data Archive System
(RIBFCAS), which covers both EPICS-based and non-
EPICS-based systems. An outline of RIBFCAS is as
follows:

1) Adoption of an open-source

considered preferable.

2) For the EPICS-based system, a Java-encoded data
acquisition program was newly developed to
communicate with I0Cs.

3) For the non-EPICS-based system, RIBFCAS
works together with MyDAQ2 instead of
developing new interfaces with the standalone
control systems.

4) The client program has an ability to show both
past and real-time data.

5) We plan to retain stored data for a minimum of
five years. Data from up to two years previously
can be searched immediately from client PCs at all
times; however, older data are retrieved from a
backup.

The RIBFCAS data acquisition system has to be
capable of collecting more than 3000 data values at 1-60
s intervals, depending on the device type. System
performance is highly reliant on the choice of database.
Accounting for query performance, especially for large
tables, we concluded that PostgreSQL 8.4.1 satisfied our
fundamental requirements, because it supports a basic
table partitioning function.

To achieve 2), a CA library must be used in RIBFCAS
data acquisition program. The performance of this CA
library is also important when storing the large data
discussed above. A number of CA libraries were tested in
order to find the most suitable for our intended purpose,
and the results are discussed in the proceeding section.

For 3), MyDAQ2 data are merged with the data from
the EPICS-based system by using a client application. We
have created a CGI program to retrieve data from
MyDAQ?2 and export them in extensible markup language
(XML) format to the RIBFCAS client application.

In realizing 4), a client application was developed on
Adobe AIR. The advantage of using this platform is that
client applications can be executed in multiple Adobe AIR
runtime environments regardless of the file format.

database was
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Performance Test of CA Libraries

We evaluated data acquisition speeds for three CA
libraries: Java Channel Access (JCA), Java Channel
Access Light Library (JCAL) and an adapter library for
JCA application programming interface (API) (JCAL-
JCA). JCA is supported by the EPICS collaboration [12],
and JCAL and JCA-JCAL were developed by the J-
PARC control group [13]. Performance of the libraries
was examined by writing programs with each such that all
data could be processed for three chosen I0OC types,
having approximately 200 parameters apiece. One process
of the test programs attempted to obtain data every 1 s
and a test was concluded by obtaining five successive
failures or successes. The JCA program was implemented
for a single thread, whereas the JCAL program was
implemented for multiple threads, since JCAL was
developed as a thread-safe library in order to improve the
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acquire a datum was approximately 2 ms. There are no
significant differences between the performances of JCAL
and JCA-JCAL. When compared with these two
programs, a longer data acquisition time was found for
the JCA program due to the introduction of a delay time
in order to establish a safe connection between the
program and an IOC. If the JCA program attempts to
process data from any channel of an IOC following a
JCA-API call to establish channel connection, the
program receives signals indicating an unconnected status
and returns a failure message. To avoid this scenario, it
was necessary to wait for 40 ms after each connection
was established. For the case of the CC/NET IOC, this
delay was increased 100 ms. As a consequence, we
selected JCAL as the CA library for RIBFCAS.

Table 1: Performance of EPICS Java Library

1 ' ) JCA JCAJCAL JCAL
Stablllty of JCA when used in multi-thread teChnOlOgy. 1oc | Number of [Execution| Average [Execution| Average |Execution | Average
We measured the data acquisition time during each test o Paralfggwrs TT;Z ggs 4§m;) ‘lTHSHIeO(ZmS Z(m;) Tlf;g;;ns) 2(m;)

. . ai ass ass
and the results are summarized in Table 1. ALIX | 198 | 46986 |42 [Pass| 5104 |2 |Pass| 5042 |2 |Pass
The JCAL and JCA-JCAL programs successfully VME 192 | 45540 |42 [Pass] 5101 |1 |Pass| 5037 |2 |Pass
processed all data within 1 s, where the average time to
/f ————————————————————————————————— \\
4 EPICS-Based Control System RIBFCAS-DB N RIBFCAS-WEB
: Controlled Device (Database Server) \ (Application Server)
. JCAL X
: Magnet Power Supply — 10C-1 TCPAP Data Acquisition Process-A : JDBC 4 Client
1 : JDBC HTTP Program
1 Request on
: Beam Diagnostic Device S Data Acquisition Process-B Database IDBC (X‘ll\/[L) Client-PC
ostgreSQL
. 10C-2 ’7 ® s.%m)Q e
L esponse
l Vacuum System . AI: Data Acquisition Process-C [Tomcat 6. (XML)
\ >

MyDAQ2
Temperature (Cooling Water, | TCP/IP oo Tommmmmmm S, Database
Magnet Power Supply) | ' cGI Module for RIBFCAS E (MySQL>.0)
1
1
Ton Source | : H
: 1
\ /]

Electric Power

| Beam Phase
| I0C System Load

il

Web Service

Unimplemented Part

Figure 2: RIBFCAS Schematic Overview.

Structure of RIBFCAS

Figure 2 shows the structure of RIBFCAS. RIBFCAS
consists of a database server, an application server, and
client PCs. These are all connected to the EPICS local
area network. The database server (RIBFCAS-DB)
executes a JCAL-based data acquisition program to
collect EPICS data. In addition, MyDAQ2 currently runs
on RIBFCAS-DB and the MySQL database is also
managed on this server. The application server
(RIBFCAS-WEB) implements Tomcat version 6.0, which
is a Web application server for the Java environment.
Tomcat executes tasks in response to requests from client
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PCs, and returns retrieved data to client PCs in XML
format. On client PCs, applications are executed on
Adobe AIR runtime.

Table 2 shows the hardware specification of these
servers and PCs. However, the performance of the
existing database server is not sufficient to fulfill our
requirements. Hence, we plan to upgrade the server.

The data acquisition program has the following
features:

e The data collection program is divided into several
processes and multi-thread technology is used to
execute these processes simultaneously. This
program structure gives the flexibility to divide
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existing processes into segments or to add new
threads for devices introduced to RIBF accelerator
complex in future upgrades.

e A list containing a large amount of information
collected by RIBFCAS is managed within the XML
framework in the program, making it easier to
change device data.

e The system has an organized multilayer structure;
components such as the database, data collection
processes and data collection logic in the database
server, Web service and client services are isolated
from each other.

The main RIBFCAS system was completed in FY2010
and performance tests commenced in FY2011.

Table 2: Hardware Specification of RIBFCAS

RIBFCAS-DB RIBFCAS-WEB
CPU Intel Xeon (Quad Core) |Intel Core2Duo 2.20
2.33 GHz GHz
Memory 16 GB 1 GB
Hard disk 120 GB (RAID10, SAS) 80 GB
drive
oS CentOS 5.2 (32 bit) CentOS 5.3 (64 bit)

OPERATIONAL STATUS

A trial for the EPICS-based section of RIBFCAS began
on 26 April 2011, according to the operating schedule of
RIBF. The program acquires values for approximately
3000 various component parameters of RIBF from 22
IOCs by using nine separate processes. During the test
period, RIBFCAS has been storing data of the vacuum
systems of cyclotrons and beam transport lines, the
magnet power supplies and the beam diagnostic devices,
once every 10 s. Although the present data sampling rate
of 10 s is sufficient to monitor the stability of the systems,
it is also possible to optimize the time interval for
acquisition depending on device type.

Thus, we have succeeded in continuous data acquisition
without significant problems occurring. The stored data
has been constantly growing and reached approximately
76 GB on 13 July. During this period, unexpected system
interruptions have transpired on several occasions, with
the data collection process terminated due to limitations
in memory usage of the 32-bit OS. The cause of this
phenomenon might be unresolved small memory leaks in
the data acquisition program. To avoid these interruptions
resulting from memory usage limitations, we have
adopted a practice of restarting the relevant processes
routinely and automatically. Note that this phenomenon
was not observed for CC/NET.

The client application has also been shown to work
well. The client program successfully monitors real-time
data and can also retrieve data for any period stored in the
database. In both cases, a user can select any amount of
any data for viewing. The client program displays data
over a 24 h interval for a parameter within 10 s, and data
over 1 h within 0.3 s. Even more, only 0.05 s is required
to recall 24 h data of a parameter once it has been referred
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to. Monitored or retrieved data are displayed as a time
plot in the client application and obtained plots can also
be saved as text or JPEG files.

FUTURE PLAN

Although investigation of the source of the memory
leakage in the data acquisition program must be pursued,
RIBFCAS has started to collect stably data from the
EPICS-based system. As a next step, we plan to develop
an additional client application that processes the data
stored by MyDAQ?2. This is an important stage in
unifying the two existing databases. Another problem to
be solved is management of the vast amounts of data. As
already stated, the EPICS-based section of RIBFCAS
collects 76 GB of data every 2.5 months, which
corresponds to 400 GB of stored data every year.
Selection of appropriate hardware to handle such data is
now in progress. We plan to complete the development of
RIBFCAS in FY2011.
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ALGORITHMS AND DATA STRUCTURES FOR THE EPICS CHANNEL
ARCHIVER

J. Rowland, M.T. Heron, S.J. Singleton, K. Vijayan, M. Leech,
Diamond Light Source, Oxfordshire, UK

Abstract

Diamond Light Source records 3GB of process data
per day and has a 15TB archive on line using the
EPICS Channel Archiver. This paper describes recent
modifications to the software to improve performance and
usability. The file-size limit on the R-Tree index has
been removed, allowing all archived data to be searchable
from one index. A decimation system works directly on
compressed archives from a backup server and produces
multi-rate reduced data with minimum and maximum
values to support time efficient summary reporting and
range queries. The XMLRPC interface has been extended
to provide binary data transfer to clients needing large
amounts of raw data.

INTRODUCTION

This paper investigates the architecture of the EPICS
Channel Archiver and describes the changes made to
improve performance and usability at Diamond. Other
database designs were also considered as part of the
upgrade progress and for intermediate processing of dec-
imated data, and this information is summarized as a
reference for future archiver developments. Information
about the data structures used in external storage is not
always available in user documentation, but it is essential
to consider these together with hardware capabilities and
query patterns when good performance is required.

Problem Statement

The EPICS Channel Archiver (Archiver) records data
from N channels, each producing samples at a different
rate. We assume that timestamps are monotonic, and that
samples arrive sorted in time but unsorted by channel.
The goal of the Archiver is to manage this data and fulfil
queries in a timely manner to support operations. The most
common query returns samples from M << N channels
between times TO and T1, so query results exhibit the
opposite locality of reference to sample insertion. If the
most common query returned samples from all channels
in a small time range then there would be no mismatch
between insertion and retrieval and the problem would be
trivially solved; for example a sequential logfile of samples
with a sparse index of timestamps would suffice.

Locality of reference is important because it determines
how to find the next sample in a query; sequential samples
can be iterated without traversing an intermediate data
structure. The problem is compounded when the storage
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medium penalises random access. This is the case for all
common systems, as RAM, solid-state disks and hard disks
transfer data in blocks. Hard disks have the extra problem
of mechanical latency when positioning the head.

Channel Archiver at Diamond

The important figures for Diamond are presented in
Table 1. The Archiver is split across multiple engines
for functional isolation and to utilize multiple processor
cores. Diamond also operates a redundant system with
two complete Archiver servers and disks to ensure high
availability, so every component in the table is duplicated.

Table 1: Archiver Parameters

Data Size 12.5TB
Data Rate 3 GB/day
Index Size 23 GB
Archive Engines 39
EPICS Channels 148819
Server RAM 24 GB
Server CPU 2x Intel X5670
Server Cores 24 (HT)
RAID Storage 36 TB
RAID Cache 1GB (write-back)
RAID groups 5
DATA STRUCTURES
Chunked Arrays

An array contains a single type of element, and supports
appends and random reads. An array is contiguous in
storage so that element addresses can be calculated directly,
but resizing involves allocating new storage and copying
the whole array. Maintaining contiguity whilst allowing
for growth is possible using the ‘dynamic array’ where the
array is resized by a constant multiplicative factor rather
than one element at a time. This gives amortized O(1)
append complexity, and is commonly used for in-memory
arrays such as the C++ std::Vector. Drawbacks are memory
fragmentation, unpredictable delays due to copying, and
the need for increasing amounts of space at the end of the
array.

An alternative is the chunked array, where the array is
not copied on resize and is no longer fully contiguous.
Storage is allocated in chunks; now element addresses
must be mapped to chunk locations using an index. This

Data and information management



Proceedings of ICALEPCS2011, Grenoble, France

is the storage mechanism used by the Archiver and other
scientific data stores. The Archiver also chains chunks
together in a linked list so that the index is only touched to
find the initial chunk of a query. One common file format
supporting chunked arrays is HDFS5, used for beamline
experimental data at Diamond [1].

The Archiver has a minimum chunk size of 64 samples.
As new chunks are added to an array the chunk size is
doubled up to a maximum of 8192 samples. This reduces
wasted space for small arrays and at the end of chunks
whilst ensuring that large arrays have reasonable runs of
contiguous storage.

The Archiver also partitions array storage by date, into
weekly data directories. Once written, partitions are
immutable, making backups simple as old directories do
not have to be scanned for updates.

R-Tree

The Archiver uses an R-Tree as the chunk index. An
R-Tree is a sorted search tree optimized for efficient range
intersection queries. Each tree node has M children; having
large nodes reduces the depth of the tree and the number
of seeks required to complete a search compared with a
binary tree. At Diamond the default M value of 50 has been
increased to 200 to reduce the depth of the Master Index.

The keys in the tree are timestamps and the values are
chunk offsets. As the archiver does not allow overlapping
chunks to be stored in an array, the index structure could be
replaced with a B-Tree without loss of functionality. This is
relevant as there are many robust B-Tree implementations
available offering useful upgrades such as compression and
file locking [2].

Hash Table

The Archiver contains many channels, so the first
level of index is a chained hash table with linked lists
mapping from channel names to chunk indices. The default
table size of 1009 entries resulted in 150x overfilling for
Diamond channels, and the linked list nodes are spread
throughout the index file, making lookups expensive.
An option was added to the ArchivelndexTool to adjust
the hash table size and the Master Index was rebuilt
using a prime near 300000, improving channel retrieval
performance.

Master Index

The Hash Table and R-Trees for an archiver partition
are stored in an index file in the partition directory. The
partitions are joined by merging the individual index files
into the Master Index. The data type used to store file
offsets was increased from 32 to 64 bits to allow the size
of the Master Index to grow above 2GB. This increases
usability by presenting the user with a single index for
all data; previously the user was responsible for splitting
queries across multiple indices. Also, the interpolation
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algorithms in the server only produce consistent bin
boundaries when retrieval is from the same index.

HARDWARE

Diamond uses a magnetic disk system in a RAIDS
configuration to store Archiver files. The Archiver services
all queries from the on-disk arrays, so samples must be
written soon after they are received to support timely
control room diagnostics. Samples are stored in circular
buffers in RAM, and written every 30s. This write
operation appends samples to every chunk that has been
updated in the last period, and chunks are scatted across the
disks. This is illustrated in Fig. 1; numbers in the matrix
are disk offsets; shading indicates write order. The write
pattern is not contiguous.

1 2 3 4 5
2 7 8 9 10
T
(=1
s 3 12 13 14 15
=
@)

4 17 18 19 20

S5t 21 22 23 24 25

1 2 3 4 5
Timestamp

Figure 1: Archiver Write Order.

A typical magnetic disk can perform 100 I/O operations
per second (IOPS) and has a sustained sequential transfer
speed of 100MB/s. A disk seek costs as much as
transferring 1MB of data. Each channel update costs one
IOP. Therefore we can service approximately 3000 channel
updates every 30s, assuming that none of the array chunks
are sufficiently close together on the disk for their writes
to be merged into a single IOP. This demonstrates that the
key to Archiver performance is servicing write requests.
RAIDS configurations typically have reduced random write
performance due to the need to update parity bits, but
spreading the archiver partitions across multiple RAID
groups increases random write performance linearly with
the number of RAID groups.

Write-Back Cache Controller

The RAID controller in the Diamond Archiver server
has a battery-backed write-back cache with 1GB of RAM,
enough to store 8 hours of data. Increasing the write
period allows small writes to be merged, greatly increasing
throughput. Figure2 shows the write pattern after re-ordering
by the cache controller.
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Figure 2: RAID Cache Write Order.

Table 2 shows the I/O utilization reported by the Linux
tool IOSTAT when running the full Diamond archiving
workload on three systems with different RAID controllers.
100% write utilization indicates that samples are discarded.
Old is the previous production archiver, New is the current
production archiver with upgraded cache controller, Desk-
top is a machine without a write-back cache controller.

Table 2: 1/0 Utilization

Hardware Write% Read%
New 3 75
Old 40 100
Desktop 100 100
RETRIEVAL

The Archiver query interface is exposed through the
XMLRPC language-independent remote procedure call.
This has proved pleasant to use from a variety of platforms
including VB.NET, Matlab, Python and Java. However
some users retrieve a large number of raw samples from
the Archiver to produce multi-year reports and found
the performance disappointing even after the server and
disk upgrade. The XML encoding of arrays of EPICS
datatypes was the limiting factor, these were packed as
arrays of structures with the field names in ASCII for
each sample, leading to a large space and time overhead.
A new XMLRPC retrieval type was developed returning
the EPICS sample array as a structure of arrays, one for
seconds, nanoseconds, value, status and severity, each array
packed into a byte buffer in native little-endian format
and base64 encoded. Table 3 shows the performance
improvement, the NFS method shows the performance of
direct file access. The number of samples per request was
still limited to 10000 as the RPC result is assembled in
memory before sending to the client, this has since been
increased to 1M samples to reduce the overhead of the RPC
roundtrip.
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Table 3: Retrieval Method Peformance

Method Overhead Time
NES 1x 10m20s
XMLRPC 20x 112m7s
XMLRPC Base64 1.3x 26m
COMPRESSION

At Diamond backups are compressed with tar and gzip,
and typically achieve a 4:1 compression ratio. Some of this
is accounted for by partially empty chunks at the end of
each array partition, but the low entropy of sorted EPICS
time series data makes it an ideal candidate for compres-
sion. Figure 3 shows the sparsity pattern of the difference
between adjacent samples for real double-precision data.
High-order bytes of the timestamp corresponding to days
and months, status and severity words, and padding bytes
put in to enforce aligned memory access all rarely change.

Figure 3: Differences of Adjacent Samples.

Compressed tar files are not seekable and cannot be read
by the Archiver tools directly but libarchive [3] can stream
decompressed data from a tar file without extracting to a
temporary directory, this is used at Diamond to perform
complete scans of the archive. Every sample can be read
in a few days directly from compressed backups. This was
used to feed the decimation tools discussed below.

Another option for direct access to compressed data is
the squashfs [4] file system. This uses gzip in blocks to
create a seekable compressed file system image that can
be mounted by Linux. Using this to compress older data
files will effectively quadruple the capacity of the Archiver
storage without any software development effort. Squashfs
is part of the Linux kernel from version 2.6.29.
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DECIMATION

Many queries request decimated data from the archiver,
and this decimation is performed on-line, traversing every
raw sample on disk in the time range. As part of the up-
grade program a method of pre-calculating these decimated
queries was investigated. The required performance was
achieved without making use of pre-decimated data, but the
method is described because the data structures are more
generally useful and offer an alternative to the chunked
array store.

The data structures for decimated data were based
on Hypertable [5], a write-optimized sorted key value
storage engine developed to run on commodity hardware.
Hypertable has previously been considered as a storage
engine for the Archiver by INFN [6], and is itself inspired
by the Google Bigtable [7] database.

Hypertable

Hypertable eliminates random writes through the use of
a RAM cache. The key components of Hypertable are as
follows:

e Sequential logfile for durability,

e RAM cache for data re-ordering (MEMTABLE),

e Periodic writes to immutable sorted disk tables
(SSTABLE),

e Periodic external mergesort,

e Index of tables.

All operations are appended to a logfile which is period-
ically flushed to disk. In case of system failure, pending
operations can be replayed from the logfile. Key and value
pairs are maintained in a sorted data structure in RAM
known as the MEMTABLE, and written to immutable
sorted lists known as SSTABLES (sorted string tables) once
the RAM table is full. This provides similar functionality to
the write-back RAID controller, but in software only. Keys
are located in SSTABLESs by a B-Tree index.

In summary Hypertable provides a write-optimized
structure to maintain partially sorted data on disk with the
degree of sorting limited by available RAM. To improve
sorting, SSTABLEs are periodically merge-sorted together.
Typically the maximum size of the SSTABLE must be
limited to prevent full-disk sorts. For EPICS time series
data a suitable sort key is the (channel, timestamp) pair.
This will ensure that channel samples are stored with good
locality on disk for retrieval.

The decimation system uses a simple implementation of
the Hypertable scheme. The sort key is (decimation rate,
channel name, binned timestamp). The MEMTABLE uses
the Berkeley B-Tree in-memory database. Raw Archiver
samples are read from the compressed backups. If the
MEMTABLE contains a binned sample containing the
timestamp, the sample is added to the bin, otherwise a new
bin is created. Once the MEMTABLE is full, it is saved
to disk as a list of key value pairs. Once all samples have
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been read, the SSTABLEs are merge sorted into a single
large table, and a sparse index is created containing the
file offsets of each channel. The final table and index are
compressed with squashfs.

Decimating all channels at 10 minute, 1 hour and 1
day intervals results in a compressed data size of 62 GB.
An XMLRPC server provides the same interface as the
original Archiver. Retrieval performance for long deci-
mated queries is improved in proportion to the decimation
interval.

SUMMARY

The required performance and usability improvements
to the EPICS Archiver at Diamond were achieved without
major changes to the software, but it was essential to
consider hardware and software together to achieve this.
Table 4 shows some benchmarks of the old and new
systems. The DI benchmark returns decimated data for
a week from a few hundred channels, the VA benchmark
returns raw data for years from a few 10s of channels.

Table 4: Benchmarks

Hardware Test Time
New DI 30s
Old DI 3m30s
New VA 8m30s
Old VA 110m30s

For future Archiver developments the Hypertable com-
bination of logfile and in-memory queryable cache offer
a way of implementing an efficient and durable storage
engine without requiring a hardware RAID controller.
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LHC DIPOLE MAGNET SPLICE RESISTANCE
FROM SM18 DATA MINING

H. Reymond, O.0. Andreassen, C. Charrondiere, G. Lehmann Miotto, A. Rijllart, D.A. Scannicchio,
CERN, Geneva, Switzerland

Abstract

The splice incident which happened during
commissioning of the LHC on the 19th of September
2008 caused damage to several magnets and adjacent
equipment. This raised not only the question of how it
happened, but also about the state of all other splices. The
inter magnet splices were immediately studied and new
measurements recorded, but the internal magnet splices
were still a concern. At the Chamonix meeting in January
2009, the CERN management decided to create a working
group to analyse quench data of the magnet acceptance
tests in an attempt to find indications for bad splices in the
main dipoles. This resulted in a data-mining project that
took about one year to complete. This presentation
describes how the data was stored, extracted and analysed
reusing existing LabVIEW™ based tools. We also present
the encountered difficulties and the importance of
combining measured data with operator notes in the
logbook.

INTRODUCTION

After the melting of a busbar interconnect splice in
sector 34 in September 2008 during hardware
commissioning, a special campaign was initiated to find
bad splices by calorimetric and quench protection system
(QPS) measurements [1]. These measurements were made
in sectors 12, 56, 67, 78 and 81. The sectors 23, 34 and 45
were not measured, due to the fact that they were not cold
at the time of the campaign.

No bad splices were found within the detection limits
of 20 nQ, but two bad magnet splices of about 100 and 50
nQ were found inside the dipole magnets (MBBI334 and
MBBI303). When these magnets were opened ‘hardly
soldered’ splices were indeed found between poles and
apertures.

The Chamonix Workshop (January, 2009) therefore
gave a recommendation to look back in the magnet test
facility (SM18) data and try to find indications for bad
splices looking at the old provoked quench test data.

A working group was formed with members from the
Technologies, Engineering and Physics departments to
make this analysis [2]. It was decided to study with
priority the magnets in sectors 23, 34 and 45, for which
the least precise measurements existed, as they were not
cold at the time of the campaign. It was also decided to
study only the main dipoles. The main quadrupoles were
connected in quite a different way in SM18 than in the
LHC, thus making the joint measurements very uncertain.

During the tests, after repair of the damaged magnets of
Sector 34, a dedicated measurement was put in place to
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measure the magnet splice resistance. These
measurements were compared with the quench test data
and it was found that the error could easily be 20 nQ
(nominal about 0.3 n(), similar to the error in the
calorimetric measurements made in LHC.

AVAILABLE DATA FROM THE SM18
MAGNET TESTS

Hall SM18 is the test facility used during the 4 years
campaign dedicated to LHC magnets reception and
validation.

The data recorded during the magnet acceptance tests
primarily contained the electrical insulation of the coils
and heaters and at the maximum field strength [3]. A
second objective was to determine the field quality
through magnetic measurements. No specific splice
resistance test was performed.

Figure 1: Electrical connections and splices of a LHC
dipole.

Nevertheless the quench recorder system, used during
these qualification tests, allowed acquiring and archiving
hundreds of voltage signals, before and after the quench.
These measurements were taken over several sections of
the magnet circuit, through the existing voltage taps (see
Fig. 1) inside and around the dipole. It is not possible to
directly measure the voltage at a specific splice due to the
positioning of the voltage taps. The data only allows for
the comparison of voltage values in different segments of
the magnet for constant currents: any abnormally high
value in the difference of measured voltages is an
indication of a relatively large resistance in the splices.
The method is applicable in the assumption that the
probability of having two or more large resistances in the
same dipole, whose effects cancel each other perfectly, is
very low.
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We list here (see Fig. 2) the voltage differences used in
order to infer the quality of the two inter-poles, the inter-
aperture and the diode splice resistances.

VDLL—Uu = VDLL v~ th.\il;i\z
VDziL'—Lu = VD_LL'—J_ - th.\Jn/

Vor-pza =Vpi-ps — clamp Ev T th.;i,m - V\u,mJnum + VL/(.M,,Jm
- V\upl Int_lead
y Vupra_Est_tead
[ Vbus_£via for MBA dipoles
Vbiodesptice = .
Vius ma - for MBB dipoles

Figure 2: Voltages used for the splice analysis.

Data Selection

The most suitable tests for our analysis were those with
a long constant current at different current levels. These
are present in the quench heater test at 1.5, 3, 12 and 13
kA. They have sometimes a very short constant current
part, due to the fact that the operator triggered the
recording manually when the current reached the desired
value. The constant current recordings vary between 2
and 15 seconds at a sampling rate of 5 kHz (see Fig. 3).

The data taken at 12 and 13 kA have a recording at
constant current before and after the trigger, but due to the
uncertainty of the amplitude of the offset in the voltage
signals, one needs a reference at lower or zero current for
comparison.

Constraints of the Measurement Electronics

The electronics used for the amplification of the voltage
tap signals consists of two parts connected in series: an
isolation amplifier and a variable gain operational
amplifier.

This last one can amplify or attenuate the signal
depending on the gain setting that is adjustable with a
rotary switch. The gain value for each channel has to be
manually entered into a configuration database as there is
no electronic read-out.

It also has a potentiometer to adjust the zero offset,
which is done manually at the start of each measurement
campaign.

These manual operations generate some risks, in terms
of exactitude of the database content but also for the
measured signals.

ANALYSIS METHODS AND TOOLS
High Frequency Data

Our first method determined the resistance of the
splices, shown in Figure 3, using the voltage signals over
the measured magnet current. For each magnet analysed,
these values have been read from high current (around 12
kA) and low current (3 and 1.5 kA) data. Then formulas
were applied to return only differential voltages of inter-
pole, inter-aperture, internal bus and external bus splices.
Afterwards a best-fit interpolation was done on the curves
U = £ (I) for the selected signals to obtain splice resistance
of the related connections. We will refer to this as the fit
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method. It assumed that the offset is stable in time and is
thus very sensitive to any offset drift. As this drift was a
concern, a second method has been applied to improve
the accuracy of the results.

Most of the magnets have their measurement sequence
executed over several days. This leads to potential sources
of offset mainly due to electronics drift over time and
SM18 hall temperature variations.
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Figure 3: Magnet current and voltage signals from a 1.5
kA SM18 data file.

We assumed that offsets were constant on the voltage
signals in the short time span before and after the quench,
we have used the SM18 data to compensate the offsets.
The resistance was then calculated in a differential way,
subtracting these two voltages over the current before the
quench.

The limitation of this method was that only the 1.5 kA
measurements were usable, because the data taken at
higher currents did not include the needed stabilized
signals. Even for some quenches at 1.5 kA, signals did not
always stabilize well, due to the dynamic behavior of the
magnetic field and could not be used.

Another problem we found was that in about 10% of
the measurements the gain for the signals Vbus_Int and
Vbus_Ext was systematically too high by a factor of 400.
By reading the operation logbook, it has been possible to
correct these measurements. This eliminated several
otherwise suspect magnets.

Low Frequency Data

After the success of the offset compensation method
applied to measurements at 1.5 kA, we tried to see
whether a similar method could be applied to high current
data based on the low frequency signal sampling. In a
short interval around the quench, the sampling frequency
is 1 kHz. Outside of this interval signals are recorded
when their values change by a certain minimum amount,
else only once in 10 minutes, resulting in very few points.
Unlike at 5 kHz sampling, offsets are compensated by the
measurement electronics used for the low frequency
sampling. We tried to see whether these data could be
used for offset correction of the data at 12 KA.
Unfortunately this was not possible, as there were too few
data points in the interval following the quench.
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Noise Characteristics

The voltage signals studied typically have a 1 mV noise
amplitude peak-to-peak, which is much more than the DC
values relevant for 10-100 n(Q resistances.

Early in the analysis we looked at frequency spectra of
some signals to check if systematic features in the noise
could influence the DC measurements. This turned out to
be not the case. Typically there was a strong 400 Hz (and
harmonics) contribution in the spectra, explained by the
regulating frequency of the power converters, but no
noise which could influence the DC value derived from
averaging the signals measured at 5 kHz sampling
frequency.

Analysis Tools

To cope with the large number of files to be processed
(for 1530 measured magnets we had 23000 files) we have
developed a tool for automatic data extraction and
analysis.

It was designed as follows: A configuration file stored
the list of the data types to use for the analysis. The tool
automatically opened the files, determined the stable
current plateaus and extracted the relevant voltages. Then
it performed a linear fit through all the points to evaluate
the resistance from the slope. Distribution plots were
displayed by the application for each calculated voltage,
which gave an overview of the resistances for a complete
sector.

RESULTS
The Data Sample

Each dipole magnet tested in SM18 has been measured
under several conditions to study its performance.
Nevertheless, by only measuring those magnets that
contained a long enough stable plateau in current and
voltage could provide results that can be used for the
resistance calculation. In addition, the linear fit method
was only applied to measurements taken within a few
hours of each other to avoid introducing errors due to
change of conditions (drift in electronics, temperature...).

The measurement system has a 16-bit accuracy over
+10V, which gives 0.3 mV of precision. The amplifier
gain was x5 on the D1 and D2 channels. The analysis
used current data from 1.5 kA to 12 kA. From this we
could calculate that 1 bit corresponded to 5 nQ at 12 kA.
Due to averaging over several hundred points the
resolution was improved to 0.5 nQ.

The distribution showed that the FWHM of the inter-
pole resistance was ~10 nQ). The RMS of the inter-pole
resistance per magnet was 0.5 nQ and 1 n{, as expected
from the resolution, however this does not take into
account systematic effects such as offset drift.

In the course of the analysis we found that the data set
corresponding to magnets belonging to sector 78 gave
particularly bad results: 33 of the 154 magnets could not
be qualified at all. In depth investigation of the data
showed that in most cases, even if a current plateau had
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been reached it was not long enough to allow all voltage
signals to stabilize. As sector 78 was filled with the first
magnets, we assume that the measurement procedures and
tools in SM18 were not yet well tuned and that therefore
the measurement conditions were not easily comparable
with the other sectors.

The complete available data set was used to crosscheck
the quality of the analysis tool, in particular when the
individual bench behaviors were analysed. But to get
results quickly, we only performed a complete study of
the resistances for those magnets from sectors that had not
been measured with more accurate methods, i.e. sectors
23, 34, and 45. However, to verify the reliability of our
results we performed a detailed analysis of sector 67,
which had more precise QPS measurements.

Analysis of the Bench Stability

The SM18 magnet test facility consists of 12 benches
arranged in 6 clusters of two, sharing the same racks of
DAQ electronics [4]. After analysing the data using the
linear fit method, we noticed that the amount of magnets
with suspect values on one of their inter-pole splice was
strongly dependent on the bench it was measured on and
on the date of the measurement. We therefore performed
a study in order to characterize the benches (and/or their
electronics).

For this we focused on two resistances, R11 and R14,
which entirely belonged to the bench, as well as the
clamps connecting the dipoles to the bench. We observed
that:

e Data taken for the same magnet during different
periods of time or on different benches could not be
combined.

e The characteristics of two benches over time were
unstable.

In the course of this analysis we detected several
measurements indicating bench resistances substantially
higher than 100 nQ: besides being unusable for the
purpose of the determination of the dipole resistances,
these measurements pointed to an error in the electronics,
as they could not be physically true. Indeed, in several
occasions, the gain factor was wrongly entered into the
configuration files associated to the data.

Comparison of Offsets

A total of 152 usable measurements at 1.5 kA were
available for the magnets that showed a high resistance in
the fit method. Many of the 1.5 kA measurements made
on two benches gave high values for D2 _U-L.

Excluding these two “bad” benches in the offset
compensation method left only a few magnets with
R(D2)> 25 n().

A crosscheck of the best-fit and offset compensation
methods has been done using all magnets measured on
one good bench. These measurements showed particularly
good signals. The result was that the offset method
worked very well once the gain correction was applied.
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Analysis Summary

Overall there were five magnets flagged for high
resistance in one or several of the D1, D2, or Diode
splices. One of the five magnets was known to have a bad
D2 splice; the results of the other magnets were explained
by non-stabilized signals. Without gain correction, four
more magnets with (very) high resistance would have
been flagged.

The measurements of D2 on the two “bad” benches
showed signals that were not stabilized before the end of
the recording. Thus we excluded these two benches for
analysis of D2 with the offset compensation method.

The number of suspicious magnets resulting from the
combination of both methods turned out small enough for
detailed further manual analysis.

In addition, sixteen magnets could not be properly
evaluated due to the poor quality or missing data.

Another faulty magnet, which was found with QPS
measurements, could not be identified unambiguously
with the SM18 data, as the problematic splice was the
inter-aperture one.

No other magnets were identified as having a splice
resistance higher than 25 n{ on the inter-pole or diode
splices.

CONCLUSION

During this data-mining campaign aimed at finding bad
magnet splices, more than 23000 magnet performance
measurements were scrutinized. This has been made
possible by developing a specific analysis tool, based on
an existing LabVIEW™ data viewer. Adding automated
pattern and signal extraction and writing analytical
algorithms permitted to get an overview of the splice
resistance of four LHC sectors. From this, five magnets
having high internal splice resistance have been flagged.
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THE CERN ACCELERATOR MEASUREMENT DATABASE:
ON THE ROAD TO FEDERATION

C. Roderick, R. Billen, M. Gourber-Pace, N. Hoibian, M. Peryt, CERN, Geneva, Switzerland

Abstract

The Measurement database, acting as short-term central
persistence and front-end of the CERN accelerator
Logging Service, receives billions of time-series data per
day for 200,000+ signals. A variety of data acquisition
systems on hundreds of front-end computers publish
source data that eventually end up being logged in the
Measurement database.

As part of a federated approach to data management,
information about source devices are defined in a
Configuration database, whilst the signals to be logged
are defined in the Measurement database.

A mapping, which is often complex and subject to
change/extension, is required in order to subscribe to the
source devices, and write the published data to the
corresponding named signals.

Since 2005, this mapping was done by means of dozens
of XML files, which were manually maintained by
multiple persons, resulting in a configuration that was
error prone.

In 2010 this configuration was fully centralized in the
Measurement database itself, reducing significantly the
complexity and the actors in the process. Furthermore,
logging processes immediately pick up modified
configurations via JMS based notifications sent directly
from the database.

This paper will describe the architecture and the
benefits of current implementation, as well as the next
steps on the road to a fully federated solution.

MEASUREMENT SERVICE OVERVIEW

The Measurement Service (MS) [1] is a vital
component of the mission critical CERN accelerator
Logging Service [2].

As shown in Fig. 1, the MS processes are responsible
for subscribing to data published from accelerator
equipment and persisting the results in either the Oracle
Measurement database (MDB) or in SDDS (Self
Describing Data Sets) files.

An optimized Java API has been developed, by which
data for some 200 thousand signals are persisted to the
MDB, from where a sub-set of the data is later transferred
to the Oracle Logging database (LDB) for long-term
storage. A complimentary logging to SDDS files is used
typically to store data for complex data structures such as
image captures or multi-megabyte beam profiles.

Java APIs are provided for extracting data from both
the Logging Service databases and the SDDS file
repository.
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Figure 1: Measurement Service architecture and position
within the Logging Service.

CONFIGURATION ESSENTIALS

In order to log data, a number of configuration steps are
required:

Data Logging

It is a prerequisite to register all signals for which data
needs to be logged in the MDB. The names of the signals
must adhere to the well-established naming conventions,
and complimentary information such as units and a
meaningful description are required.

For signals whose data should be kept beyond the 7-
days supported by the MDB, the filtering criteria (dead
band and dead time smoothing, precision etc.) for transfer
to the LDB must also be defined.

Data Acquisition

In order to acquire values to be logged, controls
middleware (CMW) subscriptions via JAPC [3] need to
be configured to obtain publish values. This implies
declaring which device-properties to subscribe to, under
which conditions (i.e. only for beams to SPS, LHC, etc.),
and how the data should be time stamped (either the
acquisition time, or the start time of the corresponding
magnetic cycle). In addition, it is possible to specify
special conversion code to be applied to published values
prior to logging.
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Bridging the Gap

Once signals are defined and JAPC subscriptions
configured, it is necessary to bridge the gap between the
two domains. This requires that individual fields of
device properties are mapped to logging signals. For data
published in array format, it is possible to configure the
mapping of either individual elements or a subset of
elements to scalar or array type logging signals
respectively.

INITIAL IMPLEMENTATION

The initial implementation of the configuration of the
MS was comprised of 3 components:

e Logging signals pre-registered in the MDB, and
defined by means of data providers completing an
Excel template with the details of the signals to be
logged, which was validated by members of the
logging team responsible for the MDB.

e JAPC parameter subscriptions defined in an XML
file, filled by data providers, and validated by
members of the logging team responsible for the MS
processes.

e JAPC to logging signal mappings defined in an XML
file, also filled by data providers, and validated by
members of the logging team responsible for the MS
processes.

This approach was quite heavy for the data providers,
and susceptible to errors due to the need to manually
ensure the consistency across the three separate
configuration components. Flexibility was also lacking,
since adding a new logging signal or modifying an
existing one implied modifying 2 XML files, committing
them in the code repository, and re-releasing and re-
starting the relevant MS process. Although this approach
was used successfully during 5 years, there was definitely
scope to improve.

A FEDERATED APPROACH

The CERN accelerator control system is fully data-
driven, based on several distributed Oracle databases,
which collectively cover all data domains such as layout,
asset management, controls configuration, and operational
data. As part of a federated approach to data
management, each database is considered the source for
data in a particular domain, and data synchronization
procedures are in place — either executed automatically or
manually — to propagate necessary data to dependent
databases [4].

The Controls Configuration database (CCDB) is the
source for all data that describes the configuration of the
control system. This includes amongst many other things
the definition of multiple device-property models that
describe deployed devices, and their available properties
and fields, which can be subscribed to and/or modified
[5]. The device-property data can be quite dynamic,
mainly due to evolving requirements or to follow
hardware or software developments.
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The Goal

To achieve the goal of ensuring a smooth uninterrupted
running of the MS, it is essential to have a consistent
measurement configuration that is fully synchronized
with the CCDB source data. That is to say that any
changes to CCDB device-property data (such as device
renames, or changes of properties and fields) should
automatically be crosschecked against the MS
configuration. Compatible changes should be
immediately propagated to the active MS configuration,
while non-compatible changes (such as removal of a
property or field) should generate an alert.

On the Road

In order to reach the aforementioned goal, the first step
was to provide an infrastructure inside the MDB to define
the complete MS configuration metadata using a
relational model. This metadata needed to include not
only the existing definitions of the signals to be logged,
but also the JAPC subscription parameters (device-
property), and the mapping between the domains, as
mentioned above.

Such an approach was deployed during 2010, making it
possible to simplify the code and configuration of the
many MS data logging processes, as well as bringing
other advantages:

e A MS data logging process can now simply retrieve
its full configuration by calling a single method with
its process name as input.

e Requestors for data logging only need to make a
single request to configure logging with a common
Excel template for defining all parameters. This
eliminates the possibility of having inconsistencies in
the metadata describing JAPC subscriptions, logging
signals, and mappings, both at the time of initial
definition, and for subsequent updates to the device-
property model data.

e The time required to configure logging of additional
signals, or modify existing configurations is reduced
significantly.

e With a single point of definition for MS process
configuration, using an Oracle relational database, it
is possible to envisage the simple propagation of
CCDB device-property model data to the MDB using
custom PL/SQL procedures.

ONLINE UPDATES

Previously, whenever requests to modify MS process
configurations had been fully treated, it was necessary to
restart the process concerned in order to apply the
changes. This implies stopping all existing JAPC
parameter subscriptions, and then restarting them based
on the latest configuration. Considering that on average
each MS process treats data for tens of thousands of
signals, this approach was both time consuming and
implied undesirable data loss. For example, to add the
logging of a single new signal, it would be necessary to
restart the related MS process and incur a non-negligible

103



MOPKNO009

downtime of logging of many of the other existing signals
already being logged.

To minimize such data loss and make configuration
updates more flexible, an online update mechanism was
put in place (see Fig. 2):

e A virtual device-property was defined in the CCDB
to indicate if a MS process configuration has been
modified.

e The MS process code was adapted to subscribe to
this property at start-up via JAPC.

e Once a MS process configuration is modified in the
MDB, an updated value for the aforementioned
virtual device-property is published directly from the
MDB using Oracle Advance Queuing [6].

e When a MS process receives a notification that its
configuration has been modified, it retrieves the new
configuration from the MDB, compares with its
current configuration, and then makes the minimum
number of JAPC re-subscriptions necessary in order
to get an up-to-date process configuration running.

¢/ validate; Toad, new configuration @ publish updated
. «

» Process via AQ

load Jupdates r‘e-;ublish
(oW

< Data Writing API

MS Logging Process

JAPC Monitoring
-:’--—-- subscribe / publis

process updates

("Equpment—DAQ —FeC_[)
Figure 2: Online updates of MS configuration.

In summary, modifications to MS configurations can
now be made online, and no longer imply data loss for
other signals.

RESOURCE OPTIMIZATION

The MS writes up to 5.4 billion records per day (i.e.
~270GB) to the MDB. In order to optimize resources,
some additional data driven features have been integrated
into the MDB data writing API:

Log-on-Change

Depending on device-property structures and / or other
requirements (e.g. continuous content for Fixed Displays),
it is quite common for unchanging values to be published
at relatively high frequencies. Examples include status
flags, temperatures, counters etc. In most cases it is
sufficient to log these values only when they change.

To implement this functionality, additional attributes
were defined in the MDB metadata for each signal:
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o A flag to turn on/off the on-change comparison.

¢ An integer value to specify a precision for on-change
comparison.

e A flag to qualify if the precision refers to a number
of digits left or right of the decimal point, or to a
number of significant figures.

e An interval, after which to force logging of a
published value even if it is not considered as
changed.

These new attributes were exposed in the MDB data
loading API, which then caches the last logged value for
each signal which has on-change logging enabled. The
new attributes are used to establish if new values can be
considered to have changed sufficiently with respect to
the last logged value. Newly published values are then
only published on-change, or if the specified interval
since the last logged value has elapsed.

Value Rounding

Numeric data is stored in the MDB using the Oracle
NUMBER data type, which requires a variable number of
bytes according to the scale and precision of the numeric
values to be stored.

Many device-property field values are published with a
much higher precision than the real physical accuracy
(e.g. due to calculations prior to publishing), or what is
actually required. An example would be a thermometer
voltage-to-temperature conversion with 10 digits of
precision.

In the same manner as for the on-change logging
described above, additional metadata attributes were
defined and exposed per signal — allowing the MDB data
loading API to round values before writing to the MDB,
thus saving storage, and improving I/O response times.

Not Just Resources

It is worth noting that while the described optimizations
reduce the amounts of network activity, processing to
load data, and storage required, the main benefit is
actually for the users of the data, since having only
significant data logged improves retrieval times and
facilitates data analysis.

A CLEAR VIEW

With the configuration of MS processes and MDB
signals now fully defined within the MDB, it was
necessary to provide data providers, consumers, and MS
experts with a means to visualize this configuration data.

To satisfy this requirement, a Web interface was
developed using Oracle Application Express (APEX) to
search and report on the current MS configuration (see
Fig. 3).
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Figure 3: Measurement Service configuration report.

The report currently includes data acquisition
configuration per MS process, applied data filtering
criteria, and long-term storage status. In addition, the
interface allows data providers to download existing
configurations to a standard Excel template, from where
configurations can be modified and/or extended and then
submitted to service administrators for validation and
integration into the system.

NEXT STEPS

In order to continue on the road to a fully federated data
management solution, the links to the CCDB device-
property model data need to be enforced, with automatic
checks, updates, and notifications in place as outlined
above.

The interfaces for browsing MS configuration data, and
CCDB device-property data should be linked in both
directions. This will simplify the process of browsing and
configuring the MS for data consumers and providers
alike. For example, it will be possible when browsing the
device-property data to see which property fields are
logged, and when browsing the MS configuration, to see
the underlying data types of the device-property fields, or
additional fields which may need to be logged.

Flexible Data Extraction

The Logging Service data extraction API currently only
supports extraction of data based on signal names.
However, it is foreseen to reuse the MS configuration
data that maps JAPC parameters to logging signals within
the data extraction API, thus allowing the extraction of
logged data based on JAPC parameters. This will give
users of logged data a more flexible means to retrieve
data and facilitate the development of certain types of
applications such as fixed displays that can optionally
display a historical set of data.

Data and information management

MOPKNO009

SUMMARY

With respect to the initial implementation, the current
infrastructure has already significantly simplified and
improved the robustness of the process of configuring the
Measurement Service.

The Measurement Service is well on the road to
federation in the distributed database environment of
accelerator controls. The foundations have been
established, with all configuration data now centralized in
a relational Oracle database, and the next steps to achieve
the desired goals are foreseen.
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DATABASE AND INTERFACE MODIFICATIONS: CHANGE
MANAGEMENT WITHOUT AFFECTING THE CLIENTS

M. Peryt, R. Billen, M. Martin Marquez, Z. Zaharieva, CERN, Geneva, Switzerland

Abstract

The first Oracle®-based Controls Configuration
Database (CCDB) was developed in 1986, by which the
controls system of CERN’s Proton Synchrotron became
data-driven. Since then, this mission-critical system has
evolved tremendously going through several generational
changes in terms of the increasing complexity of the
control system, software technologies and data models.
Today, the CCDB covers the whole CERN accelerator
complex and satisfies a much wider range of functional
requirements.  Despite its online usage, everyday
operations of the machines must not be disrupted.

This paper describes our approach with respect to
dealing with change while ensuring continuity. How do
we manage the database schema changes? How do we
take advantage of the latest web deployed application
development frameworks without alienating the users?
How do we minimize impact on the dependent systems
connected to databases through various APIs? In this
paper we will provide our answers to these questions, and
to many more.

INTRODUCTION

The Controls Configuration Database (CCDB) provides
the Configuration Management services for the Control
System of all CERN accelerators [1]. It is a multifaceted
software infrastructure composed of many interrelated
components at the heart of which lies an instance of
Oracle” database. CCDB relies on web deployed tools for
data browsing and editing, and is accessible through
Application Programming Interfaces (APIs) written in
different programming languages. It is a component of a
distributed database environment for the CERN
accelerator complex and as such, it is linked to several
other Oracle instances.

The CCDB forms the data foundation of the accelerator
Control System and is used online for all controls
operations. Consequently, full availability and reliability
needs to be guaranteed to ensure accelerator operations
and thus the CERN physics program.

No Downtime Allowed

Fortunately, the occurrences for which the CCDB was
the cause of accelerator downtime have been extremely
rare. However, in order to maintain its high quality, the
CCDB has to evolve over time, similarly as all equipment
that needs to be maintained and upgraded.

The accelerator operations follow a precise schedule
per accelerator with technical stops with different
frequencies and varying lengths. As for any hardware or
software intervention that affects machine operations,
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deployments of CCDB changes need to be carefully
planned in order to minimize the risk of disruptions
during physics exploitation. Typically, we are granted an
hour of database unavailability, every two months, to be
scheduled on a single target day. Interventions requiring a
longer downtime have to be scheduled during shutdown
periods, i.e. outside the physics program.

Preparing the Interventions

Due to the severe constraints on deployment time and
full proof quality of the intended modifications, every
change undergoes prior multistage testing and comes
bundled with a clear procedure for rolling back to the
previous state. The sections that follow go into details of
how these changes in the CCDB are dealt with. In order
to better understand what type of changes are concerned,
it is useful to recall the major milestones in the Controls
Configuration Database.

CCDB HISTORY

The list below sketches the major modifications that
were introduced in the CCDB over its 25 years of
existence [2]. The important database schema
modifications, interfacing technologies and functionality
leaps are indicated.

e 1980 — Creating a centralized file-based data storage

for some components of the Controls System
e 1986 — Introduction of Oracle RDBMS: CCDB birth
e 1987 — Data extraction scripts (embedded SQL in
Pro*Fortran, re-implemented in Pro*C later on)

e 1995 — User interfaces based on Oracle Forms and
PL/SQL Web Toolkit (OWA)

e 1999 — Java Directory Services

e 2003 — Introducing FESA Device-Property model
2004 — Migration of data browsing interface to
Oracle APEX technology

e 2005 — Introducing authentication and authorization

mechanisms

e 2005 — Big-bang refactoring of the database schema

e 2005 — Introducing the Session Auditing and History

Recording Framework
e 2006 — Redesign of the data editing interfaces using
Oracle ADF technology

e 2007 — Introducing Hardware device-property model

e 2010 — Introducing Virtual device-property model

e 2011 - Introducing Configuration Change

Management and Status Accounting in the CCDB [1]

The original database in 1986 was based on Oracle

version 5, which was migrated through each major
version up to the current Oracle 10g. The upgrade to
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Oracle 11g is scheduled in January 2012 during the next
winter shutdown.

The CCDB is now under the responsibility of the
second generation of database engineers. Over the 25
years of the lifetime of the CCDB, programming
languages and technologies change, applications and
software come and go, but the data remains.

REASONS FOR CHANGE

A look at the timeline above makes it clear that the
driving forces for change can be classified into the
following categories:

e Changing user requirements.

¢ Changing software technologies.

¢ Internal refactoring to improve software quality and

reduce maintenance burden.

Changing User Requirements

Changes in the user requirements constitute the
principal reason for CCDB modifications. New
functionalities are requested, existing ones change,
obsolete ones are dropped, new components of the
Control System are in need of data driven configuration,
and users’ expectations towards the IT systems evolve.
Although most frequent, these modifications benefit from
the highest rate of acceptance because their rationale is
well understood by the users.

Changing Software Technologies

The second category of changes is forced by the
evolution of the technology stack that CCDB depends
upon. Since the early days of CCDB we have been using
Oracle products and now that Java is also part of Oracle
we are nearly 100% dependent on this vendor’s products.
The potential vendor lock-in is not the main concern, but
as Oracle technologies evolves so needs the CCDB.

Database upgrades are necessary to ensure the long-
term continuity and support, and to take advantage of new
features, functionality and efficiency. These upgrades are
never carefree, but have been consistently programmed
towards the stable, terminal release of a major version.

The data-driven client APIs have evolved from Pro*C
precompiled code to Java (although some Pro*C legacy
has not yet been phased out).

For interactive user interfaces, Oracle Forms have been
upgraded from version 4.5 up to 97 and finally replaced
with J2EE-compliant Oracle Application Development
Framework (ADF).

Web-deployed interfaces and reports, originally
generated by the PL/SQL OWA module, left its place to
Oracle HTMLDB which evolved into Oracle Application
Express (APEX).

All these technological changes are imposed upon the
developers as well as upon the end-users. Often this
requires a change in the users’ habits and requires well
devised communication campaigns and careful
deployment. The human factor must not be neglected here
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as no software product can be successful unless its users
are happy.

Software Refactoring

The last — but not least — driver for change comes from
our own quality assurance standards. We are aware that in
order to maintain the high quality of the systems we
provide, there is a need to regularly revisit existing
production code and evaluate following considerations:

e Improving the performance of interfaces.

e Streamlining data propagation.

e Simplifying workflows.

e Improving data quality and integrity.

o Getting the most out of new technologies.

e Complying with our own coding and data

management standards.

Modifications that result from these considerations do
not necessarily give any added value or visible impact for
the end user, but is purely for reasons of code
maintenance and efficiency of the development team. In
addition, these changes are not always transparent to the
end user. For example, the introduction of referential
integrity constraints across the database — which were not
present in the original design — resulted in error messages
seen by the users. This modification greatly enhanced the
quality of data, as opposed to recording incoherent,
erroneous information prior to the refactoring.

It has to be noted that all three categories of changes
have an impact on the users of the services provided by
the database. These users are not only human actors, but
also the dependent computer systems that are linked to the
CCDB. The following sections outline our time-tested
strategies for managing this impact.

STABLE INTERFACES

By having well defined interfaces towards the external
systems, the CCDB can afford to change underlying
implementation quite freely and transparently. Data is
exposed through database views. Unless a very profound
refactoring takes place, the structure of views can remain
identical even if underlying tables are altered. Backwards
compatibility after data model changes is a primary
concern. If this cannot be ensured, the interfaces have to
be renegotiated with the users, and the whole deployment
process becomes much more complicated. For example,
hundreds of front end computers may need to be rebooted
to force the correct runtime deployment. Depending on
the functionality of the front end, this is something that
can only be scheduled during a technical stop.

We have separate dedicated database accounts with
different sets of privileges corresponding to different
usages of data. This way we control in a very precise
manner the data access — for reading or for editing — by a
particular set of users. For distinct clients, specific views
are provided, which all point to the same underlying data.

An additional layer of isolation is provided by the APIs
that are exposed to the users. Nowadays, these are written
in Java or PL/SQL with XML being the representation of
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choice for data transfer. These APIs have proven to be
very stable . One example is Java Directory Services [3]
which dates back to 1999, but has been recently
refactored to improve the performance and benefit from
the many useful features provided by the Spring
framework [4]. Even if its internals changed to a very
large extent, and some new interfaces were added, the
existing ones remained fully backwards compatible.

STAGED TESTING AND DEPLOYMENT

Over the years, we have worked out a staged
environment that provides a complete and efficient
framework for testing and deployment. We have provided
dedicated instances of the CCDB in four distinct
environments: DEV, TEST, NEXT, and PRO as shown in
Fig. 1.
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Figure 1: Overview of the four CCDB environments.

DEV is the development environment in which the
database schema is installed at a development database
instance. It is our “try-it-out” environment where no
stability is required. DEV is used for proofs of concepts,
general development and introducing new code.

TEST is the environment for functional testing. Tests
are started with the database being a clean 1:1 copy of the
production schema. Consequently, new code from DEV
is copied across and all necessary tests are carried out in
isolation from other systems that depend on CCDB. The
following tests are against all existing applications that
are affected by the newly introduced changes.

NEXT is a relatively recent environment (created in
2008) that has been introduced for integration testing. It is
a part of the Controls Testbed since 2010 [5], a fully
functional vertical slice of the Accelerator Controls
System. As such it has every component from the whole
control system present. The NEXT environment
represents the CCDB as it will be after the following
deployment in PRO.

PRO is the production environment used by the
Controls System. It is guaranteed to be stable, as no
changes are performed outside of scheduled interventions.

TEST, NEXT and PRO environments are hosted on the
same database server, which allows us to test the
performance and scalability in real life conditions. For
resource demanding testing against TEST and NEXT,
precautions are taken in order to avoid performance
degradation of the production environment.
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INCREMENTAL APPROACH

Historically some major change sets were applied to
CCDB as “big-bangs” but with the LHC in full operation,
this type of revolution is excluded in order to avoid any
disturbance noticeable by the user community. Therefore,
deployments are rolled out adiabatically and step-wise
over relatively long periods of time. This method is
applied to the vast refactoring of the data management
services for the CERN Front-End Software Architecture
(FESA) framework [6]. The objective is to fully
rationalize the database schema and to eradicate
inefficient XML objects inside database in favour of a
relational data model. The FESA workflow is complex
and consists of controls device class modelling,
deployment and instantiation phases. These workflow
phases are tackled one at a time, passing through all four
environments. Passing to the next one is only done when
the expected behaviour is ensured. This way, an effective
rollback strategy is in place in case of failure and the
impact on users is limited. Moreover, even when new
database schema and APIs are deployed, the previous
ones are maintained in parallel for a few weeks to
guarantee redundancy in case of problems. The same is
valid when new user applications are put in place — the
old ones are supported, if possible, for a certain period
(sometimes for months) in order to ensure that the users
have accepted the new functionality.

The incremental approach has also been applied for the
replacement of PL/SQL OWA based CCDB Data Browser
with the new one built using Oracle APEX [7]. The full
functionality of the existing set of pages needed to be
reproduced, while adding support for new sets of data.
Navigation and overall usability was to be improved,
providing a new, contemporary look and feel. The major
reports were developed first — i.e. roughly 80% of all
content — and deployed for public use, followed by
continued adding of the remaining ones. However, to gain
user acceptance, a proactive communication campain and
feedback channels were put in place. In parallel, the
outdated data browser was kept running for one year
without any development effort. Eventually access to the
obsolete service was blocked, in line with the announced
planning. A very similar strategy has been followed when
replacing more than 150 Oracle Forms with their Oracle
ADF successors.

We are convinced that incremental approach to change
is a valid one. This conviction is further strengthened by
looking at some examples from the “real world”,
especially in the domain of Web applications. One notable
example of incremental functionality enhancements is
Google Mail where new features are added one at a time
and there is a possibility for the users to switch them off,
at least for a while.

CAREFUL PLANNING

With all CERN accelerators dependent on CCDB for
their everyday operations, there is no room for
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improvisation when it comes to rolling out new features.
Every deployment requires very careful planning.

The impact of every change to be deployed is assessed
right from the start. Deployment scripts are prepared with
rollback paths at every step of the process. An exact copy
of the PRO environment in NEXT is created and the
timed execution of the scripts is carried, indicating the
time to be allocated for the final deployment in PRO. The
interventions are planned in line with the accelerator
schedule in order to have zero impact on the machine
operations. Announcements are prepared and sent to
mailing lists of the user community.

With this type of preparation, the only action on D-day
is to execute the plan. In case of any mishap, a clear exit
path is available and possible at every stage. In addition,
every action is recorded and stored in a secure file system
in a dated folder for future reference.

This scenario ensures full transparency and traceability
of each software deployment session, essential for the
overall quality assurance process.

DEALING WITH HUMAN FACTOR

Dealing with the human factor is probably the most
delicate part of the whole software change process in the
context of CCDB. The accelerator community is large and
diverse from control room operators to equipment
specialists and accelerator physicists. Their expectations
related to the provided tools are high, but also vary for
each accelerator, due to operational habits which have not
yet fully converged. As designers and developers of those
tools, we have to find the balance between generic
implementations and specific functionality.

Twenty-five years ago, the CCDB was deployed in the
scope of the CERN Proton Synchrotron complex, without
covering the larger machines. Data entry was centralized
and done by a team of two dedicated data management
engineers, working in close collaboration with operators
and equipment experts. Since 2003, with a second
generation of database engineers, the CCDB scope has
been extended to cover the complete accelerator complex.
Focussing on the data model, interfaces and business
logic, the ownership of configuration data has been
transferred to the responsible people of the hardware or
software, which needs to be configured through CCDB.
To this end, data entry tools have been adapted,
authentication and authorization mechanisms introduced
and the people trained. For reasons of traceability, every
single data manipulation, executed by a user, is recorded
together with time stamp and session information. This
mechanism also enables the possibility of reverting to a
previous data situation. Currently, more than 300 unique
users are active across all applications of the CCDB.
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Whenever an end user tool is to be refurbished, the key
users are involved very early in the development process.
They are invited to test the iterative versions of the
software and to provide feedback. Prior to a deployment
in PRO, the changes and their possible impact are
communicated to all concerned parties via the relevant
announcement channels.

CONCLUSIONS

The Controls Configuration Database is an evolutive
system and as such it is subject to change. However,
considering that it lies at the heart of the CERN
accelerator complex, there is no room for improvisation
when deploying new features. The successful strategy for
dealing with change that has been put in place is based on
the following guidelines:

¢ Involve end-users right from the start, throughout the

design and development process

¢ Provide four separate environments for development,

unit and functional testing, integration testing
(TestBed), production

¢ Analyze the impact of a change and try to apply only

backward compatible changes

e Communicate timely, clearly and transparently on

scheduled intervention and their impact

¢ Coordinate the upgrades with impacted clients

By respecting these guidelines, we have been able to
perform and manage changes and have them accepted by
the user community.
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CERN ALARMS DATA MANAGEMENT: STATE AND IMPROVEMENTS
Z.. Zaharieva, M. Buttner, CERN, Geneva, Switzerland

Abstract

The CERN Alarms System - LASER is a centralized
service ensuring the capturing, storing and notification of
anomalies for the whole accelerator chain, including the
technical infrastructure at CERN. The underlying
database holds the pre-defined configuration data for the
alarm definitions, for the Operators alarms consoles as
well as the time-stamped, run-time alarm events,
propagated through the Alarms Systems.

The article will discuss the current state of the Alarms
database and recent improvements that have been
introduced. It will look into the data management
challenges related to the alarms configuration data that is
taken from numerous sources. Specially developed
Extract-Transform-Load (ETL) processes must be applied
to this data in order to transform it into an appropriate
format and load it into the Alarms database.

The recorded alarms events together with some
additional data, necessary for providing events statistics
to users, are transferred to the long-term alarms archive.

The article will cover as well the data management
challenges related to the recently developed suite of data
management interfaces in respect of keeping data
consistency between the alarms configuration data
coming from external data sources and the data
modifications introduced by the end-users.

INTRODUCTION

The Alarms Service, LASER, is a critical system, used
during the Operation of CERN’s accelerators.

The existing service was developed for handling the
abnormal situations for all accelerators and with the Large
Hadron  Collider in  particular [1].  Previous
implementations of the system were done for the PS
complex [2] and for the SPS complex [3].

The alarms data management is an important part of the
Alarms service. Already since the beginning of the 1980s
there was an idea to implement a data driven alarms
system for the PS Complex Controls.

Since 1986 a relational database and in particular the
Oracle® RDBMS was chosen as the basis for the alarms
data management.

SCOPE

At present the data stored in the Alarms Database
covers the needs for an alarms service for all accelerators
at CERN. The database contains data for the Fault States
(abnormal situations) of the accelerators’ devices
controlled by the Controls System, e.g. magnets, beam
monitoring devices, etc. The data stored in the LASER
DB is used for the Technical infrastructure alarms, e.g.
alarms for the areas of electricity, cooling, etc. It covers
also the safety systems, the radiation monitoring system,
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the computer network alarms as well as alarms data for
abnormal situations in the Controls software itself.

All of the above listed domains of alarms data are
called providers and there are 31 in total. This accounts
for more than 3,000,000 data elements stored in the
LASER DB.

AREAS OF THE ALARMS DATA
MANAGEMENT

There are three distinct areas of data, which are part of
the Alarms data management.

Configuration Data for the Alarm Definitions

The main pieces of data that build-up the alarm
definitions are the fault family, fault member within a
family and the fault code of a given family. The
combination of those three pieces of data uniquely
identifies an alarm at CERN and represents the fault state.
Additional attributes, provided by the configuration data,
are the priority of the alarm, the action to be taken, etc.

The alarm definitions configuration data is extremely
important due to the principle of LASER that all fault
states must be defined in the LASER DB prior to their
use. The LASER service will not accept and propagated
events, whose definitions are not in the Alarms database.

Configuration Data for the Users Consoles

As the name suggest the data in this area is used for
configuring the displays on the Operators Alarms
Consoles. It includes the operators’ category structures,
which help the users to group the alarm events on their
screens, preferences of displayed categories on the
consoles, filters for the events, etc.

Run-time Alarms Data

The run-time alarms data is the time-stamped alarm
events, which are coming from more than 220 sources.
An alarm event is the activation, termination or update of
the fault state. The LASER server processes the events
data and stores it into the LASER DB. The run-time
events are distributed to approximately 50 client consoles
so that the users will be notified of fault states.

OVERVIEW OF THE ALARMS
DATABASE ENVIRONMENT

For the purposes of the Alarms data management
several db accounts are used. The main accounts are
depicted in Fig. 1 as well as the ETL processes, which are
used for LASER data configuration and archiving.

Alarms Configuration Data Collection Account

The Alarms Configuration Data Collection db account
is used in order to collect all alarms configuration data
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from the different providers. The data could be provided
in the form of different db objects, e.g. views,
materialized views or tables. There are 31 starting objects,
which correspond to the 31 data providers. All of those
objects have a standardized structure and contain the
same type of configuration data. This is done in order to
solve the problem of unifying the data from so many
diverse providers as well as to ease the data import
process.

CERN Public Oracle DE Cluster
GP Network

LASER Private Oracle DB Cluster
Technical Network

Fig. 1: Overview of the LASER data management
environment — main database accounts and ETL
processes.

Alarms Data Validation Account

The configuration data for the alarms definitions is not
directly imported from the Data Collection into the
LASER Core account. Due to the complexity of the
process to validate the data and to transform it into the
final destination format the loading of the alarms data
passes through an intermediate stage.

LASER Core Account

The Core database account holds all the configuration
alarms data, which is used directly by the LASER server.
The account contains the user preferences and consoles
configuration, which are extracted via a set of views and
provided to the LASER consoles. The same account also
stores the on-line alarm events in the form of a short term
alarms archive, which contains data for the last six
months. There are 200,000 time-stamped events recorded
on average per day, however at peak times there could be
up to 1000 events per second send to the LASER DB.

Alarms Long-term Archive Account

The long-term alarms archive has a completely
denormalized schema and the structure is more like a data
warehouse.

There is a PL/SQL procedure for transferring the on-
line data into the long-term archive, which is executed as
a db job once per day.

The long-term archive has been in operation since
2005. At the beginning of each year archiving of the
previous year’s data is done and between 4 to 10GB of
data is added to the long-term archive. PL/SQL
procedures, dedicated to this process, are used. During the
long-term archiving a factor of 10 reduction of the data
volume is achieved. Only the alarm record at activation
time and at deactivation time for the alarm events are
kept, thus all records between those two are removed.
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Alarms Data Management ETL Processes

There are two main types of ETL processes, which are
used for the Alarms data management.

The first type is related to the loading of the
configuration data into the LASER Core account. The
data needs to be validated carefully against the business
rules, established for the alarms definitions and
transformed into the required format. This is done in two
stages due to the complexity of the data manipulations.
The first process in the chain is called ‘Data Import’. It
takes the data from the Data Collection account and
moves it to the Data Validation account. The Data Import
process mainly verifies the validity of the provided data,
while the second process, called ‘Data Upload’ has as a
primary goal to transform the data into the required final
format while still performing checks.

The second type of ETL processes are related to the
archiving of the alarms data. There is a process that runs
every day, which transfers data older than 6 months from
the LASER Core to the Archiving account. Another
process runs once per year in order to establish the long
term archive for the previous year.

Complexity of the Database Schemas

Table 1 provides the exact figures showing the
complexity of the alarms-related database schemas. The
alarms database model is not a very complex one —
altogether there are 207 tables and 241 constraints
throughout the four main accounts. On the other hand due
to the numerous validations, checks and transfers of data,
part of the intensive ETL processes, there is a big PL/SQL
code base.

Table 1: Alarms Database Accounts Statistics

Tables 207
Constraints 241
Lines PL/SQL code 32,000
Volume 195 GB

SERVICE QUALITY ASSURANCE

Database High Availability

One of the challenges in front of LASER DB is to
provide high availability service - 24 hours a day, 365
days a year, as the Accelerators complex at CERN cannot
function reliably without the Alarms system.

The high availability of the database is achieved
through the use of Oracle cluster technology (RAC)
which guarantees not only the hardware but also database
software redundancy. The solution ensures no down time
even during routine software patching of the database.

Another point in the strategy for high availability is to
have a special db cluster dedicated only to LASER
(private). This approach guarantees that no problem could
be encountered due to other db clients on the same
cluster.
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Data Security

Data security is of utmost importance in the domain of
alarms data management. A major improvement in this
domain since 2009 was the deployment in the LASER
Core account of several custom-developed diagnostics
frameworks, allowing monitoring and traceability of who
changed what and when. This is extremely important
especially in the light of providing new applications to the
end-users (accelerators operators) to be able to change
some of the configuration data themselves.

The first framework audits every session opened in the
LASER DB, while the second framework, the History
one, records all data modifications and keeps them on-
line, available to be accessed through a web-deployed
LASER History Browser application.

Development and Testing Environments

The Alarms service is a critical one for the Operation of
the Accelerators. The database part of the Alarms service
is equally important and every piece of new code should

be thoroughly tested.
Three environments have been provided, in order to
ensure bug-free alarms data management. The

Development environment is used for developing
database functionality as well as developing the related
Data Editing and Data Browsing applications and
database APIs. The Test environment (created in 2010) is
used for functional testing within the database tier as well
as an integration testing environment of the vertical slice
of the Alarms service — database tier and LASER server.
The Production environment is the one used for the on-
line Alarms data management.

ALARMS DATA MANAGEMENT
CHALLENGES

Multiple Data Providers - Eliminating Scattered
Sources of Alarms Configuration Data

The data management for the Controls and Operation of
CERN’s accelerators is implemented as a distributed
database environment [9]. Previously the alarms
configuration data was gathered from a significant
number of databases, e.g. the Accelerators Entities and
Signals Naming DB, etc. as well as some scattered db
accounts.

During the last two years efforts have been put in place
to eliminate dispersed sources of alarms definitions and to
streamline them through the main databases, providing
data to LASER DB. As a result of those efforts several db
sources have been eliminated leaving only the databases
shown in Fig. 2 to deliver the alarms configuration data.

An example of this strategy is the migration of the
power converter alarms configuration data into the CCDB
and its integration into the Hardware Controls devices
framework [4]. This solution resolved the issue of
synchronization between the devices data in the CCDB
and the alarm definitions for the very same devices,
which were previously kept in a separate db account. At
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present the data provided by CCDB accounts for almost
70% of the alarms definitions configuration data imported
into LASER [6].

> =
DIAMON DB’ 1Ty NE[T,::'OR..

CONFIGURATION | mp

LASER DB ‘
TECHNICAL ’ ‘

INFRASTRUCTUR i >
MONITORING DB_ RAD|AT|°NH VACUUM’
MONITORINGI;?;_ DB

Fig. 2: Databases, providing alarms configuration data to
the LASER DB.

The approach of unification of the sources of alarms
configuration data guarantees not only a better
maintenance of the alarms configuration data by the
equipment experts, but it simplifies the process of initial
import of the alarms configuration data.

Separation of Alarms Definitions Configuration
Data from Users Consoles Configuration Data

An alarm system is supposed to give its users a better
insight of the status of the different systems and
particularly when problems arise. A badly configured
alarms system (due to bad configuration data) will not
achieve this goal. Typical problems, which arise in the
CERN Controls Centre, are an alarm event not being seen
by an operator, due to the alarm definition not being
correctly configured in respect to the display category, or
an alarm event appearing on the console of an operator of
a given accelerator when it should not be there.

In order to solve the above mentioned issues, a clear
separation needs to be achieved between the alarms
definitions configuration data and the users’ consoles
configuration data. This means that the equipment experts
should be responsible only for the alarm definitions while
the operators take complete responsibility for the alarms
consoles configurations data, including the assignment of
alarm definitions to the operational alarms categories,
which they monitor.

First steps in this direction were taken during the last
year by providing some basic data editing applications
through which the operators could set-up their own
configurations of alarm definitions to categories
assignments. One must however be extremely cautious
with the data changes introduced directly into the LASER
Core db as the current database model does not provide a
clear split between the two alarms configuration data
areas.

This problem is addressed in the new LASER Core
database model, which is currently implemented in
development environment and will be the basis for the
renovated LASER service.
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EXTENDING THE DATA MANAGEMENT
FUNCTIONALITY

A lot of improvements and extensions of the alarms
data management services were done during the last two
years. Some of the new functionalities are related to
extending the database model and some are related to
providing new user applications for browsing and editing
the alarms data.

Introducing Alarm Instructions

A new area of the Core LASER DB is the one of alarm
instructions. This data is related to the configuration data
of the alarm definitions and gives directions of what
measures should be taken in case an alarm is activated.

Introducing Filtering of Alarm Events, Based on
Accelerator’s Beam Modes

The filtering of alarm events on the alarms consoles is
an example of new functionality provided in the area of
the user consoles configuration data. The alarm events
that are usually displayed on the operators’ consoles now
could be filtered based on the beam mode of a given
accelerator. This feature is extremely useful as it prevents
the operators’ consoles to be flooded with alarm events,
which are not relevant under certain beam modes. At
present the new functionality is used by the LHC
Operation.

Development of a Suite of Data Management
Applications

A major improvement in the Alarms Data management
was the development of a suite of data management tools
during the last two years. These applications give users
the possibility to explore all alarms data and to maintain
the configuration part of it. The choice of development
technology both for the Data Browsing and for the Data
Editing tools was Oracle Application Express [6].

The LASER Data Browser (Fig. 3) is the main reporting
application. It comprise of more than 40 different reports
and simple graphs with statistics, covering all areas of
alarms data.

DATABASE -
§ ta Browser
WG
[VEELETIEEETT) ALARMS DEF | CATEGORIES DEF | SOURCES |/ DISPLAY FILTERS) INSTRUCTIONS | “EVENT ANALYSIS) “ADMIN
LASER BROWSER
ition Admin

Defin Event Analysis

Fig. 3: LASER Data Browser.

The Help Alarm is a special report, which is integrated
into the Data Browser. It presents all related data for a
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given alarm definition, which is available in the LASER
DB, as well as data coming from other databases e.g.
Network DB, TIMDB, DIAMONDB, CCDB, etc. The
Help Alarm page is used as a reference report for any
alarm by the LASER end-users.

A number of Data Editors were developed, targeting
specific problems that the operators need to deal with.
The editors are related either to giving the users the
possibility to manage the Console Configurations, e.g. the
Power Converters Categories Editor and the TI Network
Alarms Categories Editor, or to giving the option to edit
data related to the newly provided functionality in the
LASER model, e.g. Alarms Instructions Editor and the
Beam Modes Filters Editor. Another application, which
was developed, is the Reduction Alarms Editor. In order
to avoid an avalanche of correlated alarms on operators’
consoles, special filters are declared by the users called
Display or Reduction alarms. This helps to achieve a
cleaner console display and to more easily spot the real
cause of a problem.

CONCLUSION

The Alarms Service is a critical element, which is
indispensible to the Operation of CERN’s accelerators
complex. The database tier plays a pivotal role and has
proven to be a stable and reliable component. Continuous
effort is put into its improvement through rationalization,
data federation and development of new functionality at
the database and interfaces level.

A new LASER Core database model is in the process of
being developed catering for additional data elements for
the alarms quality management and a workflow for the
operators to approve the alarms configuration data.

A significant challenge in the future of the Alarms data
management will be the smooth transition between the
existing database model and ETL processes and the new
ones to support the renovated LASER service.
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Abstract

This work started in the context of NSLS2 project at
Brookhaven National Laboratory. The NSLS2 control
system foresees a very high number of PV variables and
has strict requirements in terms of archiving/retrieving
rate: our goal was to store 10K PV/sec and retrieve 4K
PV/sec for a group of 4 signals. The HyperArchiver [1] is
an EPICS [2] Archiver implementation engined by
Hypertable, an open source database whose internal
architecture is derived from Google's Big Table. We
discuss the performance of HyperArchiver and present the
results of some comparative tests.

EPICS ARCHIVER BRIEF HISTORY

The Channel Archiver [3] is an archiving tool-set for
EPICS based control systems. It can archive any kind of
record available through Channel Access [4], the EPICS
network protocol. Bob Dalesio designed the original
index file, data file layout, and implemented the first
prototype of Channel Archiver. From then on, many
people in the collaboration have been involved on this
EPICS extension. The largely used Archiver version is
still based on that design and last release is dated on
August 29, 2006. That version is based on its own binary
file format to archive the PVs. In July 2009 SNS stopped
using such version and designed a new archiver. The new
version can be engined with two kinds of RDB: MySQL
or Oracle. All code has been written in Java and
embedded into the Control System Studio (CSS)[5]. CSS
can be used to browse the data and to retrieve them. The
SNS archiver is based on Oracle RDB in production and
MySQL for test purposes; the data base is accessible via
Control System Studio (CSS) data browser. This archiver
version realized at SNS embeds a Java Archiver into CSS.

TARGET

NSLS2 project at BNL expects a large amount of data
that have to be acquired really fast. The goal was storing
10K PV/sec and retrieving 4K PV/sec for a group of 4
signals with a more reliable and safe archiving
architecture. The SNS archiver, based on Oracle, seems
not fast enough and expensive because of Oracle DB
licence fee. The MySQL version has potential scalability
concerns, and is designed for a single machine, then
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heavy processing loads may require expensive hardware
and ad hoc solutions. At that time, summer 2009, two
approaches were evaluated:

« Rewriting the Rtree and double-linked list embedded
DB structure

« Look for a complete replacement of the embedded
DB

After an initial period spent in analysing the first
solution, we switched to the second one and looked for a
completely new technology. The idea came from the
observation that the fastest and largest DB available
nowadays is Google, whose search engine is based on the
proprietary BigTable filesystem. Google never published
the details of Bigtable implementation, nor released a
licensed version of its filesystem. However, we found an
open source product based on similar concepts and
technology (Hypertable [6]) and started working on it.
Hypertable is a massive, parallel, high performance
database, that isn't a RDB nor a SQL DB. During our first
tests, Hypertable was only available as part of an open
source software project (under GNU2 Licence).
Nowadays Hypertable is delivered either in a free version
(used for our project) and in a commercial version (by
Hypertable Inc.) with payable support. We are using now
the 0.9.6.0 version (the last beta release); the roadmap has
fixed the first major release 1.0 in December 31* 2011,
which will mark the end of the beta period and will
introduce a fully functional BigTable implementation.

SYSTEM DESCRIPTION

The system used is a virtual Linux box with 16 CPUs,
10 GB Ram and 3.6 TB of ISCSI disk space on a HP
server model DL380G7. A similar system running on a
native OS, instead of a virtualized box, would exhibit
better performances: we decided, however, to use a virtual
machine to make easy cloning the “box” and sharing it
with other developers, saving them the time to set-up a
complete system from scratch. The virtual layer
technology we used is KVM and the underlying operating
system is Linux CentOS 5 (a RedHat Linux Enterprise
recompiled from source).

The ISCSI disk has been tested separately to be sure it
couldn't be a bottleneck for our tests and it showed a R/W
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speed of 45 MB/sec; we can assume, therefore, it didn't
affect our evaluation.

The bench-test core is an IOC with the following
features:

+ 10K Record type Analog Input

 Every record has a scan rate 1 sec

The HyperArchiver is configured to insert 10K
samples/sec and to extract, from CSS, 1K samples of 4
PVs.

The HyperArchiver configuration is an hybrid system
based on MySQL and Hypertable 0.9.5.0.pre6. MYSQL
DB is used to store the configuration setup while
Hypertable is used to store the Channel data:
channelName Status, TimeStamp, Severity, Simple Mode,
SimplePeriod, type, and value.

The data read from Channel Access by Channel
Archive Engine v.1.2.5 through JCA are concatenated in a
string and stored into Hypertable.

The Hypertable schema has only one column named
“pv”, the rowkey is based on a PV name with the EPICS
Time Stamp as follow:

« Rowkey: 100:aiExample.1315639247116

« ColumName: pv

 Data:100:aiExample#c#LOW_ALARM#c#1315639
24711 6#c#MINORf#c##c#jdbe:mysql://localhost:330
6/archivetic#Monitor#c#10.0#c#double#c#3.0

Implementation Details

Starting from the original Archiver developed at SNS
and based on Java, we made minor changes on various
classes; the most important work has been done on
package named org.csstudio.archive.rdb which has been
designed as shown in Figure 1. The new package named
org.csstudio.archive.htrdb2 (Figure 2) has deep

ScanThread Engine Model | 2 | EngineServer
(HTTP)
executes
Scanner Archive Group
create, start, stop
has many has many
N
ScanList scan | Archive Channel| Sampl
— | - Monitored
or scanned \
has one r}/

Sample Buffer | *read 1| \wyite Thread |*rte | RDB Archive
11
Buffer Stats

Figure 1: Generic RDB Archive Engine model.
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modifications in the class named RDBArchive. Using the
Trift client API we added two new classes (Figure 2) :
e HTArchive which contain connections methods;
*  HtTableArchiveSerialized which contains
methods to manages datas.

ThriftClient

open_mutator(schema, 0, 1000);
send_set_cells(mutator, cells);

write

HT Archive

write RDB Archive

SetOpen() M
bachSample(..)

HtTableArchiveSerialized

createCellSerialized()
getValue() :HashMap<String,String)
getCells(): List<Cells>

Figure 2: Classe's schema of org.csstudio.archive.htrdb2
package.

The data stored can be readout by dataBrowser2,
replacing the package org.csstudio.archivereaderrdb by
org.csstudio.archivereader.htrdb2. The most importat
modification is on RawSamplelterator class where the
Hypertable connection and retrieve task has been realized.

PERFORMANCES

Several test has been carried out at LNL. Using the
BNL iocServer we started with a scan period of 0.1 sec
for each PV of 10K analog input records. The archive
engine seems to be unable to sustain that acquisition rate,
so we decide to postpone a more detailed analysis on this
and moved a step back using a scan period of 1 sec. for all
PVs. With this set-up the average insertion rate is 13
MB/s and the retrieve rate of 13MB/s from CSS. Data
were retrieved through the CSS GUI.

CONCLUSIONS

BNL has proposed a common test bench to evaluate the
various archiver developments[7]. We used that
guidelines for our tests to share and compare our
benchmarks with the EPICS community. As mentioned
before, the HyperArchiver is still an hybrid system in his
internal architecture; it shows anyway good performances
and seems a promising research line. Keeping in mind the
fundamental spirit of collaboration in Epics community,
future steps on this project will be done after a discussion
with the laboratories interested on his development. This
will help us to better focus on common targets and
methods, and obtain the maximum results with the largest
benefits for the community.

115



MOPKNO012 Proceedings of ICALEPCS2011, Grenoble, France

ACKNOWLEDGEMENTS REFERENCES
Sincere acknowledgements to Bob Dalesio who has [1] HyperArchiverf . o .
made possible the beginning of this research during the http://www.InLinfn.it/~epics/joomla/archiver.html
stage of M. Giacchini at BNL in 2009. [2] Epics: http://www.aps.anl.gov/epics/

[3] ChannelArchiver:
http://sourceforge.net/apps/trac/epicschanarch/wiki
J.O. Hill: Channel Access: A Software Bus for the LAACS,

Many thanks to the great BNL controls team and
particularly to R. Petkus and R. Lange for their valuable [4]

help. The highly professiopal collabora.tion of K.Kasetpir ICALEPCS 1989, Vancuuver.

from SNS, his great experience and skills were essential. 5] Control System Studio (CSS):

Last but not least, acknowledgements to ESS Bilbao, in http://cs-studio.sourceforge.net/

particular to M.Campo and Prof. J.Jugo who first trusted  [7] ICALEPCS 11, N. Malitsky, D.Dohan “A Prototype of the

on this project and brought it to the production stage at Next EPICS Archiver Based on the SciDB Approach”

ESS-Bilbao's facilities at Zamundio (Spain) [8]. (8] IPAC 11, M. del Campo, J. Jugo, M. Giacchini, L.
Giovannini  “EPICS HYPERARCHIVER: INITIAL
TESTS AT ESSBILBAO”

116 Data and information management



Proceedings of ICALEPCS2011, Grenoble, France

MOPKNO013

IMAGE ACQUISITION AND ANALYSIS FOR BEAM DIAGNOSTICS
APPLICATIONS OF THE TAIWAN PHOTON SOURCE

C.Y. Liao#, J. Chen, Y.-S. Cheng, K.T. Hsu, K.H. Hu, C.H. Kuo, C.Y. Wu
NSRRC, Hsinchu 30076, Taiwan

Abstract

Design and implementation of image acquisition and
analysis is in proceeding for the Taiwan Photon Source
(TPS) diagnostic applications. The optical system
contains screen, lens, and lighting system. A CCD camera
with Gigabit Ethernet interface (GigE Vision) will be a
standard image acquisition device. Image acquisition will
be done on EPICS IOC via PV channel and analysis the
properties by using Matlab tool to evaluate the beam
profile (sigma), beam size position and tilt angle et al.
The EPICS IOC integrated with Matlab as a data
processing system is not only could be used in image
analysis but also in many types of equipment data
processing applications. Progress of the project will be
summarized in this report.

INTRODUCTION

TPS (Taiwan Photo Source), a third generation 3 GeV
synchrotron light facility, featuring ultra-high photon
brightness with extremely low emittance which is being
in construction at National Synchrotron Radiation
Research Center (NSRRC) campus. It consists of a 150
MeV S-band linac, linac to booster transfer line (LTB),
0.15-3 GeV booster synchrotron, booster to storage ring
transfer line (BTS), and 3 GeV storage ring.

For optimize machine operation and diagnostics
applications, the two-dimensional (2D) beam profile
images was used and recorded by cameras, which is
widely used in synchrotron light source facility. The beam
profile image has extensive information on beam
parameters, including beam center, sigma, tilt angle and
etc. The fluorescent screens convert the beam flux density
as a function of position into a measurable signal, and
charge coupled device (CCD) camera for image
acquisition, were used in this application. Due to the most
of machine parameters in future TPS [1] facility will be
accessible as EPICS (Experimental Physics and Industrial
Control System) process variables (PVs) [2]. Thus, an
analysis tool use the PVs as inputs with ability to
calculate and display results in complex ways is needed.
In this moment, Matlab was chosen as the candidate
computational tools, due to it offers a familiar
environment and easy communicated with EPICS PVs.
This report presents an EPICS integrated with Matlab as a
data processing system which is not only could be used in
image analysis but also in other equipments data
processing. The hardware configuration and software
structure will be summarized in this report.

liao.cy@nsrre.org.tw
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OVERVIEW OF INFRASTRUCTURE

This infrastructure is developed by using an EPICS
IOC integrated with Matlab program to build up a data
processing system. For the beam diagnostic application,
this system is responsible for the beam profile acquisition
from YAG:Ce screens, and used to analysis to find the
beam characteristic data. The infrastructure employed can
be divided into hardware and software components, as
shown in Fig. 1.

Hardware Components

The hardware components include a computer, Gigabit
switch, and cameras. The computer system based on
EPICS 3.14.10 (Linux, 2.6.18) can act as a soft 10C
(Input / Output Controller) which is used to communicate
to cameras and collect images data via Ethernet. The
Prosilica GC650 VGA-resolution CCD camera with GigE
Vision is used which consists of 659%493 (Cell size 7.4
pm) light-sensitive pixels. The cameras have external
trigger input port which can be used to receive trigger
signal from timing system (EVG/EVR) for periodic data
acquisition.

Software Components

The software components are constructed by EDM
(Extensible Display Manager, 1.12.xx) and Matlab for
cameras controlling and data analysing, respectively. The
camera driver EPICS support is built by the areaDetector
module [3] which provides a general-purpose interface for
area (2-D) detectors at lower-level based on asynDriver
[4]. The EDM was used to construct a client OPI for
remote control the camera parameters. In this application
there are two compiled Matlab programs were used; one
is analysis program, the other is display GUI. The Matlab
analysis program is continuously running inside the
EPICS 10C’s PC, through the Channel Access (CA,
LabCA) [5] it can read the raw image data from the
EPICS database, analyzed it, and then store the results
back to the database records. The display Matlab GUI acts
as client OPI which can show the analysis results in
multiple clients simultaneously. All data are transmitted
over the Ethernet network. In this study, Matlab provides
a familiar environment and shows easy and efficient ways
to reduce the development time and effort. The compiled
Matlab programs help us to develop standalone Matlab
application without running it in Matlab prompt which
can save budget requirement of expensive licence fee. A
Matlab runtime environment which is a free download
needs to be installed, in order to execute the compiled
Matlab program.
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Figure 1: Overview of infrastructure.

FEATURES DEVELOPMENT

In this case, one EDM panel and two Matlab programs
were created with difference functionality. The EDM
panel which runs in client is used for controlling the
camera parameters. The compiled Matlab programs, one
is analysis program which runs as a background task in
the of IOC’s PC for image processing to online calculate
the beam size, position and tilt angle; the other display
GUI which runs in client for displaying the results and
saving data. The detail program designs are shown as
follows.

EDM Camera Control Panel (Client Side)

Based on the areaDetector module, using the EDM tool

can easy construct a camera control panel as shown in Fig.

2. The camera parameters of exposure time and gain can
be configured in this panel. The trigger mode selection
include that the Free-Run is for simply monitor the image
and Sync-Inl is for synchronization of linac injection (3
Hz). The Show Image button could pop-up a window to
display the camera image. This EDM panel only offer
control and simple monitoring features but do not perform
any calculations.

Pariod

. T
[Eic | Jloi iy

ExposureTime: | 0.0001 s [

Trigger Mode: e

[57:01 T [ A
0o

1

Figure 2: EDM camera control panel.
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Matlab Analysis Program (EPICS 10C)

The Matlab analysis program runs in IOC’s PC as a
background task which can do a complex analytical work
to analyze the beam parameters, including the beam
center, sigma, and tilt angle. It can specify the region-of-
interest (ROI) for clipping the image of each individual
camera, and do an optional background subtraction and
software multiple exposures. All the analyzed data will
store into the EPICS IOC as PVs. The detail flow chart of
the program is shown in Fig. 3. In the beginning, program
will check which camera is active, then check the
corresponding screen is ready or not. If not ready, the
program will display some information, such as "No
Camera Active" or "Screen is Not Ready”. If pass the
checking, the program will get raw image data (one-
dimensional array) from the EPICS IOC, then go to the
image process, including the reshape image array, RIO
selection and projection process. Then, processing the
image to find the beam center and tilt angle, and fit with a
Gaussian distribution for sigma analysis. Finally, writing
these results back into specific EPICS I0C PVs, then
return to the START. The cycle time can be configured by
timer in the program.

The least-squares curve fit, so called Isqcurvefit method
was used to process the beam profile, which is one of the
optimization toolbox in Matlab [6] which can solve
nonlinear curve-fitting problems in the least-squares sense
that minimized the sum of squared differences between
the measured and predicted data, as shown by Equation
(1). Lsqcurvefit is an iterative method which returns
results that minimizes the residuals when the tolerances
(TolX, default 1e-6) supplied are satisfied. That is, given
input data xdata, and the observed output ydata, find
coefficients x that “best-fit” the equation F(x,xdata):

min%Z(F(x, xdata,) - ydata, )2 (D

where xdata and ydata are vectors and F(x,xdata) is a
vector valued function. This method can be used to deal
with high signal-to-noise levels image.

There are others fitting algorithms can be used, such as
the polyfit method, and the moment method. The polyfit
method is a non-iterative method which can be used to
solve linear problem with faster and accurate analysis, but
in this case the data transformed (natural log) into a linear
form is necessary. However, it can’t deal with the
Gaussian distributions with an offset condition, due to the
mixed system with non-linear and linear components. The
moment method is a computationally simple method to
directly calculation the image parameters. For some
applications such as image tracking, this method is
common to use to analyze large data sets and
computationally quicker but sacrifice precision. The three
methods comparison for evaluation the computing time,
fitting errors and noise tolerance had been described in
previous study [7].

Data and information management
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Figure 3: Flow chart of Matlab analysis program.

Matlab Display GUI (Client Side)

The layout of the Matlab display GUI is shown in Fig.
4. The GUI can run in multiple clients simultaneously and
read the analysis results from EPICS IOC and display
them in the window. The GUI contains six parts: menu,
toolbar, control panel, fitting results, projected profile,
and raw image. The menu and toolbar provide save data,
colormap change, ROI specify, simulation, reset and close
program, and zoom in/out functions. In the control panel
it contains active the program, 3D viewing, multi-
exposure, and background subtract functions. The fitting
results area contains sigma and center in the units of pixel
and mm, and beam tilt angle. Two directions, horizontal
and vertical, of beam projected profiles of raw data and
fitting curve are predrilled in two axes. The camera raw

image with the colorbar is integrated into the display GUI.

The function of export the raw image data and analysis
results can be done. It also can create a simulated beam

image for the purpose of evaluating the fitting correctness.

The detail flow chart of the program is shown in Fig. 5.
In the beginning of the program, users can Enable or
Disable the simulation option. If enable the simulation,
the program will generate a simulated beam image then
go to analysis process as previous. If disable the
simulation, the program will get the analyzed data from
EPICS IOC and display the results in the GUI, then return
to the START. The cycle time can be configured by timer
in the program.

Data and information management
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Figure 4: Layout of the Matlab display GUI.
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Figure 5: Flow chart of Matlab display GUI.

IMPLEMENTATION IN TPS LINAC

The beam profile of the TPS 150 MeV linac is
measured by five YAG:Ce screens [8]. The screen is
mounted at 45° against beam direction and driven by a
pneumatic driver. The fluorescence light goes out in
horizontal direction. The optics consist a refraction mirror
bend the light 90° to the 75 mm lens and camera. The
resolution of this configuration is ~60 pum/pixel, which is
acceptable for TPS current beam size of ~0.5 mm order.
The typical layout of the screen monitor is shown in Fig.
6(a). Screen monitor of the test transport line at early
commissioning stage is 25 mm diameter YAG:Ce screen
with 0.5 mm thickness. This screen is mounted at a
manual driven mechanism. This provision solution will be
used at early stage of the beam test due to tightly schedule.
The typical layout of the screen monitor is shown in Fig.
6(b). The real beam profile, which on the after of gun,
was analysis as shown in Fig. 7. The sigma of beam size
is in sub-mm order, and tilt angle is also shown in the
GUI. The unusual diffraction at position of [X=200 pixel,
Y=200~300 pixel] is probably a reflection due to the edge
of the YAG:Ce crystal disk. Fortunately, it can be easily
ignored by the ROI function. All fitted parameters will be
stored as EPICS PVs such that clients can easily access it
for further usage.
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Figure 6: The configuration of screen monitor at (a) linac
and (b) test transport line.
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Figure 7: Screen monitor analysis GUI for real beam
profile.

TIMING EVALUATION

A timing evaluation of the analysis program was made
and summarised in Table 1. The specifications of
computer in the experiment for preliminary test are as
follows: Intel Xeon 2.26 GHz CPU, 4.0 GB DDR3-1333
RAM. There are two key processes can affect the time
required for each image frame. One is read/write data
from PVs via EPICS channel access, and the other is
fitting projected profiles. The read/write data from PVs,
including some conditions and raw image data array, take
less than 30 ms. The data process, including two times of
fitting process (horizontal and vertical) and tile angle
recognition, takes less than 80 ms. Thus, the program
requires less than 110 ms per each cycle, which means the
maxima processing rate can be up to 9 Hz. This
performance is the worst case due to the computer has
other tasks to handle at the same time, but this result still
acceptable for TPS 3 Hz facility. In future the repetition
rate can expect up to 10 Hz rate or higher rate by using a
dedicated computer which would be beneficial for many
applications.
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Table 1: Timing of the Analysis Program

Process Time Required (ms)
Read/Write data from PVs <30
Data process <80
Total <110
FUTURE DEVELOPMENT

Using EPICS 10C integrated with Matlab as a data
processing system is a simple way to develop an
application quickly. This solution can be extended to
other applications, such as beam lifetime calculation,
filling pattern measurement, real-time oscilloscope
waveform analysis, synchrotron radiation monitor image
analysis, and other equipments data processing.
Waveform analysis will be very useful to monitoring the
pulse system functionality and stability likes linac
microwave system, and pulse magnets system (septa and
kickers).

SUMMARY

In this report, we used Matlab to assist EPICS 10C to
improve its calculation ability, which will become an
alternative solution for complex data analysis. Benefit of
this approach can meet expertise of available manpower
and more productivity. Compile version of Matlab scripts
save budget requirement of expensive licence fee. There
are various feature of software have been described here.
This infrastructure has been implemented and regularly
used on screen monitor image analysis for TPS linac
diagnostics application. From timing point of view, there
would be no problem running the application on TPS, due
to TPS injector repetition rate is 3 Hz. Further studies of
other applications of this solution are currently ongoing.
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A WEB BASED REALTIME MONITOR ON EPICS DATA
L.F. Li* C.H.Wang, IHEP, Beijing, China

Abstract

Monitoring systems such as EDM and CSS are
extremely important in EPICS system. Most of them are
based on client/server(C/S). This paper designs and
implements a web based realtime monitoring system on
EPICS data. This system is based on browser and
server(B/S). Through CAJ interface, It fetches EPICS
data including beam energy, beam current, lifetime and
luminosity and so on. Then all data is displayed in a real
time chart in browser (IE or Firefox/Mozilla). The chart is
refreshed every regular interval and can be zoomed and
adjusted. Also, it provides data tips showing and full
screen mode.

INTRODUCTION

The BEPCII has successfully used EPICS to build up
control system. It provides world-widely high energy
experiments as well as synchrotron radiation experiments.
Because there are many international collaborations,
many scientists from outside the IHEP expects to view the
status of the BEPCII running. A web based monitoring
need to be developed.

In fact, there has been existing monitoring systems on
EPICS data including JoiMint, WebCA and CAML.

JoiMint adopts “Java Web Start” to download Java
application to local computers and runs it. In order to run
Java application, Jre Plug-in or ActiveX is needed to
install on client computers.

WebCA is a Web Channel Access client framework
based on browser plug-in. It captures EPICS data directly
to browsers and displays in text. CAML uses widgets to
display EPICS data in graphics. WebCA and CAML can
only run in browsers of Firefox/Mozilla.

Since Internet Explore (IE) is popular in China, many
people would like to use IE. The EPICS interface to IE is
planed, because Internet Explore (IE) uses ActiveX to run
web applications while Firefox/Mozilla uses Plug-in. In
order to display EPICS data both in IE and
Firefox/Mozilla, a web based realtime monitoring system
is developed to satisfy the needs of viewing the BEPCII
status from all over the word. This system is based on B/S
using Flex!". The Flex, developed by Adobe, is used to
design web user interface, but it needs flash player.
Normally, most of computers have been installed with
flash player. So, the Flex can run both in IE and
Firefox/Mozilla.

CAJ®? is used as interface instead of JCA, for CAJ is
100% pure Java CA client library and more stable'.
Through CAJ, Java application in web server can get
EPICS data from CA gateways or IOC servers. Blazeds'"
is used as the bridge between Flex and Java while Json is
data format transferred from the web server to the browser.

Alilf@ihep.ac.cn

Data and information management

DESIGN AND IMPLEMENTATION

The web based monitoring system is composed of
applications in web server and in browser as shown in the
figure 1. The parameters of the BEPCII such as beam
energy, beam current, lifetime and luminosity runs on
PC/Linux as a SoftlOC in control network. The web
server runs on PC/Linux in campus network.

The web based monitoring system works as follows:

e The sampling thread connects CA gateways or I0C
servers and keeps CA connections in the server’s
memory.

e Through CAJ interface, the sampling thread gets
EPICS data from CA gateways or IOC servers. Then
all the EPICS data is saved in the server’s memory.

e When visitors view the web page of the monitoring
system, the service thread in web server will return
the initial EPICS data from the web server’s memory
to browsers.

e The browser parses EPICS data from the web server
and displays it on the web page in patterns of charts
and texts.

e By regular interval (10s,30s or 1minute), the browser
sends a request to the web server, gets latest EPICS,
and then refreshes the charts and texts.

Campus network Control network

Web server

| Web browser

Je——] Browser service thread ‘

‘ Sampling thread ;

CA Server ‘

PC/Linux

|
i
i
i
i
i
i
i
i EPICS 10C
GAJ
!
i
i
i
i

Figure 1: A web based monitoring system of the BEPCILI.

Java Applications in Web Server

Tomcat is used as the web server while log4j generates
running logs. The Java applications in the web server
mainly contain the sampling thread and the browser
service thread.

The work flow of the sampling thread in the web server
is illustrated in the figure 3. The sampling thread firstly
creates CA connections and keeps all of them in the
server’s memory. Then it gets EPICS data from 10C
servers or CA gateway and saves it in the server’s
memory (as an “application” of the web server). All
procedures above executes every regular interval (10s,30s
or 1minute). But there are also some differences between
the first time and the other times. In the first time, the

121



MOPKNO0O14

Proceedings of ICALEPCS2011, Grenoble, France

s IE AR TPl (BEPCIID

M e+ E(Gev) 1.8901

M e-E(Gev)

M lum(E32/cm”2is) 3.74
Int.Lum(pb*(-1)) 3059.43

Max(e- current)(mA) 760.08

B e+ (MA) 46783
M e+ Life(hour) 2.38
e+:This Shift(A.h) 0.02
Int.Current(A.h) 1240.65

Max(Lum) 6.49

750 =
700
650 ]
600 il
550 g

a
o
e
Il

450 ]

BEPCII&BESIIl Realtime Status

HAbstigix (BESHD sErtiziTiRE&
2011-04-08 08:04:37
Inj.Rate(mA/min): 0

TCBA: on
Inj.State: Waiting

\

B e-(mA)

o e Life(hour)-

e-:This Shift(A.h)0.02
Int.Current(A.h) 1201.29
Max(e+ current)(mA) 757.93

\

\

Current{mA)

400

et
Q@ o
e a
© o
(|

& ]
250
200 |

|

150
100
50

08:00:00 10:00:00 12:00:00 14:00:00 16:00:00 18:00:00
1000

SHBE | ggeur | v | BSGE 600 BAME 0
vericalAx Max Min
—

2011-04-07 2011-04-07 2011-04-07 2011-04-07 2011-04-07 2011-04-07 2011-04-07 2011-04-07 2011-04-08 2011-04-08 2011-04-08 2011-04-08 2011-04-08
20:00:00

SY——

Luminosity(E32/em*2/s)

22:00:00
300

24:00:00
BTEEE 4
time

02:00:00 04:00:00
24 AT

2

06:00:00

S FFAR
Lrniu ssssss

08:00:00

BiFAMMLE Nt 192,168 20 65 AN3ERR AP HIERBITE S

%A AT SR A AZ N 32 SHFMASEE A a

Figure 2: The web page of the status of the BEPCII running.

sampling thread creates CA connections. In the other
times, it firstly gets CA connections from server’s
memory and checks their status. If CA is connected, the
thread gets EPICS data directly. Otherwise, it recreates
unconnected CA connections and keeps them in server’s
memory.

[ ContextCreate ]

v

Pv Name list

v

Create CA list

Create CA
'
’ Caget data save |‘7
= 0
LY
[ )

Context CA
Figure 3: The flow of the sampling thread in web server.

Destrov

As we know, CA connections take time and CA’s UDP
broadcasting times by times when recreating CA
connections will cause the network traffic. To reduce the
time consumed by making CA connections and the
network traffic, CA connections should be kept in the
server’s memory so that the sampling interval will be
minimized.
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The browser service thread returns EPICS data in
format of Json to browser from the server’s memory.
Then the Flex application in browser displays the data on
the web page.

Flex Applications in Browser

The parameters of the BEPCII such as beam energy,
beam current, machine mode and so on need to be view
by the scientists all over the world. So, we use Flex to
implement a web page of the status of the BEPCII
running as shown in the figure 2.

This monitoring system adopts Flex and BlazeDS to
design the web user interface. The BlazeDS is the bridge
between Flex and Java.

When visitors view the web page, the browser sends a
request to the web server and gets the initial data of 24
hours. Then, by regular interval (10s,30s or Iminute) , the
browser gets the latest EPICS data from the web server
and refreshes the chart and texts.

The chart in the figure 2 can be zoomed, adjusted and
provides full screen and data tips showing.

Flex applications in the browser mainly include
modules as following:

Data |nitialization Module

This module gets data in format of Json from the web
server and parses the data which is to initialize the chart.
Data Refreshing Module

By method of remote object, data refreshing module
receives the latest data from the web server and refreshes
the chart and texts.

Timing Module

To fresh the data of the chart and texts, a timer is used
to call the data refreshing module by every regular
interval (10s,30s or 1minute).

Data and information management
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Figure 4: the selected area in the monitoring chart.

Chart Zooming Module

This module is mainly to zoom the chart to look up
more detailed information. When a rectangle area in the
chart is selected, the corresponding part of the chart is
zoomed(see Fig. 4).

Full Screen Module

The web page of the monitoring system can be changed
from the web page mode to the full screen mode like
movies in media player.

Data Tips Showing Module

When the mouse is placed on the line of the chart, a tip
will appears, showing the name, value and time of the
EPICS data.

Chart Adjusting Module

By changing the minimum or maximum of axes, the
vertical and horizontal axes can be adjusted so that the
chart can move up or down, and the total time length of
horizontal axes can be decreased.

PERFORMACE TESTS

A web server of tomcat has been built and running
almost 2 months without breaking down.

A simple version of the system without special effects
( chart zooming ,chart adjusting and full screen ) has been
available on the web and you can visit the address
http://202.122.32.134:8080/Real TimeLineChart/.

Test Environments

e HP Compaq dc7700 (Intel(R) Core(TM)2 CPU 6420
@ 2.13GHz 2G)

Centos4 linux (synchronizing clock through ntp )
Tomcat6.0 as web server

Jdk1.6

Jprofiler for memory test and thread test

Data and information management

e Apache ab for load test

Performance

The test shows:

e The chart can run in many kinds of browsers(IE or
Firefox/Mozilla)

No EPICS data is lost(once data is lost, it is recorded
in the server’s log )

Minimum sampling time=1s

Concurrent visitors>100

Web page response time <3s

Successive working time of server >2 months

Low load of web server

CONCLUSIONS

This system takes BEPCII running parameters
including energy, beam current, lifetime and luminosity
as example and fetches these EPICS data through CAJ
interface. These parameters can be displayed in IE in a
real time curves which can be updated automatically. The
web page of the monitoring system is designed by Flex
and provides some flex functions including chart-
zooming, chart-adjusting, data tips-showing and full
screen. On the web page, it’s easy for users to adjust the
time span and zoom the chart. In order to improve the
sampling performance, CA connections stays in the web
memory. Since this system is thin based on browser/server,
it is very easy to deploy and can be used in other projects.
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Abstract

ALICE is one of the experiments at the Large Hadron
Collider (LHC) at CERN in Geneva, Switzerland. The
ALICE detector control system is an integrated system
collecting 18 different detectors’ controls and general
services. Is implemented using the commercial SCADA
package PVSS. Information of general interest, such as
beam and condition data, and data related to shared plants
or systems, are made available to all the subsystems via
the distribution capabilities of PVSS. Great care has been
taken to build a modular and hierarchical system, limiting
the interdependencies of the various subsystems.
Accessing remote resources in a PVSS distributed
environment is very simple and can be initiated
unilaterally. In order to improve the reliability of
distributed data and to avoid unforeseen and unwished
dependencies, the ALICE DCS group has enforced the
centralization of global data required by the subsystems.
A tool has been developed to monitor the level of
interdependency and to understand the optimal layout of
the distributed connections, allowing for an interactive
visualization of the distribution topology.

INTRODUCTION

ALICE is one of the four general purpose experiments
installed around the Large Hadron Collider, at CERN in
Geneva. It is composed of 18 detectors, each with its own
specific technology choice.

The ALICE -collaboration includes more than 1000
physicists and engineers from 105 Institutes in 30
countries. Being developed by several groups in parallel,
and being based on different devices and protocols, the
controls of the different detectors are heterogeneous too.

The ALICE Detector Control System (DCS), integrates
the controls of all detectors in a common environment,
exploiting the flexibility of the SCADA PVSS software.

INFORMATION FLOW IN THE ALICE
CONTROL SYSTEM

The DCS continuously collects large amounts of data
from the various detector devices. Thanks to a strong
standardization effort at the beginning of the DCS project
it has been possible to limit the variety of devices used
and this has been very beneficial to the data collection
process. For these devices the hardware diversity is
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managed through the use of the commercial OPC server
protocol.

However, for the very important Front-End Electronics
part, which has been custom designed for each detector,
there is a large diversity of readout interfaces. Many
different field busses and technologies are used such as
CANbus, JTAG, Profibus, RS232, Ethernet and custom
links. This has called for a more elaborate readout
architecture based on the definition of a common high
level Front-End Device (FED) which overcomes the
hardware diversity.

The use of the TPC/IP based CERN DIM protocol for
communication provides furthermore the means for
abstracting the data flow from the hardware level. Data is
mainly transported using the Ethernet but other protocols
are also used.
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Figure 1: The main data streams managed by the central
ALICE DCS.

Amongst the sources of data we count 1200 networked
Front-End processors, 300 VME crates and power
supplies and 4000 high voltage channels. From the
detectors, the ALICE DCS receives data from 180,000
OPC items and 100,000 Front-End devices; eventually, a
total of 1,000,000 parameters are supervised by the DCS
at a typical rate of 1 Hz (see Fig. 1).

In order to be able to handle such a large amount of
data, the ALICE DCS must process and filter the data
before they are sent to the archives or transferred to the
final users such as the offline analysts and the online
displays. More than 100 detector computers represent the

Data and information management
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detectors side, while a group of 60 backend servers and
an Oracle Database service, which is able to process up to
150,000 inserts/s, compose the central side of the control
system (see Fig. 2).
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moothing in PV:
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Figure 2. Data flow reduction from the detectors, to the
archives and to the final customers.

The data flow is not unidirectional. Up to 6GB of
configuration data is uploaded to detectors from the
central ORACLE database before a physics run can be
started.

Furthermore, the DCS is also the central collector of
information of general interest, like the LHC beam data,
data from various technical services, environmental data,
radiation and magnetic field data, etc.

For example, global environment data is collected and
archived and at the same time redistributed to the
detectors, to be used for their calibrations or to allow for
correlations with their internal variables. Much data is
received from the LHC accelerator and managed centrally
and distributed to several subsystems in order to define
operational states and guarantee safe procedures.

In order to provide a controlled data exchange with
the detectors, the ALICE DCS has exploited the
distribution properties of PVSS.

MOPKNO15

The SCADA PVSS is a complex modular system where
the different processes (aka managers) can run on a single
machine or in a scattered way, i.e. on different machines.
In a scattered system, managers run on dedicated
machines, in order to distribute the load; in a distributed
system, remote, single or scattered, the systems are
interconnected through dedicated daemons, so called
distribution managers (see Fig. 3); via this connection
there is only information sharing and .no sharing of
computing resources.

THE ALICE DCS TOPOLOGY

The SCADA PVSS system not only allows to collect,
publish and archive the various data. Thanks to its
distribution properties and its modular architecture it has
been possible to design the ALICE DCS as a distributed
system where each detector is a complete control system
itself. The detectors have implemented their DCS on more
than one machine and are therefore distributed systems
themselves.

The smaller detectors have implemented their controls
on a few machines which are interconnected in a
hierarchical structure. The bigger detectors have
implemented their controls over several machines which
are interconnected in a mesh, in order to easily share the
data inside the detector community. Interactive operation
takes place in both cases via a remote user interface on
one of the nodes.

A particular group of machines is the LHC cluster,
which is responsible for collecting the data from the LHC
accelerator and for the publication of ALICE information
back to LHC. Some of the these parameters, such as
parameters from luminometers and beam monitors, are of
direct interest also to the many detectors; they are
therefore collected and sent both to LHC and the ALICE
detectors. Since its installation, the LHC cluster has
represented an interesting testbed for the ALICE
distributed topology. A big effort has been devoted to the

Figure 3: Schema of a scattered system (left) where the PVSS managers of a single project are running on different
machines and a distributed system (right) in which the distribution managers handle the connections between remote

projects

Data and information management
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optimization of the data distribution, trying to limit
interconnections, monitoring dependencies, and ensuring
the availability and security of the data.

MONITORING THE DISTRIBUTED
ENVIRONMENT

Within this distributed scheme, the ALICE DCS has
been implemented as a hierarchical system, with the aim
of limiting the interdependencies of the various
subsystems. All the detectors nodes connect to the central
servers (Fig. 4); in this way, ALICE DCS can provide
global data, keep the systems synchronized and have a
clear monitor of possible interdependencies.

Figure 4. Central servers connect to all detectors nodes.
Different detectors are not connected directly.

Connecting remote systems in a distributed
environment is very simple. However, this can easily lead
to unforeseen and unwished inter dependencies and
unnecessary or redundant data flows. Furthermore, a
distributed connection can be initiated unilaterally, even
without the approval of the target system.

The central ALICE DCS group has therefore initiated a
project to map, understand and monitor the data flow
between central systems and detectors and between the
detectors themselves. The aim is not only to prevent or
block unauthorized connections, but mainly to better
understand the needs of the different systems and to find
the best ways to provide the data they need.

A monitoring tool has been developed which compares
a list of authorized, local connections, with the actual
connections observed. The authorization list can be
maintained and updated from PVSS directly (Fig. 5). The
tool has been built using simple PVSS control scripts.

The project provides an interactive graphical
representation of the state of connections (Fig. 6). From
here, it is easy to assess the degree of interdependency
between the systems and to understand the optimal layout
of the distributed connections. Used regularly this tool
helps to optimize the flow of data between systems and to
reduce the risk of faulty interactions between different
systems.
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Figure 5. Expert panel to monitor the distributed systems.

Figure 6. Graphical representation of the ALICE DCS
interconnections.

CONCLUSIONS

The ALICE DCS has made a big effort to standardize,
simplify and optimize the flow of data between computer
systems in the ALICE experiment.

For this purpose a tool has been developed to analyze
the network connections between distributed systems.
This monitoring tool is raising interest inside the CERN
JCOP Framework community, and will hopefully be
integrated in a more general monitoring context, to give
to the PVSS central developers another tool to optimize
and simplify the data flows in the operational networks.

Data and information management
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TANGO ARCHIVING SERVICE STATUS

G. Abeill¢, S. Pierre-Joseph, J. Guyot, M. Ounsy (Synchrotron Soleil),
S. Rubio (ALBA), G. Strangolino, R. Passuello (ELETTRA)

Abstract

In modern scientific instruments like ALBA,
ELLETRA or Synchrotron Soleil, the monitoring and
tuning of thousands of parameters is essential to drive
high-performing accelerators and beamlines. To keep
track of these parameters and to easily manage large
volumes of technical data, an archiving service is a key
component of a modern control system like Tango [1].

To achieve this, a high-available archiving service is
provided as a feature of the Tango control system. This
archiving service stores data coming from the Tango
control system into MySQL [2] or Oracle [3] databases.

Tree sub-services are provided:

e An historical service with an archiving period up to
10 seconds,

o A short term service providing a few weeks retention
with a period up to 100 milliseconds,

e A snapshot service which takes “snapshots” of Tango
parameters and can reapply them to the control
system on user demand.

This paper presents how to obtain a high-performance
and scalable service based on our feedback after several
years of operation. The deployment architecture in the
different Tango institutes will then be detailed. The paper
concludes with a description of the next steps and
incoming features which will be available in the next
future.

CONCEPTS

The Tango Archiving service is a central diagnosis tool
for large scientific instruments. It can be used for daily
operation such as:

e Vacuum, temperature follow-up

¢ Insertion devices follow-up...

But also to analyse complex scientific phenomena:

e Beam orbit stability

e Post-mortem analysis...
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Figure 1: Tango archiving data collection.
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The archiving service collects Tango control data (also
called Tango attributes) to persist them in databases. The
data collection is done by Tango devices called Archivers
(see Fig. 1). A complete explanation of Tango concepts is
detailed here [1].

All archiving components are based on a Java [4] API
(Application Programming Interface), designed with
JDBC [5]. Upon this API, a set of modules is rendered:

e Extractor Tango device: service to retrieve inserted

data from the database.

e Watcher Tango device: monitor the archiving. Report
alarms for not inserted values.

e Manager Tango device: configure, start or stop the
archiving.

e GUIs in Swing: End-user interfaces to configure,
start or stop the archiving; data plotting of archived
values.

The archiving service proposes several data collection

policies as detailed here in.

Historical/Temporary DB

The historical and temporary DB services can record
data at a fixed frequency. The minimum period is 10 s for
HDB and 100 ms for TDB. It is also possible to filter the
data to be inserted i.e. to insert data only when it changes
or when it goes over some thresholds. Due to the amount
of data, TDB tables may be truncated on a regular basis
(every 12 weeks at Soleil).

Furthermore, a GUI called Mambo (see Fig. 2) can
configure, start or stop the archiving. It is also possible to
extract data and plot it.
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Figure 2: Mambo.

To achieve scalability, a collection of archiver devices
may be deployed. Each archiver is in charge of collecting
a set of Tango attributes; they may be set up in two
different ways:

e Dedicated mode: each archiver collects a pre-defined

list of attributes.

e Load-balancing: when a data collection is started, its

archiving is allocated to the least loaded archiver.
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Snapshot Database

The Snapshot service takes on-user demand “pictures”
of a control system for a pre-defined set of Tango
parameters (or Tango attributes). The persisted
parameters may subsequently be reapplied on the Tango
control system.

With the Bensikin (Fig. 3) GUI, the user can define the
sets of Tango attributes. For each context, he can launch
snapshots, display their contents, and reapply values to
the Tango control system.

FLl ., Teep—
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Figure 3: Bensikin.

STATUS

The archiving service is aimed to be used by any
institute using Tango as a control system.

The project was initiated by Soleil in 2002. The initial
design was jointly done with the ERSF [6] control team
who in charge of the Tango core development. All the
API, devices and GUIs were developed under the
responsibility of Soleil. It was built up during the Soleil
construction phase with continuous deployment on
production platforms. At this time, the Soleil IT team was
constantly under users’ pressure to obtain a stable and
high-performance system. Due to a lack of resources,
most of the development was subcontracted.

Then ELETTRA joined the Tango collaboration at the
end of 2003 followed by ALBA in late 2004.

Owing to different contexts and technical backgrounds,
the archiving service is not used in the same configuration
in all institutes. The actual deployments are described
below.

ALBA

The ALBA synchrotron uses MySQL for all databases.
Around 8000 HDB attributes are archived at periods
between 10s and 1 minute and 2000 TDB attributes are
archived at periods between 1s and 1 minute.

95% of the Archivers are deployed on the same host as
the Tango archived devices in “dedicated mode”.

On beamlines, it is under deployment with a centralized
load-balancing mode using virtual servers.

The client applications were developed in Python using
the PyTango binding.
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Elettra

The TANGO archiving system is used on both Elettra
and FERMI@Elettra. Each accelerator is running its own
instance of the Archiving System.

Common characteristics to the
infrastructures are:

e MySQL version 5.5.13 with MyISAM indexed and

partitioned tables.

o Centralized infrastructure with 30 archivers running

for HDB and 10 for TDB

e Management of archiving performed with an Elettra

GUI based in QT, MANGO [1],

e Retrieving and data plotting done using E-Giga [1],

based on PHP and MySQL.

Elettra figures are:

e 1561 attributes configured in HDB

e 7 attributes configured in TDB

Archiving system for Elettra running on a dedicated
hardware based on an Intel(R) Xeon(TM) QuadCore CPU
@3.20GHz with 4 GB of RAM and 1 TB of storage
capacity on a RAID 6.

FERMI@Elettra figures are:

e 1798 attributes configured in HDB

e 401 attributes configured in TDB

Archiving system for FERMI@Elettra running on a
Xen virtual machine using 4 cores of an Intel(R) Xeon(R)
CPU E7330 @2.40GHz with 4 GB of RAM and 1 TB of
storage capacity on a RAID 6 fibre channel connected
external storage.

Both databases are replicated with MySQL replica
system on a different machine with the same
performances which is used by E-Giga to access data, so
the archiving system is not loaded by such kind of
requests.

Soleil

The archiving service is deployed on accelerators and
beamlines. All databases are Oracle Enterprise Edition
11.1.0.7.0 with RAC (Real Application Cluster) [7] and
partitioning options. There are 2 database clusters with
each machine having 16 GB of RAM and 2 network
interface cards (fiber channel):

two archiving

e One RAC of 3 machines for the accelerators.

e One RAC of 2 machines for all beamlines.

A Disaster Recovery Plan (DRP) has been established
to obtain a high-available service and no data loss:

e A degrade server can take over the RAC.

e Several backup strategies are active, e.g. RMAN
(Recovery Manager) [8] does an incremental backup
every day and a full back-up every two months. Data
restoration is tested twice a year.

e Data are replicated in two buildings, on different
media (hard disk and tape).

On top of this infrastructure, the Tango Archiver
devices for data collection are configured in “load-
balancing” mode and are distributed as followed:

On the accelerators, they are shared out on 4 machines
(see Fig. 4 for an overview of the whole infrastructure):

Data and information management
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e 270 HDB archivers.
e 300 TDB archivers.
e 1 SNAP archiver.
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Figure 4: Soleil accelerators archiving infrastructure.

HDB and SNAP is also operational on all 25
beamlines. Some beamlines are archiving up to 350
attributes in HDB; one machine per beamline (with other
services installed):

e 5 HDB archivers.

e 1 SNAP archiver.

Table 1 shows some figures for the Soleil
accelerators. The numbers are growing constantly as the
operators configure the archiving by themselves. Soleil
machine operators are planning to collect up to 20,000
attributes in HDB and TDB.

Table 1: Soleil Accelerator Loads

HDB TDB Snap
attributes 10 607 7527 2700
Insertion/sec 480 4200 NA
(10TPS)
size 80Go/month 20Go/day 2Go
CHALLENGES
Technical Challenges

Until recently, the main concerns at Soleil have been
performance, scalability and stability issues. Various
actions have resolved these issues:

e Change the whole infrastructure; install a cluster
database with several storage systems.

e The Archiver devices were unstable and their
performance was poor. As the code was
subcontracted, it suffered from “quick and dirty”
fixes, “copy-paste”... To overcome all these issues,
the code had to be re-implemented.

The Archivers are now very stable at Soleil. There are no
more failures after months of running. However, the code
still needs to be cleaned up as has been pointed out by
Soleil’s quality tool, SONAR [9]. See [10] for how this
tool has been used at Soleil.

Data and information management
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The current watcher device is only able to report
failures, but it is not yet able to diagnose the root cause.
Indeed, there may be many reasons for a failed data
insertion; for instance the archived Tango attribute may
have been renamed, or its device may have been shut
down. Consequently, it must be extended to identify and
report the origin of a failure.

Data extraction and plotting is pretty basic today. A
customisable reporting tool should be integrated in the
archiving standard toolkit. The user should be able to
simply configure and create reports in any format, such as
pdf, csv, and so on. This tool may be also integrated into a
scheduler so that machine operators can have an
automatic follow-up every shift.

As all data extraction is done manually, all diagnoses
are also manual. At Soleil, a project has recently been
started to automate the diagnosis of orbit instability with a
rule engine [11]. As soon as an orbit deviation is
recorded, this tool will automatically search in archived
data to identify the causes of instability, such as insertion
movements, temperature  drifts, power  supply
misbehaviour, etc.

Collaboration Challenges

A major challenge for Soleil is to fulfil all needs of
the Tango community while also remaining responsive to
internal user requests, under the constraint of limited
human resources. The Tango collaboration has no
dedicated resources, so it is at the discretion of each
institute to bring some resources to the collaboration. All
institutes have different technical backgrounds, it is
sometimes difficult to put everything is common as some
tools were designed for a specific context, but we must do
our best to have the maximum in common.

Effort has recently focused on packaging in order to
deliver an easy-to-install archiving system [12]. But there
are still many things to improve to efficiently collaborate.
The archiving service is now stable, but many evolutions
may be added, so a common specification must also be
written up. Moreover, this organisation must be also
ready to provide support for new incoming Tango users
like MAX IV [13].

To conclude, the archiving project is on the one hand
a matter of technical challenges, on the other hand it is a
major human challenge. It is now a mature project, but it
is far from coming to an end as many improvements
remain to be done. Besides, this Tango add-on reinforces
the added value of the Tango framework.
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FROM DATA STORAGE TOWARDS DECISION MAKING:
LHC TECHNICAL DATA INTEGRATION AND ANALYSIS

A. Marsili*, E.B. Holzer, A. Nordt, M. Sapinski, CERN, Geneva, Switzerland

Abstract

The monitoring of the beam conditions, equipment con-
ditions and measurements from the beam instrumentation
devices in CERN’s Large Hadron Collider (LHC) produce
more than 100 Gb/day of data. Such a big quantity of
data is unprecedented in accelerator monitoring and new
developments are needed to access, process, combine and
analyse data from different equipments.

The Beam Loss Monitoring (BLM) system has been one
of the most reliable equipments in the LHC during its 2010
run, issuing beam dumps when the detected losses were
above the defined abort thresholds. Furthermore, the BLM
system was able to detect and study unexpected losses, re-
quiring intensive offline analysis. This article describes
the techniques developed to: access the data produced
(=~ 50000 values/s); access relevant system layout informa-
tion; access, combine and display different machine data.

INTRODUCTION

Beam Losses

More than 3600 Beam Loss Monitors (BLMs) were in-
stalled around the LHC ring at expected loss locations, in
order to measure the beam losses in the LHC. Losses are
measured every 40 us, and these basic integration windows
are continuously combined into sliding windows called in-
tegration intervals, ranging from 40 pus to 84 s.

All the data are used in real time: if the losses in one
integration interval exceed the predefined abort thresholds,
the beam is removed from the LHC ring. Some of these
data are stored in the LHC databases (DB): this article will
only describe the processing of these “offline” data.

The layout of the machine where the loss was produced
is just as important as the measured loss itself, and must be
understood.

Beam Loss Analysis Toolbox

This article describes the techniques used to access the
different databases, to combine the values of losses with
the positions of the BLMs and magnets and display them.
Each of these functionalities corresponds to a module, and
they are gathered in the Beam Loss Analysis toolbox.

Databases

The Layout database holds all the information about the
positions of magnets, BLMs and collimators. Its structure

*amarsili@cern.ch
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is the one of a standard SQL database: several tables hold
all related information in different columns.

Every second, for each monitor, one value per integra-
tion interval is saved in the Measurement database during
one week. Some values are stored permanently in the Log-
ging database after applying a filter: if the difference be-
tween two subsequent values is higher than a delta set per
integration interval, the value is saved; if not, one value per
minute is saved. The thresholds are logged “on change”,
and once per day if they don’t change.

Both databases have the same structure: a variable name
BLM_EXPERT_NAME:LOSS_RSXX is associated to each in-
tegration interval ("XX" is its number). It holds two SQL
columns: timestamps and values (see Fig. 1). The structure
for the thresholds is the same.

Languages

The database access tool was designed to allow the ac-
cess, processing and display of data in a fast, user-friendly
and easy way. The language used for database access at the
time of development was PL/SQL. The Layout database is
still accessed with PL/SQL. The main programing and data
analysis framework at CERN is ROOT [3], a C++ frame-
work providing classes and a C++ interpretor called CINT.

The choice was made to use Python (2.4) as the develop-
ing language (and not CINT), since a true interpreter was
desirable. It links easily with ROOT (5.28) objects thanks
to the pyROOT project.

DATABASE ACCESS TECHNIQUES

The database module accesses data by PL/SQL and
Java, and returns them in a format compatible with the
other modules, described in Fig. 1. A direct display of the
data structure is shown in Fig. 4.

PL/SQL Access

The core of the SQL access class is a ROOT object called
TSQLServer [3]. Queries such as the time window or
variable names are automatically constructed and sent as
strings. The data corresponding to the required variables
are returned also as strings so the user does not have to
change method depending on the data type. SQL access is
still used for the Layout database access.

Java Access

The current way to access the measurement databases is
through an Application Programming Interface (API) writ-
ten in Java and provided by the data management section.
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‘BLM_1° ‘BLM_2° ‘BLM_m’
(‘t3’, v3)

(“t17,v1) (¢’ ve)
(“ta’,va)

(‘tQ’ ’Ug) (‘t7’,’l}7)
(‘t5”,v5)

Figure 1: Original structure of the object for the Logging
database, reflecting the DB structure. Dictionaries are rep-
resented between curly brackets “{ }”, lists between square
brackets “[ ]” and tuples between parentheses “()” The ver-
tical spaces between 2-tuples indicate the absence of data
between two times and show that all times are different.

It is able to be called from the command line, thus being
more portable: the data are not returned inside one specific
application. They are written to the shell standard output.

The API provides the user names and passwords for the
Logging and Measurement databases, so the user does not
have to. Most of the connection settings are written in a
file called configuration.properties [4]. Rather than
having the user edit this file separately (and for backward
compatibility), this file is generated automatically.

The default Python os module provides the interaction
with the unix shell from Python. The os.popen function
executes a string as a command line, which allows easy ma-
nipulation. It returns a “file iterator”, the default object for
reading text files. The use of this command line is further
described in [4]. The data flow is summarized in Fig. 2.

Data Structure

The object holding the data reflects the structure of the
database: dynamic /ists of immutable 2—tuples holding the
timestamp as a string and the signal as a Python float (see
Fig. 1). The mapping is provided by a dictionary associat-
ing a key (the variable name as a string) to the correspond-
ing value (a list).

mmand
line
sta
user rator ou

other object
A pgthon

requests
Logging
Data Base
plomng
obJects
& ROOT ‘

- string or
assimilated

) Java

Data Bases

Figure 2: Data flow in the toolbox, from the user to the
databases and back.
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‘name_of _graph_1’,
(deuma,vr)
(deuma, v2)

‘name_of_graph_2’,
(deums, v3)
(deuma, va)

Figure 3: Final structure of “plotdict” object after data
combining. dcum; is the position of BLM;, and vy the
signal of BLM; at the plotting time. See Fig. 5 for the cor-
responding graph.

DATA PROCESSING
Sorting BLMs

Currently, one of the main applications of the toolbox
is to display a longitudinal loss profile of a section of the
LHC at a requested timestamp (see Fig. 5). The names of
the BLMs are not displayed, but they contain all relevant
information: type of monitor (lonisation Chamber (IC) or
Secondary Emission Monitor (SEM)), associated beam (B1
or B2), injection or extraction line. The process module
sorts the BLMs according to these criteria. The names are
then mapped with the longitudinal position of the BLM on
the LHC, called DCUM, which was obtained from the Lay-
out database. The resulting structure is shown in Fig. 3.

Linear Interpolation

One of the features of the Logging database is that no
BLM signal is recorded every second (see Fig. 1). A
specific second requested by the user may not have been
recorded. The choice was made to calculate a linear in-
terpolation between the previous and next entries to es-
timate the signal at this second. The algorithm in the
process module progressively checks the requested times-
tamp against a list of tuples. If the same time is found, the
value (2" element of the tuple) is returned. If not, a linear
interpolation is calculated using the next entry in the list.

The algorithm has to do m x n operations, where m is the
number of monitors and n the number of tuples before the
requested second. The processing time is dominated by the
data access time in the case of the Logging database, when
only one second is requested in a time range composed of a
few tuples. It is not the case for the measurement database
(one tuple per second). If all seconds in the time range are
requested, the number of operations becomes m X w
where N is the total number of tuples (seconds): the pro-
cessing time is dominating the access time. In this case,
a different algorithm is used with only one index for all
BLMs. The number of operations is then only m.

DISPLAY

The whole display module relies on ROOT objects, us-
ing TGraph for the plots and TCanvas for the display on
screen [3]. Each type of plot has its own class, and they all
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Figure 4: Plot of the data as received from DB, showing
the time development of a loss (collimator scraping). Each
of the requested variables are given versus time. Note that
the values are not synchronised. The vertical black line
corresponds to the requested second. The requested plot is
shown in Fig. 5.

share methods to save the plot as seen on screen in a file
with an automatically generated and meaningful name.

Time Plot

The time plots reflect the structure of the DB: each graph
corresponds to one variable, with points only at recorded
times (see Fig. 4). The colours are automatically selected to
be as far away as possible from each other. The names are
ordered so that similar variables will have similar colours.

Longitudinal Plot

For the longitudinal plot of the LHC, the positions of
magnets and collimators are obtained from the Layout
database. The value of the threshold is obtained directly
from the Logging DB, and is mapped to the longitudinal
position similarly to the BLM signals. The final result is
shown in Fig. 5.

WRAPPING MODULE

All functions described previously are automatically ex-
ecuted when passing a timestamp and two values of longi-
tudinal position to the loss analysis class in the wrapping
module. In its basic behaviour, it:

e finds the corresponding BLMs, collimators and mag-
nets with information from the Layout DB;

e gets the losses and thresholds for the relevant BLMs
from the measurement or Logging DB;

e displays the losses versus time (see Fig. 4);

e combines all data to display the loss in the LHC at the
requested time (see Fig. 5).

The wrapping module also provides additional methods to:

e save the data set;
e print all the names of the LHC elements in longitudi-
nal order;
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Figure 5: Final display, showing the longitudinal develop-
ment of a loss (collimator scraping), and the positions of
the magnets (blue boxes) and the collimators (red boxes)
The vertical axis is the value of loss or threshold of one
BLM, and the horizontal axis is its longitudinal position.

search for a string in the BLM names;

plot a vertical line at a given longitudinal position;
plot the ratio signal/threshold for each BLM,;

order BLMs by “closeness to threshold”;

plot the beam intensity at the time;

plot the position of the jaws of the displayed collima-
tors;

plot the signals of the Beam Position Monitors;

e plot the optics in the LHC.

CONCLUSION AND FUTURE
IMPROVEMENTS

In this paper, a tool allowing the access, processing and
display of data in a fast, user-friendly and efficient way
was presented. Data can be requested automatically with a
few simple arguments such as timestamp and position, and
are immediately available for display or further processing.
This tool is now used as a standard database access in the
CERN Beam Loss section.

The future improvements include parallel downloading
and processing of data, and adaptation to the new vector
format for BLM-specific databases.
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Abstract

The ALICE Detector Control System (DCY) is based
on a commercial SCADA product, running on a large
Windows computer cluster. It communicates with about
1200 network attached devices to assure safe and stable
operation of the experiment. In the presentation we focus
on the design of the ALICE DCS computer systems. We
describe the management of data flow, mechanisms for
handling the large data amounts and information
exchange with external systems. One of the key
operational requirements is an intuitive, error proof and
robust user interface allowing for simple operation of the
experiment. At the same time the typical operator task,
like trending or routine checks of the devices, must be
decoupled from the automated operation in order to
prevent overload of critical parts of the system. All these
requirements must be implemented in an environment
with strict security requirements. In the presentation we
explain how these demands affected the architecture of
the ALICE DCS.

ALICE DCSOVERVIEW

The mission of the Detector Control System (DCS) [1]
of ALICE experiment is to provide an overall supervision
of the experimental apparatus, ensuring correct and safe
operation during the physics data taking and also during
the standby periods.

Operating in a continuous 24/7 mode most of the year,
the DCS peforms hierarchica control of the 20
subdectors of ALICE, supervises common systems and
infastructure services and communicates with externa
systems. Full remote control and monitoring is required
for the devices located in the underground areas
inaccessible during the beam time.

The ALICE DCS uses a variety of devices supervised
by the SCADA software. The devices communicate with
the supervisory layer using either ethernet networks, or
industrial fieldbuses. Distributed and hierarchically
designed supervisory system consists of control
applications developed using a commercial system
(PVSS) and CERN-developed tools.

User interfaces (Ul) at different levels provide experts
and operators with convenient control panels, alowing
ALICE to be routinely operated by one shifter.
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OVERALL DCSDESIGN

The DCS partitioning and control hierarchy follows the
logical structure of the experiment. There are 20
subdetectors of different complexities and sizes, ranging
from TPC and TRD (10 supervisory control nodes) down
to ACO or ZDC with just one control computer.

There are several non-detector projects that provide
centralized services (rack control, spaceframe monitoring,
access control, global variables, DIM server) or
communicate with the externa systems (electricity,
cooling, ventilation, magnet control, environment
monitoring, radiation monitoring detector safety system,
LHC services, gas control).

The field layer of the DCS consists of many different
types of devices - power supplies (HV and LV supplies of
several manufacturers), VME processors, custom made
front-end DCS boards, TELL boards used in LHC-related
projects, ELMB boards used mainly for the monitoring,
PLC controllers and other commercialy available or
custom made equipment. While a large majority of the
devices communicate via Ethernet (processors, boards
featuring embedded Linux, but also a majority of the
power supplies), there are also severa industrial busesin
use (CANbus, Profibus, Modbus, RS232, VME/VXI,
JTAG).

Most widely adopted middleware communication
protocols (running on top of TCP/IP) in ALICE DCS are
OPC (industry standard, provides useful smoothing and
data reduction) and DIM [2] (CERN-developed protocol -
used in the front-end communication, state machine
message passing, as well as for the communication with
external systems).

The supervisory layer is based on commercial SCADA
software (PVSS-11 from ETM [3]) and JCOP framework
[4] running under Windows (XP and Server 2003).
Detector DCS experts developed the control applications
for the particular subdector with the support of a small
central DCS team that is also responsible for al the
central DCS systems and infrastructure.

The front-end DCS boards are controlled by Linux-
based applications based on a custom framework
developed in ALICE. They communicate with their
corresponding PV SS supervisory project by DIM.
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The control hierarchy is built by the detector and
subsystem developers using the finite state machine
mechanism of the FSM package [5] developed at CERN.
It allows to create a multilayer hierarchical tree structure
distributed over several PVSS projects and control hosts.
The detector top nodes are integrated into the overall
ALICE control flow supervised by the central ALICE
DCS node, which alows to bring the whole detector to
the desired state (e.g. READY, STANDBY, OFF) by a
single FSM command given at the top. At the various
levels, the subsystem’'s FSM logic agent determines
which actions should be executed for a given command
and distributes the appropriate commands to the child
nodes. It also calculates it's own state from the states of
its sub-nodes and reports it to the parent node.

The user interfaces built on top of the control
applications (based on PV SS and JCOP framework) allow
experts and detector operators to bring the whole detector
or its part to a desired state by one mouseclick. One top-
level command creates an avalanche of commands
propagated down the tree and the flow of corresponding
state changes backwards. FSM inclusion/exclusion
mechanism combined with the PVSS access control
capabilities ensure proper ownership of a given sub-tree
(either in the central tree or excluded for the experts).

The aert system based on PVSS datapoint properties
and JCOP framework tools provides effective means to
detect anomalous conditions so that the operators and
experts can efficiently react and bring the detector or a
subsystem back to the full health.

DCSCOMPUTING

The design of the DCS computing cluster follows the
overall DCS partitioning (detectors, central services,
external interfaces).

Each detector has at least one PV SS worker node, one
operator node running the user interface and most of the
detectors have aso a dedicated Linux front-end node.
Larger detectors distribute the control tasks over severa
PV SS hosts according to the functionality and/or device
types (HV, LV, gas, coodling, front-end) that can be
further subdivided into the groups according to the
detector layout (side, sector).

The detector top node runs the upper FSM control
layer(s), distributes commands, collects states of the
various subsystems and communicates with the top
ALICE DCS node.

The operator nodes are dedicated for the experts to run
their (often CPU and memory hungry) user interfaces
independently so that they do not affect the main control
applications running on the worker nodes.

Several common projects are running on the dedicated
central PVSS nodes, such as rack control, gas control,
spaceframe monitoring, global variables, aerts or PVSS
access control.

The LHC interface subsystem consists of PVSS hosts
supervising tasks like beam conditions and luminosity
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monitoring or beam injection handshake procedure with
the central LHC control centre.

Apart from the described FSM control flow (commands
and states) there’s much larger flow of the configuration
and monitoring data in the ALICE DCS hierarchy (peak
rate of 150 000 changes/sec).

The configuration data (originating from the database
and custom-formatted files) are sent at the various stages
of the setup phase from the control layer to the devices
(most of the load goes to the front-end). The monitoring
data coming from the devices (via OPC, drivers and
PVSS managers) are processed at several levels of the
DCS hierarchy using PV SS datapoint objects and can be
archived to the database by a specialized PVSS DB
manager (about 1000 changes/sec archived). The total
size of the data stored in the database is at the level of 20
TBlyear (configuration plus archive).

The Linux-based ORACLE database system (housing
the configuration database and the archive) is also part of
the on-site DCS cluster, as well as several fileservers,
bootservers, engineering nodes and other support systems.

Several Windows-based fileservers are used to store
and backup the DCS projects, software repository and
varioustools. Central runtime fileserver hosts certain part
of all PVSS projects (such as panels and scripts). Several
Linux-based bootservers and fileservers support diskless
systems (VME processors, boards based on embedded
Linux).

The monitoring of the DCS hierarchy is performed at
the level of PVSS (JCOP framework tools), the cluster
monitoring is mostly based on Microsoft system
monitoring package (SCOM) and Intel toolkit (ISM). In
total we have over 200 control system computers, about
100 of them running PVSS applications, 70 serving
detector front-ends and non-detector services, the rest
belongs to the central services (database, fileservers,
gateways etc.).

ALICE DCSNETWORK

Due to the nature of the experimental environment we
decided to run the DCS on a private network decoupled
from the CERN General Purpose Network (GPN).

Many networked devices used in the DCS lack
important security features, others are difficult to
update/upgrade. Even if the patches/updates exist they
have to be first properly tested, that cannot be fully
achieved in the limited lab test setups. The requirement of
a continuous and stable operation also disfavors frequent
changes at any level.

A CERN-wide policy for the computing and network
infrastructure for controls (CNIC) [6] was proposed and
implemented that allows to restrict the traffic between the
security domains (ALICE, GPN, TN). Only certain vital
services running in the CERN computing centre are
visible from the ALICE network, as well as those
provided by the LHC groups on the Technical network
(TN) which is isolated from the GPN as well. The
networking infrastructure (routers, switches) and tools (to
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create and apply the rules) are provided by CERN IT
department. It is also possible to further protect certain
sensitive devices (e.g. PLCs) within a security domain,
isolating them from all the DCS networked nodes but the
few explicitly permitted. The data transfer to and from the
DCS network is performed via a dedicated gateway, using
the fileservers running inside the two security domains.

Only the central and detector DCS experts and
developers are authorized to access the DCS network via
an application gateway.

The network is physicaly divided into several
starpoints provided by CERN IT that cover all
experimental areas including the counting rooms and
experimental cavern. In tota we have over 1200
networked devices (600 DCS boards, 250 computers, 200
power supplies).
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Abstract

The ATLAS experiment at CERN is one of the four
Large Hadron Collider experiments. DCS Data Viewer
(DDV) is a web interface application that provides access
to historical data of ATLAS Detector Control System [1]
(DCS) parameters written to the database (DB). It has a
modular and flexible design and is structured using a client-
server architecture. The server can be operated stand alone
with a command-line interface to the data while the client
offers a user friendly, browser independent interface. The
selection of the metadata of DCS parameters is done via a
column-tree view or with a powerful search engine. The
final visualisation of the data is done using various plugins
such as “value over time” charts, data tables, raw ASCII or
structured export to ROOT. Excessive access or malicious
use of the database is prevented by dedicated protection
mechanisms, allowing the exposure of the tool to hundreds
of inexperienced users. The metadata selection and data
output features can be used separately by XML configura-
tion files. Security constraints have been taken into account
in the implementation allowing the access of DDV by col-
laborators worldwide.

SPECIFICATIONS AND DESCRIPTION

The DDV project aims for implementing a data viewing
application for DCS data. The application primarily targets
users from the whole ATLAS collaboration allowing to ac-
cess and display data from database archives. The list of
the specifications was the starting point of the development
and it went through several revisions driven by develop-
ment expertise and end-user requests:

Platform and browser independent project,
Reasonable application startup time (less than 10sec),
Small response time to requests (order of second),
All possible navigation mode options (element_name,
alias, description),

Multiple output formats (chart, table, ascii, ROOT),

o Current configuration in XML format option,

e Database protection mechanisms.

The DDV implementation is based on client-server ar-
chitecture (see Figure 1). The server part is composed of
two main parts, one that deals with data and another one
that deals with metadata. The client-server communica-
tion is done via the http protocol. The client is composed
of two main parts, the request-creation part and the out-
put. The highly modular application offers the possibility
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of implementation of many interesting features which will
be described in the next sections.

DDV SERVER

The DDV server is written in python. It accepts requests,
it communicates with the DB, it manipulates data in case it
is needed and finally returns back the results.

Metadata Organization The ATLAS DCS metadata
is information that refers to an archived parameter (ele-
ment_name) that identifies that specific item in the Oracle
tables. Besides, each element_name can have a descrip-
tion and an alias which are more user friendly definitions.
The metadata information is copied from the database to
an SQLite [2] database cache within the DDV server. The
organization of metadata in SQLite file, serves two dif-
ferent purposes. Firstly the SQLite tables are configured
to be stored in memory offering in this way the quickest
possible response time of metadata queries. Secondly, all
queries concerning metadata are performed exclusively in-
side DDV server keeping the database resources as avail-
able as possible.

Data Retrieval In the case of data requests DDV ac-
quires data directly from DB. The server communicates
with the DB using the cxOracle [3] extension module that
allows access to Oracle databases. The request engine is
designed in a way that minimize the DB response time and
considers possible changes in the mapping between ele-
ment_name and alias or comment.

Server Stand Alone Use DDV tool can be used in
batch mode which offers the option of accessing DB in-
formation directly by calling DDV sever (e.g. through a
terminal) without the need of a browser or any other graph-
ical environment. The server accepts HTTP requests by us-
ing a pythonic framework called cherrypy [4]. As soon as
a new URL reach the server, it is decomposed and its parts
are used to create a meaningful DB request information.
Requests, GET method:
[server]:[port]/metadata/[queryType]/
[selectedSchemal]/[system]/[pattern]

e.g. http:/pcaticstest07:8089/metadata/
element_name/atlas_pvssmdt/ATLMDTPS2/*temp*
Data requests, POST method:
[serverAddress]:[port]/multidata/getDataSafely

e.g. http://pcaticstest07:8089/multidata/
getDataSafely, queryInfo=atlas_pvssdcs,
comment_, CICRackControlLArgY0721A2Humidity,
10-10-201012:0,11-10-20100:0
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Figure 1: The DDV server-client architecture.

Relational Queries For the cases that users are inter-
ested in a subset of data that satisfy some criteria (typical
example is the case of a spike) DDV provides a Relational
Queries mechanism where an accepted range of values can
be specified for the selected items. Each item can be con-
figured separately and have its own accepted value region.

Data Base Protection Mechanism Intending to serve
a high number of users , DDV aims to be more than an
interface to database data. DDV validates and certifies
each request with a minimum-response-time cost and fi-
nally propagates it to the DB. This protection mechanism
is organised in three levels and can schematically be seen
in Figure 4. Firstly DDV applies hard cuts. Requests with
time periods of more than 2 years or including more than
200 items are considered to be potentially dangerous for the
DB and are declined. A second protection mechanism per-
forms a light test-request with a time period significantly
shorter than the one requested. The number of returned
rows is translated to a data rate (Hz) and by extrapolating
to the full query time, a decision is made whether this re-
quest is acceptable or not. Finally, a third kind of protection
mechanism is in place to cover the cases that some unfore-
seen reason can cause the request to hang. In case DDV
does not get any answer from the DB during 20 sec, the
request is cancelled before completion.

DDV CLIENT

The client part of DDV is largely based on the Google
Web Tool kit (GWT) framework for web applications [5]
. The development is done in Java while the result after
GWT compilation is a browser independent AJAX-based
web application. Keeping the development in a type-based
language like Java the testability increases and the debug-
ging of code becomes faster with the help of a Java debug-
ger (e.g. eclipse). The client interface is organized in two
main parts. The selection and configuration module (Figure
2) is developed with the use of the GWT framework . With
the use of menu items, buttons, tables and other widgets
the user enters the request selection criteria and a server re-
quest is constructed. The bottom part is independent of the
GWT framework and hosts the output plugins.
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Selection

Column based browsing DDV provides an easy nav-
igation mode through metadata using column-tree widgets.
Since the metadata information is kept in the server in
cache, the server response is prompt and in each request the
result is returned back to the client in a fraction of a second.

Search Engine The column lists is an easy navigation
mode. However, the vast number of archived parameters
can create difficulties to non-expert users. For such cases
DDV provides a Search Engine for DCS metadata. The
user has to provide one or more strings that will be used
as a pattern, separated with the wildcard character **’ . In
the DDV server side the search string is translated into a
case insensitive SQL pattern which is sent as part of the
database request. Apart from the user friendly search en-
gine an Advanced Search Engine is in place, that supports
regular expressions.

Configuration

Despite the intuitive selection interface of the tool and
the optimization of the response time in every action, the
selection of the wanted items and the configuration of the
final output may take some time. DDV offers the possibil-
ity of saving the current configuration to a file. In this way,
users can save the current configuration and in a future time
upload it again and quickly visualize the wanted informa-
tion. The configuration file includes general information of
the request (e.g. starting/ending time and date), the selected
metadata information, the selected output, configuration of
the selected output and relational queries information. The
configuration file is chosen to be in XML standard which is
simple, easy readable and on the same time flexible enough
to accommodate future diverse needs.

DDV Outputs

DDV aims to offer to users several output options which
satisfy different needs. These outputs are connected with
the DDV client with a thin, well defined, interface. There
are two main categories of outputs, visual outputs that ap-
pear on the browser and output-files to be downloaded to
the users disk.
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Figure 2: The main browser window interface of DDV. The top part deals with the selection of the navigation mode and
the start/end date and time. The middle part offers an easy navigation among the metadata with a column-tree view. The
bottom part holds the action buttons like plot for a graphical display of data and save configuration for saving the current

configuration in XML format.

Chart Applet The default output of DDV is a chart
(Figure 3), implemented in form of a Java Applet based
on the JfreeChart [6] libraries. Depending on the format
of the selected data the user can choose to display these
as time series, one or two dimensional histograms. The
output configuration can be defined either in the main DDV
browser interface or interactively in the Applet in a flexible
way.

Chart Java Script The Java Script Chart is another
output for graphical representation of the data. Concerning
the plot options it is more restrictive comparing with the
default output but it is more light for the browser. Further-
more, since it is written in Java Script , it can be visualized
in environments that do not support java applets (e.g. case
of some smart phones).

Table Java Script Data table is a Java Script output
that displays the database response in a table. The informa-
tion held in the table is the archived parameter, the time-
stamp and the value. Moreover, the output offers the op-
tions of searching and filtering.

Data and information management

ROOT DDV offers the possibility to download the
selected data in ROOT [7] format. These files consist of
one TTree for every selected data series containing times
and values of the contained data points. In this way the user
can process the data flexibly in ROOT macros. Besides
these trees, there is also a set of predefined TGraphs for
the selected data included in the output file.

ASCII Output ASCII file is a simple and highly uni-
versal output format. It keeps the information of the
archived parameter, the time-stamp and the value.

External Requests

The deliberately modular design of the tool in the initial
phase of the development, paid well back in the accom-
plishment of powerful features. With the use of External
Requests the user can call DDV by pointing in the same
time a configuration file that is pre-saved in the server. All
the requested information is kept in the configuration file
and in this way a single call accompanied with the config-
uration file location as a url parameter, is enough to pop up
a new browser window with the DDV page and the chart
already populated.
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Figure 3: JfreeChart, the default output of DDV. Except of displaying graphically the data, it offers several features like
multiple axes, logarithmic scale, markers display, crosshair information, projection of data to 1D and 2D histograms

(where applicable).

RESULTS

DDV is officially released as ATLAS central service
since the January of 2011. Security constrains have been
taken into account in the implementation allowing the ac-
cess of the application by collaborators worldwide. Cur-
rently the number of DDV users is about 150 and it grows
constantly.

user request

requested
elements <200

NO request is cancelled and user
iz asked to change criteria

YES

requested ____NO request is cancelled and user
time < 2years is asked to change criteria

YES

ooV
®* NO request is cancelled and user

of request is asked to change criteria

YES

request sent to DB

NO reguest is cancelled and user
is asked to change criteria

data retrieved and
sent to client

Figure 4: DB protection mechanism.
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THE PSI WEB INTERFACE TO THE EPICS CHANNEL ARCHIVER

Gaudenz Jud, Andreas Luedeke, Werner Portmann. PSI, Villigen, Switzerland

Abstract

The EPICS channel archiver is a powerful tool to
collect control system data of thousands of EPICS process
variables with rates of many Hertz each to an archive for
later retrieval.

Within the package of the channel archiver version 2
you get a Java application for graphical data retrieval and
a command line tool for data extraction into different file
formats. For the Paul Scherrer Institute (PSI) we wanted a
possibility to retrieve the archived data from a web
interface. It was desired to have flexible retrieval
functions and to allow interchanging data references by e-
mail. This web interface has been implemented by the PSI
controls group and has now been in operation for several
years. This paper will highlight the special features of the
PSI web interface to the EPICS channel archiver.

INTRODUCTION

The EPICS channel archiver is used at different
facilities at PSI, e.g. for the Swiss Light Source (SLS), the
Swiss Free Electron Laser (SwissFEL) injector test
facility, the medical cyclotron (Proscan) and others
(Fig. 1). Several ten thousand process variables are
archived at SLS and for the growing SwissFEL project the
number is nearly twenty thousand process variables
already. The arching of waveforms becomes increasingly

FEL CA

— firewall |
gateway

EPICS
archiver

ca

CA ] firewall

-
EIJTEI
ERICS

HFS

important for the SwissFEL project. Currently more than
hundred waveforms are collected at 10 Hertz.

To gain most benefit of the archived data, a simple
retrieving tool is essential. It has to be taken into account
that not only the machine and experiment experts, but
also our maintenance staff are using the Archivers and are
dependent on an easy retrieval of the archived data.

Taking everything into account, we decided that it
should be possible for everybody to retrieve channel
archiver data from every computer standing around. The
retrieval has to be possible with a minimum of software
installations. A web browser is a tool contained in the
standard installation of every PC at PSI. Thus we decided
to write a web-based server application which is very
intuitive and can be learned to be used within minutes by
persons, who are no computer experts. The use of
predefined data sets was important as well as the
possibility to analyze waveforms. Some export formats
should allow the users to accomplish further works on the
data according to their wishes.

Process variable names are often rather cryptic.
Therefore it is possible to define descriptions for EPICS
process variables in a dictionary, which are stored in a
database. The descriptions can be used fully equivalent
with the process variable names: you can either search for
process variables or descriptions, and in the data plots,
you can decide whether to use the original name or its
description in the agenda and for the y-axis labels.

archiver
interface

HTTP

SAL /=

read onby [~
o

EPICS
archiver

gateway| |

SLS CA

beamline |gateway| | firewall

EFICS
archiver

HFS

CA_arch./export/data

G %

Figure 1: Overview of the EPICS channel archiver realisation at PSI.
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GRAPHICAL USER INTERFACE

Scalar Data Plot

Fifty different EPICS archive processes, so-called
archive engines, are running currently at PSI. When
calling the main page of the archiver data interface, an
overview of all these engines is given.

On this main page one can also find a navigation bar on
the left. One link of it is predefined views, which leads to
an overview of several collections of preselected
channels, which can be plotted by one click. These
predefined views are extremely helpful to examine
collections of records routinely (Fig. 2).
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L]

Insertion Devices

Figure 2: Partial view of predefined views.

If the user decides to select one of the archiver engines
displayed at the main page, he/she is lead to a page, were
the channels of interested can be entered in a text field.

Alternatively channels can be searched by means of
regular expressions. The result of such a search is a list,
from which the desired channels can be selected.

The next page provides handles to adjust the time range
and the formatting of the axis, buttons to process the data
for scalar or waveform display or data export, and several
more options to format the output (Fig. 3).

Archive: |LT Archive vI Plot
Enapste [29 2] [Sep 2][2071 2] sime: [1472]:[172] [36 =]
Options: Mean OTID— [s] status [~ No plot extrapolation T Legendlm

ExpotMallab |  ExportExcel | Ex

last 8 hours

¥1 axis type IImearLI Min |D Max : |41D Plot every |single
Y2 ayis type |Imear;| Min |D Max |‘ID Plot every |single
Channel y1 y2 hide description data

ARIDI-PCTTAU-HOUR ¢ & [~ ARIDIPCT Lifetime in hours | Info
ARIDI-PCT:CURRENT & ¢ [~ ARIDI-PCT Beam currentin SR | Info

Figure 3: Partial view of the adjustment page.
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A plot command with the adjustments in Fig. 2 results
in the plot shown in Fig. 3.
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Figure 4: Ring current plot with parameters from figure 3.

Waveform Data Plot

Analogue signals from an AD converter card might be
stored as waveforms to achieve a better time resolution.
The low level RF group engaged in the development of an
injector to be used for the SwissFEL project uses a lot of
waveforms. Therefore it is inevitable to provide a tool to
analyse the waveform data. A data viewer written in Java
was available to perform such analysis.

The java tool was a client application but the users
wished a possibility to look at their waveforms data in the
same tool as they use for other data in the channel
archiver. Therefore we added a waveform viewer on the
web server. A lot of ideas were taken from the Java data
viewer. The adjustment page of the archiver web interface
allows now selecting a waveform display as an option.
Then a special page devoted to control the output of the
waveforms opens (Fig. 5).
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N
J 5 i ; B
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111349 - 09/30/2011 12:45:16.291199000

Play| Siop previous | next|  goto:[1] speed rate [max 10 pics/sec) [10
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¥ ais win: [ADTO Max: [AUTO type [linear =] Plotevery [single =] point
Graphic type line = |

Figure 5: Waveform plot with selectable options.
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All waveforms archived during the selected period are
created as a sequence of plots. By pressing the play button
the sequence is displayed as an oscilloscope display. The
speed can be chosen between 1 and 10 waveforms per
second. One can step forward and backward plot by plot
or choose or choose a dedicated plot within the sequence.
The plot can be filled or outlined; the x- as well as the y-
axis can be selected. Otherwise an automated wide and
height is chosen respectively.

Archiver Data Export

Included in the EPICS channel archiver package
version 2 is the command line tool ArchiveExport. While
useful as a debugging tool, it might be cumbersome to be
used for routine data analysis. The data retrieval with our
web interface is still done with ArchiveExport, but the
graphical user interface facilitates its use. All user inputs
are translated into a command line using ArchiveExport.
The retrieved data are processed with the graphical
gnuplot package to provide the desired plot. The data can
be exported either as text, excel sheet or in matlab format.

Uniform Resource Locator (URL)

When using the archiver web interface, one might want
to communicate the created plots to somebody else. To
fulfil this task, the archiver web interface has an
extremely useful behaviour. All features of the interface
pages are contained in the URL. Therefore it suffices to
copy the URL of a page of interest and send this URL to a
recipient. Opening this URL shows exactly the same
content as the sender was looking at.

The advantage of interchanging data references as URL
compared with interchanging the data itself is many fold.
The main benefit is that the recipient can refine the data:
he can easily expand the time range or add other process
variables in order to correlate events. At the same time the
usage of URLs simplifies the access for the user, since he
only needs to learn one tool to handle the data retrieval
and display. And it saves of course bandwidth, not to
interchange the full data of interest by e-mail.

It is possible to go even a step further and to create the
URL in another application. This allows web applications
to link to the archiver web interface for the display of
specific data, with defined formatting for a desired time
range. The Operation Event Logging System used at the
SLS [1] utilizes this feature of the channel archiver web
interface. It creates for each beam event links to related
data. For example in case of a beam outage it creates a
link to the beam current plot during the outage period, or
for each orbit feedback failure it generates a link to the
orbit data during the time of the failure.

TECHNICAL REALISATION

Hardware

Using the web server solution to retrieve channel
archiver data imposes a powerful hardware. The server
hosting the web interface to the channel archiver is a HP
Bl1460c G6 Proliant Blade Server with 2x quad-core
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E5506 @ 2.13GHz CPU, 24GB RAM and 1GB/s
network. The data are stored on a hardware raid
connected with a 4 GB/s fibre channel connection.

Software

The operating system of the server is Scientific Linux
SL release 5.1 (Boron) [2]. We choose the development
environment Eclipse Galileo [3], used with the Zend
Engine v2.1.0 [4] and Xdebug v2.0.5 [5]. The web server
is an Apache 2.2.3 [6], PHP used to develop and run the
archiver interface has version 5.1.6 [7]. JavaScript is used
to perform the control of the waveform output on the
client side. The export of data into Matlab format is
performed without using the Matlab program. We used
the matio-1.3.4 C library [8] to program the Matlab export
function. Calling this ¢ module inside PHP enhances the
conversion speed remarkably.

SUMMARY

The PSI archiver web interface for the EPICS channel
archiver has proven to be a reliable, efficient and effective
tool for the access and display of the archived control
system data. It is easy to use; it does not depend on other
client software than a normal web browser and it provides
high flexibility to retrieve the data. Many useful
applications derive from its ability to encode all retrieval
and display parameters in a URL. This allows other web
applications to link to specific data use references to the
archiver web interface, instead of incorporating their own
measures of data retrieval from the archiver.
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ASYNCHRONOUS DATA CHANGE NOTIFICATION BETWEEN
DATABASE SERVER AND ACCELERATOR CONTROL SYSTEMS*

Wenge Fu, Seth Nemesure, John Morris, Brookhaven National Laboratory, Upton, NY 11973, USA

Abstract

Database data change notification (DCN) is a
commonly used feature. Not all database management
systems (DBMS) provide an explicit DCN mechanism.
Even for those DBMS's which support DCN (such as
Oracle and MS SQL server), some server side and/or
client side programming may be required to make the
DCN system work. This makes the setup of DCN
between database server and interested clients tedious and
time consuming. In accelerator control systems, there are
many well established software client/server architectures
(such as CDEYV, EPICS, and ADO) that can be used to
implement data reflection servers that transfer data
asynchronously to any client using the standard SET/GET
API. This paper describes a method for using such a data
reflection server to set up asynchronous DCN (ADCN)
between a DBMS and clients. This method works well for
all DBMS systems which provide database trigger
functionality.

INTRODUCTION

In normal database server and client operation, the
server side stores the data and makes it accessible to
clients. Clients dominate the data changes by submitting
requests to the server. There are many instances where a
client may want notification when the data has changed
on the server side by another client. There are two known
ways to accomplish this task. One way is to use a
database server driven data change notification (DCN)
technique while an alternative approach is to have the
client synchronously poll for data. The downside to client
data polling is an increased (and potentially unnecessary )
number of network transactions in addition to an increase
in database server side work load.  Additionally,
depending on the data polling frequency, there may be a
delay between the time that the client becomes aware of
an update to data and the time the update actually took
place. By contrast, database server side DCN provides
the client with asynchronous (immediate) updates.

The distributed DCN message structure can be in the
form of the actual changed data or can be a form of meta
data (e.g. the column in the database table that has
changed including whether or not the change was due to a
database insert or update). In recent years, many
commonly used DBMS (Database Management Systems)
such as the Oracle database server[1], Microsoft SQL
server[2], IBM DB2 server[3], and Sybase ASE[4] server,
provide DCN support using different approaches. There

* Work supported by Brookhaven Science Associates, LLC under
Contract No. DE-AC02-98CH10886 with the U.S. Department of
Energy.
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are advantages and disadvantages to each DBMS system's
DCN feature. Typically, in order to take advantage of a
DBMS provided DCN feature the user may need to:

* Set up a data change notification handler on the
server side for target data tables or target data
columns, and publish data changes (or event or
meta data of the data changes without actually
sending the changed data) through the handler;

*  Set up a data change notification receive handler
on the client side and register (or subscribe) it
with the listening DBMS DCN objects that will
receive the data change notification (or events
and meta data of the data changes) .

*  Keep an open (TCP or UDP) network connection
between client and database server.

Setup of DCN registration, data change publishing,
and receiving DCN may differ between various DBMS to
DBMS systems. At a minimum the basic steps listed
above must be taken into account. Some database server
side SQL programming and client side application
programming may also be required to make the system
work. This process can be tedious and may require
additional effort to support different clients.

In typical accelerator control systems like the RHIC-
AGS system running at Brookhaven National Laboratory,
there exist common techniques for data communication
between hardware and software. Some of these include
software interfaces such as ADO[5] (Accelerator Device
Object), CDEV [6] services, and EPICS[7]
(Experimental Physics and Industrial Control System).
These interfaces can be used to setup reflection servers to
transfer asynchronous DCN messages from a database
server to client without a direct connection between client
and database server. This greatly simplifies the setup of
the DCN process.

By taking advantage of existing accelerator control
system software using the CDEV service, an example of
a simple and robust method for setting up a database
DCN system is presented. This method works well with
any DBMS system which supports database triggers.

SETUP OF DATABASE ADCN

The ADCN system consists of three parts as shown in
the Figure 1.

Data and information management
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Figure 1: Diagram of ADCN system setup.

1. A database which stores the controls data. The
database can exist on any DBMS system which
supports the database trigger feature and able to
execute system commands from the database
trigger. Some DBMS examples are Oracle, MS
SQL Server, Sybase ASE, and MySQL. In a
target database, a specially designed trigger can
be set up to fire whenever the target control data
changes. The data changes can be in the form of
newly inserted data, updated data, or removal of
existing data. Depending on the capability of the
DBMS system, the trigger can fire before or after
the data changes in the database. The database
trigger can also be designed to determine what
kind of DCN message to send. The developer
set the system up so that it sends events of data
changes, meta data of the changed data, or the
changed data itself. In this case the trigger will
send the DCN message immediately along with
the data change that occurred in the database.

2. A second requirement is for the existence of a
generic server that listens for the trigger and
transmits the DCN message from the database to
interested clients. The generic server here can be
any well established accelerator control system
server such as an ADO or CDEV Server. In the
example above CDEV server devices are used.

3. The third requirement is for a client to set up the
communication exchange with the server. This
allows the client get notified when the target data
changes initiated by other clients. The data
change process between client and server is
independent from these clients of being notified.
At the time of a DCN, the data within the
database table is updated which initiates the
asynchronous transaction to interested clients. In
addition to being a place for control data storage,

Data and information management

the database becomes into the
accelerator control system.

The key component of this system is the design of the
database trigger. This is the only part that requires
knowledge of SQL programming. The trigger requires
the user to determine the type of data to send to clients
and under what conditions. Depending on the DBMS
system used, the execution of a trigger may or may not
affect the database operation in the case where the trigger
execution fails. It is good practice for the developer to
make sure the trigger has the flexibility to support various
failure modes.

integrated

In the ADCN system shown in Figure 1, the set up of
the CDEV server device is straight forward due to the
developers familiarity with well established CDEV
(ADO) interface. The CDEV server device serves as a
reflective device (the server only needs to forward data
from the database server to interested clients). The server
supports the same API (i.e. SET/GET methods) used by
other devices in the accelerator control system. In
addition to specialized applications that use the ADCN
system in the Collider-Accelerator Controls System at
Brookhaven National Laboratory, generic wide use
applications such as GPM (Generic Parameter Monitor),
pet (Parameter Edit Tool), and the logging system can
also take advantage of ADCN.

ADCN SYSTEMS USED IN RHIC

In the RHIC-AGS controls system, several ADCN
systems have been set up by using the methods described
in this paper and have been used operationally over the
past several years. The DBMS systems involved in these
ADCN systems are MS SQL Server 2005 running on a
Window PC and Sybase ASE 15 running on Solaris 10.
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The same ADCN set up strategy can be applied to any
DBMS system which supports the trigger feature. Below
is a brief description of one of the ADCN system--- the
RHIC access controls system for live IRIS data
communication.

In the RHIC access controls system, IRIS recognition
data are generated from the IRIS access control devices
and stored in a MS SQL Server 2005 database on a
security sub-network on a Windows PC. The MCR (main
controls room) of RHIC requires asynchronous
notification whenever IRIS data in the database is
updated. To achieve this, a database trigger was created
in the MSSQL database. The trigger initiates the transfer
of the changed data to the pre-defined CDEV server
running on a Linux host. The MCR application monitors
and logs the data from the CDEV device and uses the live
IRIS data change for security access in the CAD
complex. Figure 2 shows how the system works.

In this example, the ADCN system seamlessly
integrates the IRIS access control system (manufactured
by LG) and MS SQL Server (2005) database with the in-
house designed access control system.

SUMMARY

Asynchronous data change notification (ADCN)
between database server and clients can be realized by
combining the use of a database trigger mechanism,
which is supported by major DBMS systems, with server

MS SQL Server

Async Databases
Data changes +
Triggers

Live video camera
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processes that use client/server software architectures that
are familiar in the accelerator controls community (such
as EPICS, CDEV or ADO). This approach makes the
ADCN system easy to set up and integrate into an
accelerator controls system. Several ADCN systems have
been set up and used in the RHIC-AGS controls system.
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THE INTEGRATION OF THE LHC CRYOGENICS CONTROL SYSTEM
DATA INTO THE CERN LAYOUT DATABASE

E. Fortescue-Beck, R. Billen, P. Gomes, CERN, Geneva, Switzerland

Abstract

The Large Hadron Collider’s Cryogenic Control
System makes extensive use of several databases to
manage data appertaining to over 34,000 cryogenic
instrumentation channels. This data is essential for
populating the software of the PLCs which are
responsible for maintaining the LHC at the appropriate
temperature.

In order to reduce the number of data sources and the
overall complexity of the system, the databases have been
rationalised and the automatic tool, that extracts data for
the control software, has been simplified. This paper
describes the main improvements that have been made
and considers the success of the project.

INTRODUCTION

The LHC Machine

The LHC Machine is a 27 km hadron collider, laying
100 m underground, and comprising eight sectors; each
one is made of 2 long straight sections and an arc, with 23
regular cells of 107 m in a continuous cryostat.

The Controls Architecture

In each sector, the cryogenic instrumentation is
controlled by two Siemens-S7° Programmable Logic
Controllers (PLCs) [1, 2].

The man-machine interface for the operators is based
on a SCADA (Supervisory Control And Data
Acquisition) built using the commercial PVSS® software
package developed by ETM, a Siemens subsidiary.

CIET (Cryogenics Instrumentation Expert Tool) is a
dedicated SCADA tool used by the cryogenic
instrumentation experts.

All cryogenics software (SCADAs and PLC software)
conform to the CERN UNICOS (Unified Industrial
Control System) framework [3] and is automatically
produced by a UNICOS generator. The UNICOS
generator takes as an input a specification file containing
a list of instruments and parameters. The main aim of this
project is to generate this file directly from the databases.

The Databases
Since 2005 the Cryogenics Group has been intensively
using several databases (DBs) to manage data

appertaining to 34,000 instrumentation channels.
The Layout DB is the principal database for centrally
maintaining the topology of all CERN installations [4].
Thermbase is a dedicated DB containing the calibra-
tion data for all thermometers in the LHC. Its successor
Sensorbase, is under development and aims to
consistently manage all of the metrological data for
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pressure sensors, level gauges and heaters, in addition to
thermometers.

The MTF (Manufacturing and Test Folder) DB, holds
information about individual pieces of equipment. This
includes properties, test measurements, status flags, and
strict follow-up of the steps of manufacturing, assembly
& test procedures.

The Controls Layout DB acts as an interface,
combining the data from Layout, Thermbase, Sensorbase
and MTF into database views which provide the complete
set of information used to automatically generate the
specifications for the control system.

WHY USE THE LAYOUT DATABASE FOR
CRYOGENIC INSTRUMENTATION

The Layout database was initially developed in 2003
for planning the installation and commissioning of the
components in the LHC. It aims to capture the system
architecture and the details of the installed components in
the accelerator complex. Therefore most of the Groups
who are responsible for accelerator equipment describe
their architecture in this database. Figure 1 shows a few
examples of domains currently using Layout; however in

principle any domain can be described.
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Figure 1: Domains which use the Layout Database.

Unexploitable Data

In 2005, the Cryogenic Instrumentation and Control
Section needed to structure a large amount of operational
data in a database so that it could be used to define the
configuration of the front-end crates, for manufacturing,
and also to produce the specifications for the control
system.

The data describes the instrumentation attached to
magnet assemblies and cryogenic distribution, as well as
the electrical components of the controls infrastructure
including the cables, connections, pin-outs, electronic
modules, crate and racks. Up until this point it was being
stored in spreadsheets, plans, drawings and technical
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documents — usually on team members’ local hard disks.
Consequently, the data was dispersed, duplicated,
incomplete and inconsistent.

This data forms the basis for nearly all of the key tasks
performed by the instrumentation team, but without
consolidating it in a database, it would be impossible to
extract and share accurate, useful information.

Centralising and Consolidating across Domains

By deciding to integrate the majority of their data into
the Layout database, the cryogenics engineers benefitted
from having just one single, reliable source of information
which was accessible to all team members.

Furthermore, due to the centralised nature of the Layout
DB, they profit from the global integration with data from
other systems, such as PLCs, field buses, magnets,
cryogenics distribution, electrical circuits, etc. This
integration means that maintenance across domains is
easier to manage and greatly helps the machine operators
to diagnose problems more rapidly.

Data Accessibility

The existing Layout web interface can be used to
browse the data, easily traversing the data structure and
the relationships between objects through hyperlinks.
Also, since Layout is fully integrated with MTF, it is
possible to directly access, via the web interface, all of the
manufacturing and test data concerning the specific piece
of equipment which is installed in a particular Layout
position. This integration with MTF facilitates
traceability, as the database can track over time all of the
locations in which a component has been installed and
also all repairs it has undergone. This is essential
information required by international regulations on
nuclear safety.

The seamless integration between UNICOS, Layout
and MTF allows direct access from any instrument in
SCADA to its functional information on the Layout web
interface, and then to its individual properties and history
in MTF.

Other useful inbuilt features of the Layout DB include
versioning and the ability to track changes to the data.

EVOLVING FROM A FIRST APPROACH

Initially, only the topology of the LHC’s physical
instrumentation was recorded, with a limited number of
object types.

Hence, conceptual objects required for the control
system were not catered for in the Layout DB structure.
These objects included ‘instruments’ which do not
physically exist but are derived from others, like
calculated flow or max/min values; and variables not
easily related to anything physical, like spare objects or
status information exchanged between PLCs.

Therefore tailor-made database structures such as tables
and procedures were implemented in a supplementary
Controls Layout database in order to either store or
dynamically generate these new types of objects.
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Rationalising the Physical and Conceptual
Channels

Over time, the scope of the original Layout data model
was broadened as it was acknowledged to be flexible
enough to accommodate a wider range of objects and
properties. Thus, it became possible to apply a coherent
treatment to both physical and conceptual objects.

The major benefit of grouping data in the Layout DB
and treating all types of instrumentation channels the
same way was that the overall data structure became
simpler and the data was easier to maintain. In addition,
the views for the controls specifications became less
complex, as it was no longer necessary to maintain
distinct pieces of code to separately retrieve each category
of instrument.

The Need for Inheritance and Relationships

The Layout DB supports inheritance. This means that
derived instrumentation channels could automatically
inherit properties from their parent, thus eliminating
inconsistencies which could have been introduced if
modifications to the parent instrument were not explicitly
reapplied to the child.

As well as implementing conceptual objects in Layout,
new types of conceptual relationships between
instruments have also been defined; for example the link
between a virtual flow meter and the instruments used in
the flow calculation, such as its upstream thermometer or
valve aperture, as illustrated in Figure 2.

CV920
Control Valve
GT920
Feedback

Legend:

Instruments

FT920
Flow Meter

Figure 2: Inheritance and conceptual relationships.

The Introduction of Systems

Up until this point the emphasis had been focused on
implementing the individual IOs in the Layout database.
However there were other software objects required for
the control system such as Process Control Objects
(PCO), Controllers, Alarms and Interlocks, which are
high-level relationships between sensors and actuators.
These objects were successfully integrated into the
Layout DB by defining them as “Systems”, which are
groups or hierarchies of Layout objects.

Figure 3 shows how high-level PCO systems are
defined as a hierarchy of lower-level PCOs, which in turn
are hierarchies of controller systems. At the controller
level, the systems link to the 1Os, as a controller is
specified as a group of instrumentation channels.

Data and information management
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Figure 3: a hierarchy of systems.

COMPLETING THE DATA

After defining the structures of all types of
instrumentation channels and control loops in the Layout
DB, the data could be completed and all other data
sources eliminated. Before this parametric data was
integrated into the Layout DB it was thoroughly checked
for consistency.

Importance of Data Quality

In the LHC, Instrument functionality is characterised by
a dedicated attribute called Tag name. This implies that
all instruments with the same Tag name should have
similar values for Range, Scale, Deadband and Format
due to having the same typical operation characteristics.
For example, PT821 pressure sensors found in the magnet
cold masses have a typical Range of 0 to 20bar. Whereas
the PT891 pressure sensors on the DFB (deltaP line) have
an operational range between -350 and +350mbar.

The SCADA display also depends on the Tag name, in
harmony with the measurement range. For example, the
reading from a PT821 sensor is formatted on the SCADA
display as 2 integers plus 2 decimals, whereas a PT891
sensor is displayed as 3 integers. All of this information is
stored in the Layout DB and propagated to the control
system for use by the operators.

Maintaining Data Consistency

The original values of parameters such as Range, Scale,
Deadband and Format were defined before the LHC was
operational and were often estimates. Since the machine
had been operational for nearly a year, many of these
parameters had been manually adjusted in PVSS by
experts and operators in order to improve the performance
of the control system. Storing these values in the database
safeguards these modifications when the control system
software is regenerated.

Therefore, for each distinct Tag name present in the
Layout DB, the set of current operational parameters were
extracted from the SCADA. For those Tag names having
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conflicting parameter values, the discrepancy was
resolved in conjunction with the cryogenics experts.

It was important to review these parameters because of
the significant impact they have on the performance of the
control system. For example, the Deadband value defines
the type of filtering performed by the SCADA archiving.
By default PVSS logs data at a rate of 1Hz. Filtering is
required to reduce the raw data volumes by eliminating
noise and keeping only relevant data long-term.

Although these corrected parameters were grouped by
Tag name, they were propagated to the Layout DB as
properties of individual channels. This allows future
adjustments at channel level if an exception to the general
rule is observed during operation.

The Description as a Key Attribute

“Description” is a very important attribute as it
indicates the function of an instrument and therefore
facilitates the work of the operator. In the SCADA, the
description shown on the instrument panel includes the
instrument functionality concatenated with field bus
address, (the source of both of these pieces of data is the
Layout database). This makes it easier for maintenance
people to know where to find the instrument in the field
bus without having to refer to other data sources.

Before the descriptions were reviewed, some were
missing, incorrect or incoherent between instruments with
the same tag name or similar functions. All descriptions
were rechecked so that they were consistent in content
and format across all types of instrument and then
updated in the Layout Database.

GENERATING SPECIFICATION FILES

Business Logic in the Application

Until 2010, the control system specifications were
produced by an automatic generator that extracted data
from several DB views and various external files and
applied a complex set of rules and calculations, to derive
parameter values, relationships and secondary objects.

This Specification Generator was a very complex
application which underwent a great deal of re-patching.
It contained an enormous amount of code to handle each
special case and exception; and thus it became difficult
and time-consuming to maintain. With the rationalisation
of the databases, it rapidly became unmanageable.

Transferring the Business Logic to the DB

It was critical to remove all of the knowledge
embedded in the generator code and transfer it to the
database. However the logic was not simply recoded.
Instead, the results given by the rules were imported
directly into the database as data items. This could be
done because by 2010 the LHC cryogenics configuration
was reasonably stable and the set of values calculated by
the generator was complete. This meant that it was no
longer necessary to automatically recalculate the values.
Any future corrections for individual exceptions can be
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manually implemented; if the original rule changes, the
data can be re-imported as a batch.

The main advantage of this approach is that all of the
data in the specification files is available in the database,
as either persistent or aggregated values. By converting
generation rules into data the amount of calculated data
and information hidden in the code has been minimized.
Consequently, other applications can use this data without
having to re-implement the logic. Also, the code in both
the generator and the database is simplified, greatly
reduced and maintainable.

Simplifying the Specifications Generator

Once all of the data was coherently structured in the
database, a set of views were produced which exactly
replicate the structure of each page of the IO
specifications. These views are stored in the Controls
Layout database which acts as an interface for assembling
the data from Layout, Sensorbase and MTF.

The Specifications generator has been replaced by a
simple application which extracts all of the required data
from each view, for a given sector and PLC. It formats the
data as either a text file — in the case of the Hardware

Configuration Spemﬁcanons —or as an Excel file
c'?.’"...':, ?’T:u‘i (Pcﬂs.llunnu,

Pr Level &
s Pressure | Thermometer
TTLTEHetc) | (TTmax.FT) | Channels Controliers) | o @auge  § Calibrations

Channels (CV,
+properties +properties || +properties +properties ﬂ ﬂ

Layout Database, @ @ﬂ

Controls Layout Database (acts as Interface)

A [ ao oI po
View View View View View

! -

[ Specifications Generator Program J

A

Al AQ ‘ Dl Do Analog onofr |
Page || Page || Page Page Page Page

Analog onofr | Hwconfig
View View

Specifications File (Excel Workbook) \_ File )

Figure 4: Generating Specifications from the Databases.

It is important to note that there is no business logic in
the new generator application and it does not extract any
data from external files.

FUTURE IMPROVEMENTS

Aside from on-going maintenance the cryogenics
instrumentation data is currently stable.

New Client Requirements

With the upgrade of the UNICOS programming
environment to version 6 in 2012, the format of the
specifications files will be modified [5]. Currently, the
same specification files are used to generate both the
Operator’s SCADA (based on UNICOS) and the Experts
SCADA (CIET), but in the future two separate sets of
specification files will be required. This will not imply a
change in the data or the underlying database structure,
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but new database views corresponding to the new file
formats will need to be developed. In addition, the
generated files should be in xml format which implies a
change to the template integrated in the new generator
program.

Remodelling of the Layout Database

During 2011 the Layout database will undergo a
significant restructuration. However, the specifications
views should remain largely unaffected because they
extract the majority of their data from an all-inclusive
summary view. This complex view will have to be
completely rebuilt in order to retrieve the instrumentation
data from the new database structures in a way that is
transparent for the specifications views.

Improved Access and Availability

A major new initiative planned for 2012 is the
development of a read/write interface for the Layout
Database. It will combine the browsing functionality of
the current Layout web interface with writing capabilities
which will allow the equipment owners to introduce
modifications, making them fully responsible for their
own data. Procedures for maintaining data quality will be
established and integrated into the tools.

CONCLUSIONS

We have achieved our primary goal of making
databases the only data source required for generating the
specifications for the cryogenic control system.

Throughout this project we have strived for an excellent
standard of data quality, as it is a fundamental
requirement for achieving a fully data-driven system.

By decommissioning the previous Specifications
Generator, the databases have become critically
important. Therefore, the structure and the data must be
meticulously maintained in order to ensure the reliable
operation of the LHC cryogenics system.
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INTEGRATING THE EPICS 10C LOG INTO THE CSS MESSAGE LOG*
K.U. Kasemir, E. Danilova, ORNL, Oak Ridge, TN 37831, U.S.A.

Abstract

The Experimental Physics and Industrial Control
System (EPICS) includes the “IOCLogServer”, a tool that
logs error messages from front-end computers
(Input/Output Controllers, IOCs) into a set of text files.
Control System Studio (CSS) includes a distributed
message logging system with relational database
persistence and various log analysis tools. We
implemented a log server that forwards IOC messages to
the CSS log database, allowing several ways of
monitoring and analyzing the IOC error messages.

EPICS I0C LOG

The Experimental Physics and Industrial Control
System (EPICS) front-end computers, commonly referred
to as Input/Output Controllers (IOCs), supports a simple
TCP-based logging system. IOCs connect to the
“IOCLogServer”, by default on TCP port 6500, and send
basic text messages. A new line character terminates each
text message. The IOCLogServer annotates each message
with the current time/date and the IP address of the I0C,
and then writes them to a rotating set of text files [1].

This logging mechanism has proven to be very robust,
but it lacks tools to analyze the log messages. Use of the
IOC log at the Spallation Neutron Source (SNS) was
limited to a post-mortem search for clues in case of IOC
problems, based on UNIX command-line text tools like
“grep” or directly reading the log files in a text editor.

CSS LOG

CSS applications utilize a Java Message Server (JMS)
to issue log messages [2]. The same mechanism is also
used for network traffic between components of the CSS
alarm system [3]. All CSS JMS messages can be routed to
a relational database (RDB) for later analysis.

Fundamentally, each JMS message can consist of
arbitrary property/value pairs, but the following standard
properties should be included to allow analysis of
messages from different sources:

* TYPE: A value of ‘log’ indicates a log message.

* DATUM: Date and time of the message.

* TEXT: For log messages, this is the actual message

text.

* SEVERITY: An indicator for the message severity,

for example “INFO”

¢ HOST: The name or IP address of the computer

that sent the message.

e USER: Name of the user who submitted the

message.

¢ APPLICATION-ID: Name of the application that

submitted the message.

* SNS is managed by UT-Battelle, LLC, under contract DE-ACO0S5-
000R22725 for the U.S. Department of Energy
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Fig. 1 shows the generic CSS Message Log Viewer
that can display selected properties of messages that have
been logged to the RDB. This viewer also allows filtering,
for example to restrict the display to messages of a certain
TYPE, messages that originate from a specific HOST, or
messages with TEXT that contains a certain word. This
viewer allows interactive review of messages.

Since the messages are stored in a relational database,
the information is accessible to a wide variety of tools. It
is for example relatively easy to create reports that a re
targeted to the analysis of a specific problem, as we will
describe in the section called JSP Message Reports.
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Figure 1: CSS Message History Browser.

I0C LOG SERVER REPLACEMENT

To benefit from the existing infrastructure for CSS
message logging, we implemented a new IOC Log Server
in Java that operates similar to the original EPICS
IOCLogServer. It also listens on TCP port 6500 for text
messages, but each received line of text is written to the
CSS message RDB with the following properties:

* TYPE: A value ‘iocLog’ identifies IOC messages.

* CREATETIME: Data and time when message was

received.

e TEXT: Original message text.

e HOST: IP address of the network client, i.e. the

I0C.
*  SEVERITY: Defaults to “INFO”
*  APPLICATION-ID: “IOCLogServer”

To EPICS IOCs, the replacement of the original log
server for text files with the new implementation is
transparent. We simply start either the old or the new log
server, and IOCs will use the current instance as soon as
they attempt to log a message.

Filtering

We noticed early on that the IOC log messages were
dominated by repeated messages. Certain I0Cs would

151



MOPKNO025

often send the exact same message every few seconds. To
reduce the amount of space used by such messages in the
RDB, we added a simple filter:

If the same network client (i.e. IOC) sends the same
message text, this is not logged as a separate message.
Instead, a repeat count is updated in the REPEATED
property of the original message.

The filtering is based on the last message received from
each network client, only comparing a new message with
the last message from that client. If a client keeps sending
a message with text “A”, this will be filtered by the repeat
count mechanism. If a client should repeat two messages
in a pattern “A”, “B”, “A”, “B”, ..., this will not be
filtered out. While we do observe this pattern, it has at
this time not been frequent enough to warrant checking all
recent messages of a client for repetitions.

In addition to filtering repeated messages, there is a
pattern-based filter. Based on regular expressions for the
message content, it can be configured to ignore messages
that match a pattern. This can for example be used to
suppress known benign status messages that we prefer to
exclude from the log.

-

e e
Favorites

£810C Log Messages wiite

/e
IOC Log Messages: write

No message!

You can add a message using this form:
Message text*
Seventy": INFO -
Name
Host 16091228 18
User
Submmit

Figure 2: Web form for submitting a message.

JSP LOG WRITER

The IOC Log Server replacement is convenient for
EPICS 10Cs, but less accessible to control system front-
end computers that are implemented by other means.

By wrapping the essential Java code for logging
messages to the RDB as a Java Server page (JSP) for
Tomcat [4], we created a web service that can for
example be used by programs implemented in National
Instruments LabVIEW to submit log messages.

The web service is accessible via a URL similar to the
following for submission of a basic text message:

http://server/LogMessages/write.jsp? TEXT=...
If desired, additional URL parameters like SEVERITY or

USER can be provided to set the associated message
properties.
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If no message parameters are included in the URL, a
web form as shown in Fig. 2 is presented to allow
interactive entry of the message content.

JSP MESSAGE REPORTS

With all IOC log messages available in the relational
database, we are now able to create various online reports.
Fig. 3 shows a Java Server Page (JSP) that summarizes
recent IOC log messages.

A pie chart depicts the “Top 10” IOCs that produced
the highest number of messages in the analyzed time
period, which defaults to the last hour. Tables list
repeated messages as well as all messages of the time
period. Both tables contain the message text but also time,
severity, host, number of repeats, and optional user name.
By default, the tables are sorted by the time when each
message was created, but users can sort the tables by any
column by clicking on the table column header.

A web form allows users to configure the time range,
provide pattern for the IOC name, and choose the number
of messages to display.

A detailed list of messages for a particular IOC is
accessible by either clicking on the associated sector on
the pie chart sector (if this IOC is one of top 10 message
producers), or by selecting the IOC name from drop-down
lists of IOCs that are sorted by name as well as message
count.

These JSP reports are available to any computer with a
web browser at our site.

SUMMARY

Without any change to EPICS 10Cs, we were able to
transparently route IOC log messages from the original
file-based system to the CSS message log that is stored in
a relational database. Web reports show for example
which IOC produced the most messages in the last few
days.

In the past, our IOC log files were only consulted “after
the fact” when an IOC had run into severe problems. Now
we are able to spot an increase in message traffic,
hopefully anticipating a more severe error.

Data and information management
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@oc Log Messages: statistics
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Figure 3: JSP Report of IOC Log Message statistics.
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BDNLS - BESSY DEVICE NAME LOCATION SERVICE

D. Engel, P. Laux, R. Miiller, HZB, Berlin, Germany

Abstract

Initially the relational database (RDB) for control sys-
tem configuration at BESSY has been built around the de-
vice concept [1]. Maintenance and consistency issues as
well as complexity of scripts generating the configuration
data, triggered the development of a novel, generic RDB
structure based on hierarchies of named nodes with at-
tribute/value pairs [2]. Unfortunately, it turned out that
usability of this generic RDB structure for a comprehen-
sive configuration management relies on sophisticated data
maintenance tools. On this background BDNLS, a new
database management tool, is currently under development
using the framework of the Eclipse Rich Client Platform.
It uses the Model View Controller (MVC) layer of JFace to
cleanly separate retrieval processes, data path, data visual-
ization and actualization. It is based on extensible config-
urations defined in XML allowing to chain SQL calls and
compose profiles for various cases. It solves the problem
of data key forwarding to the subsequent SQL statement.
BDNLS has the potential to map various levels of complex-
ity into the XML configurations. This provides usable, tai-
lored database access to configuration maintainers for dif-
ferent underlying database structures. Based on Eclipse,
the integration of BDNLS into Control System Studio [3]
is straight forward.

HISTORY OF CONCEPT
Views — The First Approach

Database-views are predefined SQL-queries. They are
like macros with precached results. Views are ideal for fre-
quently used large and complex queries typically used in
small database-applications. A big drawback of views is,
that they are not always able to update their data sources.
Views are able to hide the complexity of data structures,
but you have to create one view for one specific problem.
If you need to create views for all aspects of a facility, then
you need hundreds of them. Complexity of data structures
is pseudo-simplified in a confusing amount of views.

Generalization of the Data Structure

The obvious idea to maintain full flexibility, was to sep-
arate the data sets to the maximum, like atomic elements.
For that purpose, the whole data set, for example device
properties or 1/O specifics, has to be to modeled in data
and relations. The data is not grouped by table structures
or specific column names. Only links and relations con-
nect the data. This is a clean method to retain the data and
avoid redundancy. This data structure has been called Gad-
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gets [4]. This solution has the drawback, that you manage
a very complex structure of stored data. Visualizing and
managing the data is problematic because it is abstract and
queries on this structure are very complex. It is not a gen-
eral solution for storing data.

The Experiences from a Prototype

The first graphical application was implemented using
Eclipse as a Rich Client Platform (RCP) application. RCP
provides many solutions of graphical interfaces and a plu-
gin concept to assemble numerous small plugins to a full-
featured application. The application was designed as well
as a standalone Rich Client Application and as plugin for
other Rich Client Applications like the Control System Stu-
dio (CSS) [3] Framework. The application is able to pro-
vide the location of a device and to view their properties
as requested. This solution used static SQL-queries and a
special view that provided all information for a complete
navigation tree, broken into columns. Updates of the data
is only possible with hard coded update-dialogs. Another
drawback of this approach was, that data could only be up-
dated using the dialogs provided.

The Generalized Approach

The first graphical approach revealed with following
shortcomings:

e Search, read, change and insert elements in the
database without knowledge of SQL by the user.

e Importing and exporting huge data sets.

e The profile contains the navigation chain to a target
element, the element properties, the wizards! and the
popup-menus available for this target.

e The profiles should be able to change during opera-
tion.

e The complexity of data structures and SQL-queries is
extracted from the source code and encapsulated to a
configuration file. The source code is generic.

e The application should be independent of the given
data structure. You can design your own SQL-queries
in the configuration file.

e With the use of Java, a platform independent applica-
tion is provided.

e The application uses existing databases and no hard
coded data structures. It is also not designed to fol-
low all data relations given by data keys hence it is no
competitor of IRMIS [5].

'A Wizard is a user interface of dialogs to help the user to manage
complex inputs

Data and information management
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Figure 1: BDNLS prototype application; Profile selector (top),

not visible.

XML CONFIGURATION CONCEPT

The whole configuration of the BDNLS-application is
defined in an XML-file. The configuration file contains:

e How to access the database (URL, user name and the
password).

e Definition of various profiles allowing several SQL-
query sequences and different views.

e The displayed element and the data key provided by
the SQL-Query.

e The definition of the navigation tree (-by profile-) and
the data keys required for next tree element.

e The provided properties of a selected device, arrange-
ment, grouping and visualization settings.

e The popup-menus and wizards provided for a device.

Profiles

A profile defines the navigation to a device and its
specific properties. profile names are declared in the
<profile>-part. The default profile used when the appli-
cation starts.

<profiles default="1">
<profile>located names</profile>
<profile>typed names</profile>
<profile>typed devices</profile>
<profile>by facility and family</profile>
</profiles>

Navigation

The navigation section is divided in to different pro-
files. Every profile consists of the parts <tree> (shown
as a tree elements) and <tab> (shown as tab elements).
The tree-part is used to display and to navigate through

Data and information management

tree navigation (left), view section (right), the query section

device classes, domains, families and facilities. <link>-
parts are called sequentially when expanding a tree ele-
ment. <link bind="xxx"> is used to narrow the results
at the next hierarchy, using the keys from the last results.
Clicking at the last element in the tree-part, initiates pro-
cessing of the tab-part.

<navigation>
<profile name="located names">
<tree>
<link>facility</link>
<link bind="FACILITY_KEY">cs-domain</link>
<link bind="NAME_DOMAIN_KEY">cs-subdomain</link>
<link bind="NAME_SUBDOMAIN_KEY">cs-name</link>
</tree>
<tab>
<link bind="NAME_KEY">device-info</link>
<link bind="NAME_KEY">device-location</link>
<link bind="NAME_KEY">device--value</link>
</tab>
</profile>
</navigation>

Query Section

The query section describes the name of the query, the
corresponding statement <statement>, the provided key
names <key> of the query and the column name to be
shown as the element name<label>. The provided keys
are stored and can be used to narrow the results of the next
query. A statement may yield zero, one or many keys, they
are separated by a comma.

<link name="cs-subdomain">
<statement>NAME_SUBDOMAIN_DROPDOWN</statement>
<key>NAME_SUBDOMAIN_KEY</key>
<label>NAME</label>

</link>

View Section

Currently, the view section is only used for the prop-
erties of a device. The view part defines the name of
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a tab <title>, whatether it shown as a form or a list
<showtype> and which type of context menus the ele-
ments provides <showmenu>. Additionally, the output can
be filtered by a group query. To group/filter the device
properties, you have to define a group statement <group>
and a grouping/filter key that is used to restrict the results
of the device properties. To restrict the group statement
itself, you can restrict the statement with another key pro-
vided by the device properties.<groupbindkeys> The tag
<showmenu> links to the required popup-menus.

<view>

<tab name="device-value">
<title>Values</title>
<group>DEVICE_APPLICATION</group>
<groupbindkeys>DEVICE_KEY</groupbindkeys>
<groupkey>DEVICE_APPLICATION_KEY</groupkey>
<showtype>List</showtype>
<showmenu>device-value</showmenu>

</tab>

</view>

Popup and Wizard Block

Manipulation of the data, is enabled by an update or in-
put wizard defined within the popup tag <popup>. The key
expected by the wizard is defined with the tag <column>.

<popup name="device-value">
<item name="create">
<wizard>wizard-device-value</wizard>
<column>device_key</column>
</item>
<item name="edit">
<editor>editor-device-value</editor>
<column>device_value_key</column>
</item>
<item name="remember">
<history>history-device-value</history>
<column>device_value_key</column>
</item>
</popup>

IMPLEMENTATION

The Eclipse Rich Client Platform was chosen for im-
plementation. By using and providing plugin extension
points, it is possible to use other Eclipse based or third
party plugins to extend the application. To connect to the
database, a JDBC interface is used. The connection class
can load many kinds of JDBC bridges dynamically, like
PostgreSQL, MySQL, Oracle and many more. But at the
moment only a Oracle OJDBC bridge is integrated in this
project. The GUI of the first implementation of this project
is shown in Figure 1.

CSS Integration

Adding the plugin-activator class allows to integrate this
application as a plugin in CSS. Hence it is possible to ex-
change EPICS [6] process variables (PV) with CSS, to re-
trieve archived data, or to get all device information de-
pending on a PV.
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FUTURE DEVELOPMENT

Implementation of drag & drop methods to improve
the data exchange with CSS, other windows/forms
and applications.

Integration of visualization function, for example to
show the location of a device.

Integration of EPICS-PVs for fast visualization of the
device state.

Abstraction of the wizards to be fully configurable and
provide plugin extension points for custom forms and
visualization classes.

Methods providing import and export formats for
CSV, XML and XLS.

Provide more JDBC Interfaces.
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DESIGN AND IMPLEMENTATION OF THE CEBAF ELEMENT
DATABASE *

T. Larrieu, M. Joyce, C. Slominski, JLAB, Newport News, VA 23606, U.S.A.

Abstract

With the inauguration of the CEBAF Element Database
(CED) in Fall 2010, Jefferson Lab computer scientists
have taken a step toward the eventual goal of a model-
driven accelerator. Once fully populated, the database
will be the primary repository of information used for
everything from generating lattice decks to booting
control computers to building controls screens.

A requirement influencing the CED design is that it
provide access to not only present, but also future and
past configurations of the accelerator. To accomplish
this, an introspective database schema was designed that
allows new elements, types, and properties to be defined
on-the-fly with no changes to table structure. Used in
conjunction with Oracle Workspace Manager, it allows
users to query data from any time in the database history
with the same tools used to query the present
configuration. Users can also check-out workspaces to
use as staging areas for upcoming machine
configurations.

All Access to the CED is through a well-documented
Application Programming Interface (API) that is
translated automatically from original C++ source code
into native libraries for scripting languages such as perl,
php, and TCL making access to the CED easy and
ubiquitous.

BACKGROUND

Previous efforts to compile a comprehensive
configuration database for the Jefferson Lab CEBAF
accelerator and use it to automate the setup or restoration
of the electron beam have foundered on the complexity of
accommodating the constantly evolving hardware
installed in the accelerator and the multiplicity of
elements whose properties vary with the increasing
energy of each pass through the recirculating LINACS.
The progress of the 12GeV upgrade project has, however
focused renewed emphasis upon solving these problems
by developing a central authoritative configuration
database available to existing or future tools needed to
operate the revamped accelerator. The resulting product
has been coined the CEBAF Element Database (CED).

DATABASE DESIGN

Design

The CED has been implemented using a modified
Entity-Attribute-Value with Classes and Relationships

*Notice: Authored by Jefferson Science Associates, LLC under U.S.
DOE Contract No. DE-AC05-060R23177. The U.S. Government
retains a non-exclusive, paid-up, irrevocable, world-wide license to
publish or reproduce this manuscript for U.S. Government purposes.
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(EAV/CR) data model [1]. This design choice is
appropriate because the types of information to be stored
in the CED will vary from system to system. The
database will necessarily evolve over time to support
additional configuration attributes for existing systems as
well as to model the yet-unknown parameters of the new
hardware to be installed for the 12GeV upgrade.

In a traditional database schema, adding support for
new accelerator hardware would involve adding
additional tables and columns to the database. Such
changes impose a burden by requiring software updates
before the new schema can be used. In contrast, the
EAV/CR data model employed by the CED is
introspective — defining a new class of accelerator
hardware in the CED simply involves adding rows to the
already-existing metadata “catalog” tables (fig. 1). Once
defined in the catalog, existing software is fully capable
of interacting with the new entities after discovering their
properties from the metadata tables.

Versioning

In addition to its flexibility in accommodating future
data requirements, the CED schema was also designed to
make use of the Oracle Workspace Manager toolkit [2].
Oracle Workspace Manager is used to version-enable the
table rows in the CED, and permit simultaneous access to
present, proposed, and historical versions of data.

Oracle Workspace Manager accomplishes this feat for
a table by renaming it to table name LT, adding a few
columns to the table to store versioning metadata, creating
a view on the version-enabled table using the original
table name and defining INSTEAD OF triggers on the
view for SQL DML operations. Clients of the CED do not
need to incorporate any special logic in order to
interoperate with the different versions stored in the
database other than to specify which save point or
workspace they wish to access.

Workspaces

A key version-enabling feature of the Oracle
Workspace Manager is the ability to compartmentalize a
collection of database changes into a logical construct
called a workspace.

The primary workspaces is by definition the LIVE
workspace and represents the current configuration of the
CEBAF accelerator.  Additional workspaces may be
“checked out” from LIVE and used to stage upcoming
configurations or to perform what-if scenarios (fig. 2).
The contents of these workspaces can be merged
(committed) into LIVE when appropriate.
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Figure 1: The core CED schema illustrating the “Catalog”

elements.

tables that store the metadata defining accelerator

Element values stored in the “Inventory” tables as strings, floats, integers, etc. are mapped via the

metadata into meaningful attributes. New types of elements may be added to the CED on-the-fly by defining
their metadata — changes to the database schema are not required.

Save points

Because the Oracle Workspace Manager saves a history
of all changes to a row in addition to information about its
workspace membership, it is possible to query historical
data simply by specifying the date and time as of which
the query is being issued. To assist users, so that they
don’t have to specify exact dates and times, the CED
provides named save points for the LIVE workspace
corresponding to key configuration milestones such as the
beginning or end of an experimental run or of an
accelerator maintenance period (fig. 2).

Live workspace with historical savepoints

Savepaint - beginning of Savepoint — Queak Current LIVE
2011 Summer shutdown experiment final config Configuration

Staging Workspaces

HD-DVCS Beamline 10C Development MagnetStaging
Development

Figure 2: CED Workspaces showing historical save
points and staging workspaces used to prepare
upcoming changes to LIVE.
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In contrast to the typical approach to preserving data
history using triggers and a history table containing prior
values, where accessing the history requires special one-
off queries or custom reports, accessing CED historical
data requires no different software and no more effort
than accessing the current configuration.

Configuration Control

Workspaces are also used in the CED to effect a level
of configuration control. With the exception of a very
few properties explicitly identified as live-editable, the
CED does not permit users to update data in the LIVE
workspace. All updates to the CED must be performed in
a staging workspace and audited for validity before being
committed to LIVE.

INTERFACE

The generalized nature of the EAV/CR data model
employed by CED requires a robust API to interpret the
contents of the metadata tables and translate the abstract
database storage into recognizable attributes useful to
programs and users. The API is also responsible for
enforcing much of the data validation and domain logic
embodied in the metadata catalog.

For the CED, a shared library was written in C++ to be
the sole interlocutor for applications that will access its
information. Native versions of the API are available not
only to C++ programs, but also to scripts written in Perl,
PHP, and Tcl. The script language versions are generated

Data and information management
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automatically from the original library via the open
source SWIG (Simplified Wrapper and Interface
Generator) tool [3,4]. Having the API natively available
makes it easier to update the many tools used by JLAB
operators that have been written in these scripting
languages over the years, as well as to develop new ones.
Because they stem from the same source library, all the
languages have the same functionality available and
benefit from the development effort that went into testing
and documenting the original compiled library.

On top of the core API, two general purpose user
interfaces to the CED have also been built around the
C++ library and its scripting language derivatives: a
RESTful web interface and a full-featured command-line
tool usable from JLAB Linux workstations.

@ CEBAF Elernant Database - Mot Fretox
n -c o @ @ (1) vepycedretemmsarcon -J38- £

(1] CEBA Hlement Database:

Jefferfon Lab

MSA1C09 (Sextupole)

Coondinates. Physical | Dependencles

ttttttt

= Done # 5

Figure 3: CED Web Interface provides access to CED
data in HTML (shown), XML, or plain text format via
simple to construct URL patterns.

IMPLEMENTATION

The CED was rolled out to the JLAB community in
September 2010 initially populated with data for the
Magnet and Input Output Controller (IOC) systems. Data
for the RF and BPM systems were added soon thereafter.

In May 2011, CEBAF entered a six months duration
shutdown period during which time more than the 200
large dipole magnets were removed from the accelerator
to be measured and calibrated. The CED is being used to
capture and disseminate key information generated during
that process, such as new field maps for the magnets,
locations where shims have been installed. During the
same time period, software developers and operators
updated many high-level applications (such as the
Interactive Elegant Explorer shown in figure 4) and
control system screens to utilize the CED for their
configuration when operations resume.
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The focus of the CED implementation will now shift to
refining the tools and processes (automated where
possible) that will keep the information up-to-date and
accurate. In the case of the IOC information, for
example, this will include building the DHCP server
configuration files directly from the CED information as
well as a program that crawls and inspects the 10Cs
periodically to verify their configuration against the
database.

IEE/ Decks/src/INJ.ite - MATCHIN

Figure 4: The Interactive Elegant Explorer now uses
the CED to create a focusing lattice from a CEBAF
configuration for the purpose of modeling accelerator
beam transport.
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DIAMOND LIGHT SOURCE BOOSTER
FAST ORBIT FEEDBACK SYSTEM

S. Gayadeen, S.R. Duncan, University of Oxford, Oxfordshire, UK,
C. Christou, M.T. Heron, J. Rowland, Diamond Light Source, Oxfordshire,UK

Abstract

The Fast Orbit Feedback system that has been installed
on the Diamond Light Source Storage ring has been
replicated on the Booster synchrotron in order to provide a
test bed for the development of the Storage Ring controller
design. To realise this the Booster is operated in DC
mode. The electron beam is regulated in two planes using
the Fast Orbit Feedback system, which takes the beam
position from 22 beam position monitors for each plane,
and calculates offsets to 44 corrector power supplies at a
sample rate of 10 kHz. This paper describes the design
and realization of the controller for the Booster Fast Orbit
Feedback, presents results from the implementation and
considers future development.

INTRODUCTION

The Diamond Storage Ring Fast Orbit Feedback (FOFB)
system currently meets its requirements in terms of beam
stability at Diamond. However new requirements for
improved beam stability, from users or as a consequence of
operating with reduced electron beam height or a need to
suppress new beam disturbances in the future, will require
improvements to the FOFB performance. As part of the
development of the Storage Ring controller optimisation,
closed loop beam control has been applied on the Booster
synchrotron by running the Booster as an electron storage
ring at 100 MeV. The Booster has the same hardware as the
Storage Ring for beam position detection and control of the
corrector magnets, so the same FOFB control system can
be used.

CONTROLLER DESIGN

Let P(z7!) denote the discrete-time transfer function
between u [k] € RY, the inputs to the N = 22 actuators
applied at time {t = kT'}, where T is the sample time, and
y [k] € RM the signals measured at the M = 22 sensors
at each sample time, such that

y [kl =P(z""uk] ()
where P(z71) takes the form
P(z7) =p(z"")B @)

with B € RM*XN being the steady state (dc) response of
the actuators and p(z~1!) the scalar dynamics, which are
taken to be the same for each actuator. The dynamics are
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Table 1: Values of Parameters Used in Design

Parameter Value
a 27 %1000 rad.s~!
T4 700 s
T 100 ps

modeled as a first order response plus delay that is operated
in “sample and hold” mode, then

bo + b1zt
Z_d O+ 12

P = 1 G)

1—a1z—
where d is the smallest integer satisfying d1" > 74 and

a; = e—aT

by =1— =) )

by = ea(Tfrl) _ efaT

when 74 is the delay in the system, a is the bandwidth of
the actuator response (in rad.s~1) and

m'=74—(d—1)T. 3)

The parameters associated with this application are listed in
Table so that the transfer function for the dynamic response

becomes )
0.47z~

—1\ _ -7

P ) =2 g

For M < N, the singular value decomposition of B takes
the form

(6)

B=U[X o]VT (7)

where U € RM*M and V € RV*N are respectively,
the left and right singular vectors and ¥ € RM*M jg a
diagonal matrix containing the singular values, o1 > 02 >
... > op. By partitioning V as

V =[V; V] (8

where V; € RV*M and Vy € RVXV=M) g4 that B =
UXVT, then Eq. (1) can be written as

UTy [k] = p(z" )2V Tu k] )

Defining y [k] = UTy [k] and @ [k] = VT u[k], projects
the response into “modal space”, so that

Un [k] = p(z~ ") [K] (10)

Process tuning and feedback systems
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Figure 1: Structure of IMC controller.

where ¥, [k] and @, [k] are the n™ elements of y [k] and
@ [k]. The controller structure is shown in Fig. 1 where
an Internal Model Controller IMC) [1] is applied to each

mode where ¢(z~!), the pseudo plant inverse dynamics is
given by
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and A = e~ <7 where ( is the closed loop bandwidth (in
rad.s~ 1) of the controller. In [2, 3] it is proposed that the
controller should take the form
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From Fig. 1 the controller dynamics for each mode are
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The same controller dynamics are applied to each spatial
mode, with the dynamics being detuned by the controller
gains d,,. Because 8y + 51 = 1, the controller takes the
form of a Dahlin controller [4] and as a result, includes
integral action.

CONTROLLER IMPLEMENTATION

Electron BPMs are used to provide information about the
electron beam position at a sampling rate of 10 kHz. The
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Booster has 22 cells arranged as 4 sectors each of which
has a computation node which receives all sensor positions
but only calculates the local corrector magnet error using
a block of the inverse response matrix. To achieve the
required 10 kHz update rate, a custom communication
controller implemented in VHDL is used to transmit the
horizontal and vertical data from the 22 BPMs to each of
the 4 computation nodes. Each computation node receives
data from all BPMs and uses a dedicated VME processor
card to calculate the vector product of the BPM values and
the sub pseudo-inverse response matrix. The controller
dynamics are then implemented as an eighth order IIR filter
on these values. The result then corresponds to the new
values for the local corrector magnets for that sector [5].
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Figure 2: Magnitude of frequency response of 10s of

variation observed at the 1st vertical BPM plotted against
frequency in Hz.

CONTROLLER PERFORMANCE

The frequency content of the disturbance at one BPM
on the Booster is shown in Fig. 2, which plots the discrete
Fourier transform of the signal against frequency. It can
be seen that there is a significant component in the range
10 Hz to 50 Hz with a major peak at 35 Hz. Fig 3(a) shows
a colourmap of the average power (in dB) at each frequency
in mode space and it can be seen that the bulk of the power
is concentrated in the lower order modes (i.e. for n <10).
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Figure 3: Colourmap of average power (in dB) in mode
space against frequency (in Hz) in the vertical plane with
(a) FOFB off and (b) FOFB on.

There is also some variation at low frequencies (<1 Hz) in
all modes.

The aim of the control system is to reduce the effect
of the disturbances on the beam, particularly for the low
order modes in the frequency range 10 Hz to 50 Hz, while
at the same time attenuating low frequency disturbances
in all modes. Figure 3(b) shows the power spectrum with
FOFB on and by comparison with Fig. 3(a), it can be seen
that the attenuation is focused on the low frequencies for
all modes (i.e. the dark blue regions). The controlled
and uncontrolled integrated beam motion for both planes,
shown in Fig. 4, illustrates that the FOFB suppresses beam
motion in the low frequencies where the disturbances are
concentrated. However the FOFB system does not suppress
disturbances as well at frequencies above to 200 Hz in both
planes.

TWO DIMENSIONAL LOOP SHAPING

When a disturbance w [£] is included in the output y [£],
then by defining W[k] = U7 w/[k], for each mode, s,, (2~ 1),
the transfer function from W[k] to the output, y[£] i.e. the
sensitivity function is

L=zt — 2791 = \)(Bo + Bz~ Y)

-1
o) = T T 0 = ) = N Bo + i)
which can be used to analyse the behaviour of the closed
loop system in Fig. 1. Figure 5 shows the Booster sensi-
tivity both spatial and temporal dimensions S(n, e=/2™),
The plane in Fig. 5 shows where |S(n, e=72™)| = 0.7071
i.e. the crossover frequency in both dimensions.
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Figure 4: Integrated beam motion for controlled (solid blue
line) and uncontrolled (dashed red line) beam up to 200 Hz.

The bandwidth in the two-dimensional frequency do-
main can be similarly defined as traditionally done in
the temporal frequency domain so that the closed loop
bandwidth B,,(n,w) is defined as the contour in (n,w)
such that |S(n, e/2™)| = % for all (n,w) enclosed by
B, (n,w) [6]. The two-dimensional bandwidth frequency
bandwidth contour is shown in Fig. 6 which also shows
the effect of changing the regularisation parameter, ;1 and
the closed-loop bandwidth, . Figure 6(a) illustrates that
increasing u, focuses control effort on the lower order
modes and decreasing u, extends control to the higher
order modes. It can also be seen that although p has a
significant impact on the spatial bandwidth, in this case
it has no effect on the temporal component of the two-
dimensional bandwidth B,,(n,w). Figure 6(b) illustrates
that decreasing (, reduces the bandwidth to attenuate
disturbances and has a negligible effect on the spatial
component of the bandwidth B, (n,w). From Fig. 6(b) it
can be said that decreasing ¢ has the effect of depressing the
peak of the sensitivity function while reducing its temporal
bandwidth.

The expected value of total power in the output is

K-1
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In [2], it is shown that the expected total power can be
written as

=
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Figure 5: Magnitude of sensitivity (|S(n,e™>™)|)for

each mode against frequency (in Hz).  The plane
for |S(n,e/?™)| = 0.7071 and the two-dimensional
bandwidth contour (black line) are shown.

where S, [p] is the frequency response of s,(z71).
Eq. (19) implies that given W, [p], the frequency spectrum
of each mode of the underlying disturbance, S,, [p] (and
hence s,(z71)) can be designed on a “mode-by-mode”
basis in order to achieve a specification on the expected
total power observed across all sensors.

CONCLUSIONS & FUTURE WORK

FOFB control has been implemented on the Booster
synchrotron at Diamond. The controller has been tuned
conservatively and initial results show that the controller
attenuates disturbances below 100 Hz on all modes.

The loop shaping technique developed by [6] shows
that by extending traditional loop shaping techniques for
dynamical systems into the two dimensional frequency
domain, a framework to analyse the properties of the
sensitivity function in the two-dimensional frequency
domain analysis can be constructed. The sensitivity
function properties in both temporal and spatial modes are
used to define a two-dimensional bandwidth.

It was illustrated that tuning the temporal and spatial
components of the sensitivity can be decoupled by
using the dynamic closed loop bandwidth, ¢ for shaping
the temporal frequency response and the regularisation
parameter, p for the spatial frequency response. By
considering the residual power in the output, it was
demonstrated that given the frequency spectrum of each
mode of the underlying disturbance, the sensitivity function
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Figure 6: Two-dimensional bandwidth for (a) ¢ =0.1 (red),
u =1 (black) and p =20 (blue) (b) ¢ =303 Hz (red),
¢ =227 Hz (black) and { =129 Hz (blue).

can be designed on a mode-by-mode basis in order to
achieve a specification on the expected average power
across all sensors.
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Abstract

A high resolution system designed for easy and
inexpensive profile of an incident beam on a charged
target, in the ion implanter installed at the Ion Beam
Laboratory of the Technological Nuclear Institute (ITN)
in Lisbon, Portugal, is described. This system intended to
be used offline and not during the implantation, is made
of a circular aluminium disc with a curved slit which
extends approximately from the centre of the disc to its
periphery. The disc is attached to the ion implanter target,
which is capable of rotating on its axis. A cooper wire,
positioned behind the slit, intersects the beam and the
electric current generated, proportional to the beam
intensity, is measured. As the ion implanter is capable of
scanning the beam over the target, the combination of
vertical beam scanning with aluminium disc rotation
allows the beam profile to be measured continuously in
two dimensions.

This paper describes the system developed including
the computer controlled positioning of the beam over the
moving curved slit, the data acquisition, the beam profile
representation, and shows experimental results obtained
with an Argon beam.

INTRODUTION

Traditional beam profile monitors use a matrix of
detectors like Faraday Cups. The objective of this work is
to develop a high resolution system for measuring the
profile of an ion beam in an ion implanter. Two systems
are in general use to monitor the beam profile, wire
scanners and scintillation screens [1-3]. Both systems
have proven their functionality and are chosen depending
on the needs of the particular application. Their basic
principles are well known and can be found in [4]. A third
technique also used is residual gas monitors with
segmented residual gas ion detecting plates, that is based
on a similar principle as wire scanners regarding the
reconstruction of the profile from the measured data.

Another technique is scintillation screens, which
operates very fast and at very high resolution in position.
They offer a convenient way to image the beam profile.
Being their functionality based on (iono) luminescence
[5], the most sensitive screens are made crystals like
Si0,. Using this option, the changes on the ion beam
parameters influences the relative intensity of the intrinsic

* jgabriel@deea.isel.ipl.pt
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and activated luminescence [5]. Since the light yield also
decreases with operational time, this method does not
provide absolute values for the beam current. Also the
lifetime of these kinds of detectors is strongly limited at
higher beam powers. In such cases tantalum foils are used
to illustrate the beam profile.

Absorbing the beam power a profile-dependent heat-
induced glow is visible. To minimize the structure-
smoothening and image-broadening heat flux inside the
foil, the foils are chosen to be very thin. Nevertheless,
their resolution is distinctly lower than that of crystal
based scintillators. More examples for this detection
system can be found in [1-2].

Wire scanners offer a quasi-non-destructive way to
measure the profile in absolute current values. Their
resolution and measuring speed generally behave
antiproportional and depend on the number of wires used
for detection and the analyzing electronics. A reliable
determination of the beam profile can only be achieved if
the ion distribution in the beam is Gaussian-like or at least
single-peaked with only moderate asymmetry.

Problems occur if one unknowingly samples a hollow
beam or a beam with more than one maximum in the
current distribution. Additional details about this
detection system can be found in [3, 6].

The presented system scans the beam on the target,
using an off line beam profile scheme.

SYSTEM DESCRIPTION

As part of the deceleration system developed for the ion
implanter, a beam profile monitor system was build to
measure the shape of the beam over the target and set the
optimal parameters for the deceleration lens taking into
account the desired target bias.

The system developed, shown in Figure la, is
composed by an insulated metallic disc of 25 cm
diameter, which will be used as target, and a copper wire.

The target disc is mechanically attached to the
implanter target, so it has the same rotating movement.
On this target disc, a 3 mm wide and 10 cm long slit gap
with a curved shape was made. A 3 mm wide and 10 cm
long copper wire is placed behind the gap. This wire is
fixed to the chamber structure and is connected to a
microammeter, as shown in Figure 1b.
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Figure 1: a) Mechanical system implemented; b) Schematic system implemented.

According to Figure 2, when the beam hits the target
disc, a small part of it hits the wire and creates an electron
current which is measured.

Due to the slit gap shape and the fact that the wire is
fixed, when the target disc rotates, the beam strikes
different parts of the wire in a way that it scans the beam
in an area of 3x3 mm’, corresponding to the slit gap X
wire width, over a 5 cm distance, as shown in Figure 1b.

With the wire fixed on the horizontal, a focused beam
can be scanned by rotating the target with the slit gap
crossing the beam. If the beam current measured on the
wire is collected one gets a beam profile section in x. By
scanning the beam in y using the implanter beam
scanning systems one gets x and y profile of the beam.

The reason to use the beam scan in y and not in x is that
the drift of the beam due to the target bias changes with
the distance to the edge of the target, but has no
significant change if that distance is maintained.

In order to obtain an ion beam profile, two signals are
required, one proportional to the beam width (x-axes) and
another proportional to the beam current (y-axes).The
beam current can be defined as

Fiber Optic

Y,
= (1
4TMQ

Therefore, an optic-fiber based circuit was developed to
send the beam current signal to the ground potential.

Whereas, on the resistance of 47 MQ, the DC voltage
proportional to the beam current is converted through a
voltage-to-frequency (V/F), in a number of voltage pulses
with a frequency proportional to its amplitude.

This signal is applied to an infrared LED connected to
one side of an optic fiber. On the other side, placed at
ground potential, a photo-transistor converts the light
pulses to a number of voltage pulses with the original
frequency. This signal is fed to a frequency-to-voltage
(F/V) which is then digitized and goes to the personal
computer (PC) as shown in Figure 2.

Figure 2 also shows the two high voltage (20 kV)
power supplies used. One bias the lens (V) and the other
bias the target (V). The resistances of 100 MQ and 25
MQ will allow a better stabilization of the voltage,
avoiding any voltage fluctuations, while resistance of 47
MAQ is intended to measure the beam current.
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Figure 2: System developed.
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A LabVIEW application was developed which controls
the target position, gathers the digitized signals and
determined the beam profile.

EXPERIMENTAL RESULTS

The system uses a personal computer equipped with a
multifunction input/output board from National
Instruments; model USB-6251. The program that was
chosen for this work was National Instruments LabVIEW,
a graphical programming language specially created for
instrumentation and measurement, some custom made
electronic interface modules and a LabVIEW application.
Been integrated in a major project of the automation of
the ion implanter, this is a part of the system that is
considered as one of the most significant and that brings a
great development and enhance to the ion implanter.

The ion beam profile measurement system developed
makes integrant part of the optimization to the ion
implantation, which also contemplates the deceleration of
the ion beam to low energies. Checking the beam profile
is important to guarantee that the implantations are
successful even at low energies. In particular, as a result,
it was possible to determine that the electrostatic
deceleration developed for this accelerator is able to
reduce the beam energy while maintaining the beam
focused.

The experimental results presented in this work
correspond to an ion implantation of Argon, with a beam
current of 100 pA, initial energy of 15 keV.

Beam Corrent{cm)
O F MW e WD

Beam Current (uA)

Beam Current [uA)
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The area of scan (x and y) is 5x7 cm?, and the scan x
corresponds to the rotational steps of the target. We made
four experimental test: (1) with the target at 10 kV and
the electrostatic lens with 0 kV (Figure 3a); (2) with the
target with 10 kV and the electrostatic lens with 12 kV
(Figure 3b), (3) with the target at 14 kV and the
electrostatic lens with 0 kV (Figure 3c); (4) with the
target at 14 kV and the electrostatic lens with 16 kV
(Figure 3d). For the first and second test, the electrostatic
lens is not charged, which means that ion beam is more
scattered and less homogeneous. In the third and fourth
test it is possible to see that the ion beam is more focused
on the target. These two examples (Figures 3¢ and 3d),
shows that the use of an electrostatic lens in this system
gives an ion beam more focus and uniform.

In Figure 3d is possible to verify with more precision
the effect of the electrostatic lens in the low energies (1
keV). In this case, the introduction of an electrostatic lens
allows to obtain an ion beam more focused for low
energies. When the electrostatic lens is not used, the ion
beam is too disperse, which means that is not possible to
proceed with the implantation for low energies (Figure
3c). Hence, the beam focus is directly related to the
deceleration process, in order to obtain the desired final
energy. This means that the bigger the deceleration level
the more important is the beam focus.

Beam Current [uA)

R T

Figure 3: Beam profile for: a) E=5 keV (Target=10 kV, Lens=0 kV); b) E=5 keV (Target=10 kV, Lens=12 kV);
¢) E=1 keV (Target=14 kV, Lens=0 kV); d) E=1 keV (Target=14kV, Lens=16 kV).
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CONCLUSION

In this paper a high resolution system designed for
measuring the ion beam profile in the ion implanter
installed at the Ion Beam Laboratory of the Technological
Nuclear Institute (ITN) was described. The low cost and
simplicity is the Figure of merit of this system.

With the system developed it is possible to measure the
beam profile and to compare the differences between ion
implantation based on energy and beam focus.

Detectors were used in order to be able to visualize the
beam profile, in the systems there was presented. This
allows obtaining tridimensional pictures of the ion beam
with ion currents in the range of uA, and energies from
10 keV up to a few hundreds keV. Comparing this system
with others two major differences come up, the current
range and the type of implantation.

In addition is possible to obtain data for deceleration, in
the future, the system will allow to test new
configurations for beam focus at lower energy.
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Abstract

A correct measurement of NSLS-II beam parameters
(beam position, beam size, circulating current, beam
emittance, etc.) depends on the effective combinations of
beam monitors, control and data acquisition system and
high level physics applications. This paper will present
EPICS-based control system for NSLS-II diagnostics and
give detailed descriptions of diagnostics controls
interfaces including classifications of diagnostics,
proposed electronics and EPICS IOC platforms, and
interfaces to other subsystems. Device counts in
diagnostics subsystems will also be briefly described.

INTRODUCTION

The NSLS-II beam diagnostics and control system is
designed to monitor the electron beam of NSLS-II
accelerator complex [1]. The beam quality is measured by
a variety of parameters such as bunch charge, bunch
structure (filling pattern), beam position/orbit, beam
size/profile, energy & energy spread, circulating beam
current, tunes, beam emittance, bunch length and beam
losses. Figure 1 briefly shows the beam parameters to be
measured from Linac to Storage Ring.

emittance
bunch  energy
length

—_—
current

emittance
synch.
light
energy &
energy spread

5 e

profile & size

energy & B S —

orbit

Figure 1: Beam Parameters to be measured at NSLS-II.

A correct measurement of beam parameters depends on
the effective combinations of a variety of beam monitors,
control and data acquisitions (DAQ) and high level
physics applications. Thus, an effective collaboration
between Diagnostics Group, Controls Group and Physics
Group is essential. The NSLS-II Diagnostics &
Instrumentation Group is in charge of the definition of
beam diagnostics specifications and the design of beam
monitor systems, including the layout of these monitors

* Work performed under auspices of the U.S. Department of Energy
*yhu@bnl.gov
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around the machine. The Physics Group is responsible for
submitting the physics requirements for diagnostics and
control, system modelling, algorithm, etc.

The scope of Controls Group on beam diagnostics
system includes the following: requirement analysis and
specifications for the beam diagnostics controls; Make vs.
buy analysis and decision of electronics for various beam
monitors; Development of EPICS [2] drivers for the
diagnostic monitors and system tests on the software and
hardware; Design of interfaces between diagnostics
controls and other subsystems (timing, machine
protection system, etc) and system integration of them.

DEVICE COUNTS IN DIAGNOSTICS
Table 1: Device Counts in NSLS-II Diagnostics

Linac Ltb  Booster BtS SR
WCM 5
Screen/Flag 6 9 6 9 3
BPM 5 6 37 7 240
Bergoz FCT 2 1 2
Bergoz ICT 2 2
Energy Slit 1 1
Faraday Cup 1 2 1
Bergoz DCCT 1 1
Streak Camera 1
Visible Light 1 1
Monitor
Pinhole system 2
Tune Monitor 1 1
Transverse 1
Feedback
System
Beam Loss 5
Monitor
Beam Scrapers 5
Photon/x-ray 2 per
BPM front-end

NSLS-II accelerators consist of one injector and one
storage ring (SR). According to the functionality as well
as geographical distribution, the injector is divided into 4
subsystems: Linac, Linac to Booster (LtB) transfer line
(including 2 beam dumps), Booster, Booster to Storage
ring (BtS) transfer line (including 1 beam dump). Table 1
gives a summary of the diagnostic monitors distributed
over the whole machine. Although Linac and Booster are
turnkey solutions provided by vendors, BNL will specify

Process tuning and feedback systems
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the requirements for diagnostics and controls and vendors
implement them. For better standardization and
maintenance, the same type of diagnostics (e.g. CCD
cameras) used in different accelerator subsystems will be
provided by the same manufacture (e.g. GE1290 by
Prosilica) so that they almost have the same control
interfaces and requirements.

CONTROLS INTERFACES FOR
DIAGNOSTICS

Diagnostics controls are actually more about data
acquisition (DAQ) than device control. Diagnostics
control subsystem will conform to NSLS-II control
system standards. It will be EPICS-based and the
preferable operating systems for IOCs are RTEMS (Real-
Time Executive for Multiprocessor Systems) and
Linux/Debian. For VME-based controls, the CPU board
will be standardized as Motorola MVME3100.

Whenever possible, diagnostics controls pursue the
utilization of commercial off-the-shelf hardware to reduce
cost as well to achieve better reliability. Although NSLS-
I Linac and Booter are turn-key solutions provided by
vendors, it’s better to standardize the diagnostics controls
for the whole machine. The following section describes
the classified method for controls standardization.

Classifications of Control Interfaces

From point view of controls, the beam monitors output
signals/interfaces can be classified into the following
several groups.

1) Analog output with high-bandwidth (>500MHz):

WCM, FCT, etc. [3];

2) Analog output with
DCCT, ICT&BCM,;

3) Simultaneous 4-channle RF signals: BPM;

4) Gigabit-Ethernet camera interface: pinhole camera,
flag/CCD, streak camera etc.

5) Stepper motor driven: linear stage in pinhole system,
energy slit, beam scraper, etc.

6) Ethernet-based instrument: Windows XP-based
network/spectrum analyzer for tune monitor and
beam stability monitor;

There are other miscellaneous 1/Os for diagnostics:
binary input/output including TTL I/O for DCCT range
settings, pneumatic actuator with limit switch in flag,
limit switch in stepper-based stage, 24 V binary outputs
for XIA filter inserter in pinhole system, 12-bit DAC for
illuminator control in pinhole and flag system,
temperature sensors for diagnostics beamline mirror, etc.

Here are some considerations and principles about the
selection of electronics for the above groups of beam
monitors:

1) WCM and FCT are used to measure individual bunch
charge. The time interval between adjacent bunches
is 2 ns so that the digitizer for WCM & FCT should
have at least 500MHz bandwidth and 1GS/s
sampling rate. Since NSLS-II physics requirement
for filling pattern accuracy is 1% of maximal bunch

low-bandwidth (<10KHz):
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charge, 8-bit resolution digitizer should be fine;

2) The output of DCCT and BCM/ICT is nearly DC
voltage so that the requirement of sampling rate for
digitizer is not demanding. For Booster DCCT and
transfer-lines ICT, the digitizer with 16-bit resolution
and 20KS/s would be suitable. For Storage Ring
DCCT digitizing, the resolution requirement is
determined by beam lifetime calculation considered
20mA in 60 hours with 1% accuracy. This translates
to 18-bit ADC resolution;

3)For 4-button-pickup RF BPM,
receiver will be utilized;

4)For camera controls, NSLS-II diagnostics will be
standardized as Gigabit-Ethernet interface (Prosilica
Gig-E CCD camera) for high bandwidth, easy
cabling, good anti-EMI, etc.;

5)For stepper-motor based diagnostics, the controls
will be integrated into NSLS-II motion control
subsystem;

6) For Windows-based network/spectrum analyzer, it’s
possible to make an EPICS IOC run inside the
instrument.

in-house BPM

Controls and Data Acquisitions for Diagnostics

Each type of beam monitor requires electronics (device
controller) to process its output signal. The electronics for
the above groups and associated EPICS 10C platform are
listed in Table 2. Figure 2 shows the controls interfaces
for these various beam monitors.

Table 2: Diagnostics Electronics and IOC Platform

Beam Diagnostics Electronics

Monitor 10C platform
WCM & Acqiris DC252 (2GHz bw,  ¢PCI/Linux
FCT & FC 10-bit, 4~8GS/s )
DCCT & ICT DGE ICS-710-A (24-bit,  cPCI/Linux

200KS/s, 8-ch)

2)Allen-Bradley PLC

(DAC, Digital I/0)
BPM In-house BPM receiver [4]  PC/Linux
Prosilica PC/Linux PC/Linux
GigE Camera
Stepper- Delta Tau GeoBrick LV PC/Linux
motor-based ~ PC
Instrument Windows-based PC/Linux
controls network/spectrum analyzer
Misc: digital ~ Allen-Bradley PLC PC/Linux
1/0, DAC,
temperature
sensor
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PLC system:
In-house DAC,

electronics Digital I/0,
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Figure 2: Diagnostics Controls Interfaces.
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INTERFACES TO OTHER SUBSYSTEMS
Interfaces to Timing System

To capture the electron beam signal at the right time,
the beam monitors should be sampled and synchronized
to the passage of the beam. This function can be achieved
by using Event Timing System to deliver delayed-trigger
or clock signal to the diagnostics electronics.

The interfaces between diagnostics controls and timing
system are shown in Figure 3. Some diagnostics controls,
such as stepper motor, limit switch and DAC, don’t need
timing while other diagnostics electronics require trigger
signals from Event Timing System [5] (EVR).
Additionally, the reference for BPM receiver Machine
Clock should be provided at the Booster/Storage Ring
revolution frequency. For transverse bunch-by-bunch
feedback system and streak camera system, trigger/clock
signals are the only control signals.

For diagnostics timing requirements, 8ns resolution and
100ps jitter should be sufficient. Diagnostics controls
require precisely time delayed trigger at injection rate
(10Hz for Linac, 1Hz for Booster) to capture the beam at
the right time. The delayed time for each diagnostics
depends on the location of beam monitor, the cable length
from monitor to its electronics and the distribution of
event timing.

Event Timing System

(EVR)
Trigger Event Link
A\ 4
\ 4 A\ 4 \ 4 \4 A 4
I
s| |23
138 g
B gl 2 In-house 2| & Network/
% % @ % BPM receiver =) g Spectrum
ofc S E} (embedded EVR) 3|7 Analyzer
[e) a O S| =
o = | < o
@ 5 E'
Ethernet] |
Y

CCD Camera

Figure 3: Diagnostics Interface to Timing System.
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Interfaces to Machine Protection System

The diagnostics controls should send hardwired
interlock signals, to machine protection system (MPS) if
any specific parameter, such as beam positions, beam loss
rate, beam current, is out of range.

The design of the interfaces between diagnostics
controls and MPS are still in progress. Fig. 4 shows the
draft diagram of the system.

The followings are some cases that diagnostics
interlock protection should take action:

1) BPM position data are out of pre-defined position

range;

2) For top off operation, the stored beam current must

exceed 50mA;

3) Excessive beam loss is detected by LCM system;

Machine Protection System
(MPS)

EPICS
PV data

Interlock
(hardwired signal)

Loss Control &
Monitoring
(LCM)

Cell Controller

i

BPM receivers

DCCT, ICT, BLM,
Scrapers

Figure 4: Interface to Machine Protection System.

CONCLUSIONS

NSLS-II beam diagnostics control system is completely
EPICS-based. Ultilization of commercial off-the-shelf
hardware as well as in-house BPM electronics
development is deployed to meet NSLS-II project
requirements and schedule. All diagnostics controls
hardware and software are well tested and ready for
NSLS-II Injector installation and commissioning.
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APPLICATION OF INTEGRAL-SEPARATED PID ALGORITHM
IN ORBIT FEEDBACK *

K. Xuan”, X. Bao, C. Li, W. Li, G. Liu, J. Wang, L. Wang,
NSRL, USTC, Hefei, Anhui 230029, China.

Abstract

The algorithm in the feedback system has important
influence on the performance of the beam orbit. PID (
Proportion Integration Differentiation )  algorithm is
widely used in the beam orbit feedback system; however,
the deficiency of PID algorithm is a big overshooting in
strong perturbations. In order to overcome the
deficiencies, the integral-separated PID algorithm is
developed. When the closed orbit distortion is too large, it
cancels integration action until the closed orbit distortion
is lower than the separation threshold value. The
implementation of integral-separated PID algorithm with
MATLAB is described in this paper. The simulation
results show that this algorithm can improve the control
precision.

INTRODUCTION

The orbit feedback system can effectively eliminate the
closed orbit distortion; a good feedback system can
improve remarkably the beam orbit stability. PID
algorithm is widely used in the orbit feedback system. In
the standard PID feedback, the aim of introduction of the
integral action is to eliminate steady-state error and
improve control accuracy, but the integral action of PID
algorithm will cause big overshooting in strong
perturbations. In order to improve the orbit stability, an
integral-separated PID algorithm is employed for the orbit
feedback control. The basic idea of the integral-separated
PID controller is that integral action will be cancelled
when there is a big error. The integral action will work
when the output value is close to the given value, which
will eliminate steady-state error and improve control
accuracy.

FEEDBACK THEORY

The beam orbit distortion caused by the change of
storage ring state would destroy the stability of the beam
orbit. There are many methods to correct the beam closed
orbit distortion, but the basic idea of these methods is to
eliminate the orbit distortion by using corrector magnet.
In order to eliminate the beam orbit distortion, the
corrector magnet intensity changes d® should be[1]:

@ = R'dU (D

where dU is the beam orbit distortion, R is inverse
response matrix, SVD (Singular Value Decomposition)

* Work supported by National Natural Science Foundation of China
(11005114)
*xuanke@ustc.edu.cn
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method can be used to solve R

In order to correct the orbit distortion and improve orbit
stability, the integral-separated PID control algorithm will
be used. The control algorithm can be expressed as[2]:

u(n) = u(n - 1) +
¥ {e(n) ol

1 ‘e(n} <e¢ PID control
a =
0 le(z) > & P

- o)+ 7, e(ﬂ)—e(ﬂ—l)} (2)

J=0 T

control
where K, is named as proportional coefficient, 7', , T,
is named as integral and differential time constant

separately, 7 is sampling interval, n is the sample
number, e(n - 1) is the error signal for (n-1), e(n) is the
error signal for n, u(n - 1) is the output of the Integral-

separated PID digital controller for (n-1), u(n) is the
output of the Integral-separated PID digital controller for
n, & is the artificial separation threshold.

The basic concept of the orbit feedback system is
shown in the Figure 1[3][4]. The feedback controller is
based on an Integral-separated PID algorithm.

Response Matrix

P |

+ [AU(”) Mx1
a Siiall
A ! [ LXV [AG)(”)]le
[Ure/']Mxl — D
N correctors
[U(n)]u 1 M BPM

Storage
Ring

Figure 1: The schematic diagram of the integral-separated
PID orbit feedback system.

Where ¢, is the reference orbit, U (n) is the BPM value

for n, AU(n) is the closed orbit distortion for n, A@(n) is

the corrector magnet intensity changes for n.

According to formula (1) and (2), we get the discrete
integral-separated PID control formula of beam orbit
correction:
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O(n) = #70(n) = #7U(0 = 1) + R7K, x
AU(n) = AU(a = 1)] (3)

K,00(n) + af, Z A®(/) + &,[a0(n) - AG(n — 1)]

where U(n—1) is the BPM value for (n-1), AU(n —1) is
the closed orbit distortion for (n-1), ©(n) is the corrector
magnet intensity for n, @(n—l) is the corrector magnet
intensity for (n-1), A®(n—1) is the corrector magnet
intensity changes for (n-1),K,, K, is named as integral
and differential coefficient separately. g , =K, T/T, ,
K,=K,T,|T.

ORBIT FEEDBACK SIMULATION

The integral-separation PID feedback algorithm is
studied in HLSII storage ring. The storage ring
accelerator model is built by AT (Accelerator Toolbox),
and the code of the integral-separation PID feedback
algorithm is programmed by using MATLABJ[5][6].

Concrete steps are introduced as in following:

(1) Obtain the response matrix by using AT function,

. . -1
and calculate the inverse response matrix R .

Start

v

Set simulation errors

v

Set separation threshold and
PID parameters

n

\ 4

Get orbit, calculate the orbit distortion

Y¢ a=1

PID Control

PD Control

& I
<

A

Change corrector magnet strengths

N

Y

End

Figure 2: The flow chart of the integral-separation PID
orbit feedback algorithm.
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(2) Produce orbit distortion by simulating a variety of
errors.

(3) Set separation threshold value and PID parameters
according to the actual system.

(4) Calculate the closed orbit distortion AU(n) ,
if‘AU(n] > &, Using PD feedback, if‘AU(n] <&,
Using PID feedback.

Repeat 4th step until it reaches the target. Figure 2
shows the flow chart of the integral-separation PID orbit
feedback algorithm.

After repeated simulation, the optimal PID control
parameters and separation threshold value of the
controller module can be determined:

K,=2,K,=04,K,=09,c=0.lmm “4
The effect of orbit feedback by using integral-
separation PID algorithm are recorded and shown in

figure 3 and figure 4.

2.0

—=—PID
—— Integral Separated PID

0.5+ ‘V

CODx(mm)

0.0

&
0.5 3 i

-1.0 T T T T
0 30 60 90 120 150

Samples(n)

Figure 3: The horizontal orbit of PID control and integral-
separation PID at the 16th BPM.

—=—PID
—— Integral Separated PID

CODy(mm)

T T T
60 90 120 150

Samples(n)

Figure 4: The vertical orbit of PID control and integral-
separation PID at the 16th BPM.

Figure 3 and Figure 4 shows the beam orbit stability has
been greatly improved after adding integral-separation
PID feedback when the orbit distortion is large. After
introducing integral action, the proportional coefficient

K> should be adjusted to ensure the stability of the
feedback system.
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CONCLUSION

The simulation results show the beam orbit feedback
based on the integral-separation PID could be smoother
and faster than normal PID control, and the control effect
has been greatly improved. It is noteworthy that the
separation threshold value should be determined
according to the specific circumstances and requirements.
If the separation threshold is too large, the integral-
separation target can not be achieved; if the separation
threshold is too small, it will not enter the integration
area. If only the PD control, it will not to eliminate
steady-state error and improve the beam orbit stability.
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DESIGN OF A DIGITAL CONTROLLER FOR ALPI 80 MHZ
RESONATORS

S. Barabin, Institute of Theoretical and Experimental Physics, Moscow, Russia
G. Bassato, INFN, Laboratori Nazionali di Legnaro, Legnaro (Padova), Italy

Abstract

We discuss the design of a resonator controller based
mainly on digital technology. The signal frequency is 80
MHz but can be easily increased up to 350MHz; the
controller can work in either “Generator Driven” (GDR)
or “Self-Excited Loop” (SEL) modes. The signal
processing unit is a commercial board (Bittware T2-Pci)
with Xilinx Virtex II-Pro FPGA and 4 TigerSharc DSPs.
The front-end board includes a set of A/D channels,
which sample the RF signals coming from the cavity
pickup and from the reference generator. We present
results of some preliminary tests on 80 MHz quarter wave
resonator installed in the ALPI Linac accelerator at INFN-
LNL and discuss possible developments of this project.

INTRODUCTION

Low level RF control is nowadays implemented using
digital techniques [1, 2]. The availability of high-density
FPGAs commercial boards makes possible to implement
in hardware computational functions that, in the past,
would have required an array of high performance DSPs.
The board we chose for our application contains both, but
most of RF processing blocks (i.e. signal conversion and
digital signal processing) are configured inside the FPGA,
while DSPs and their memory are mainly used for data
routing and several diagnostic calculations.

The general concepts and ideal characteristics of a
digital controller are described in [2]. The main features
currently realized in our RF controller can be summarized
as follows:

- Capability of working in both SEL and GDR modes and
switching between them;

- Capability of operating with both superconducting and
room temperature cavities;

- Selection between 1/Q and amplitude/phase control;

- Frequency sweep mode and frequency response plot
generation;

- Provision for cavity frequency resonance control by
means of mechanical tuner;

- Minimal use of analog components — no analog
downconverters, vector modulators and phase shifters.

RF CONTROLLER DESCRIPTION

As shown in fig. 1 and fig. 2, the controller is based on
three boards: the analog front-end for RF signal
acquisition, the Bittware T2-PCI board [3] containing
DSPs and FPGA, and an output board to generate the
signal driving the power amplifier.
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FRONT END BOARD DIGITAL SIGNAL
PROCESSING QUMD
RF_OUT
CAV PICK-UP -' BOARD ‘ DAC +MIXER ———>
FPGA & DSP
FREQ REF ADC
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—
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Figure 1: Resonator controller block diagram.

The analog front-end includes five A/D channels based
on the AD9433 ADC. Two A/D sample RF signals
coming from the cavity pickup and from the frequency
reference generator. Additional ADC channels acquire
information of amplifier’s direct and reflected power and
beam current, in order to extend the controller capability
to accelerators with high current and beam loading
effects. For each channel, an Epcos B39805 bandpass
filter followed by a Mini-Circuits ERA-3 amplifier and an
ADTI-1WT transformer provide the required filtering
and impedance adaptation for the ADC input.

¢ $8 \ (%
Figure 2: The controller boards.

The output signal driving the power amplifier is
generated by a DAC (AD9752) at a frequency of 16MHz;
after proper filtering this signal is then upconverted to 80
MHz by mixing with the 64 MHz local oscillator signal.
Clock signals to 5 ADCs, DAC, mixer and FPGA are
provided by the AD9516 programmable clock distributor,
placed in the ADC board and featuring a channel-to-
channel skew lower than 10ps. The frequency of sampling
clock is 64MHz. The ADC and DAC boards are
connected to the T2-PCI card through dedicated high
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speed I/O channels, supporting parallel data transfer from
all five 12-bit ADC and the 12-bit DAC at 64 MHz rate.

Signal Flow

Figure 3 shows the FPGA block diagram. I/Q demo-
dulation is performed by sampling the input signals from
ADC:s at a frequency of 4/5 of reference signal to get a 90
deg. phase advance between two samples; the sampled 1,
Q components can be rotated by a rotation matrix in order
to compensate the delay introduced by cables.

Digital downconversion and filtering are performed by
cascaded integrator-comb (CIC) filters, to reduce signal
noise. Then, signals are converted to polar form by the
COordinate Rotation DIgital Computer (CORDIC) to

I/Q
:;forom y Demux,
sl Rotation
I/Q
1,Q from
e Sl b L LLENEN D :
cavity ADC ke

Rotation | CORDIC
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allow phase and magnitude comparison with predefined
values. The result of comparison (phase and amplitude
errors) goes through a PID algorithm to generate
correction signals; a further rotation on phase angle can
be optionally added to compensate offsets.

Correction signals, in polar form, undergo a second
CORDIC block to convert back to the complex amplitude.
form. Resulting I and Q signals drive a digital quadrature
modulator [4] that generates, at 16 MHz rate, patterns of
12 bit values representing samples of output signal in the
time domain; these values are then sent to the output
DAC.

Fif
To DAC

Dig. Quadrature
Modulator

Figure 3: Signal flow inside the FPGA.

DESIGN TOOLS

The DSP code was generated by the C compiler
included in Analog Devices VisualDSP++, while the
FPGA project was compiled using Xilinx ISE Design
Suite. Many FPGA functions are part of Xilinx System
Generator module, which is a plug-in extension of
Platform Studio SDK. This toolkit also supports the
compilation of the PowerPC block, available in the
VIRTEX-II Pro chip, we used to configure the clock
generator. Matlab and Simulink (by Mathworks) were
extensively used in conjunction with Xilinx System
Generator module to compile and simulate several FPGA
blocks.

USER INTERFACE

The program named “RF controller” implements the
user interface to set and diagnose the RF field in cavity.
The graphic application is written in C++ with Microsoft
Visual Studio IDE. It uses Bittware’s host interface
library to communicate with Bittware’s digital board
through PCI.

User Interface Main Functions:

- Setting up desired output signal amplitude and phase;
- Switching on/off the amplitude and phase feedback;
- Select feedback type between I/Q and amplitude/phase;

Process tuning and feedback systems

- Tuning of feedback parameters like proportional and
integral coefficients;

- Switching between SEL and GDR modes;

- Detection of the cavity’s resonance frequency during
start up (with SEL or amplitude-frequency plot);

- Tune trade-off between loop delay and noise of signal
measurement, by tuning digital filters.

5
FEme
Reset FPGA v b 160
= 150
750 0
Amplituc imit 700 130
v
[ Stab_ampl 450 a0 Right Scale
[ Slkm 50 b
Gon| = =
A plitude Amplifier
< Caiibr
O steb_oh i
0.0000 -350 50
Kibph 45 P
Kooh 2 0| Festep.He
0 Low Limit, Hz
Reference Am| DII ide Ph e Differ Cavity Frequency
R
e q O (W [n3s7 | [z1a7 ]
1 v [ PlotUpdate [ Fiter [ Mag_inuncorr ~ Cavity Amplitude  Frequency Difference  Ref ency

Figure 4: The “RF Controller” graphic interface.
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Diagnostic Possibilities

A plot window can simultaneously present two graphs
taken from different stages of signal flow. Graphs can be
updated at a fixed rate, or triggered by a defined event
(i.e. to view a step response). In addition, plot can show
cavity’s frequency response. Text windows below the plot
show several parameters such as reference and cavity
field amplitude, frequency and phase difference. These
data are updated at approximately 8 Hz rate. Phase and
frequency difference are sent by Ethernet to cavity tuner.

TEST RESULTS

Feedback Tests

Feedback capability was tested separately for
amplitude and phase. Amplitude and phase PID gains
have been tuned to find the optimal gain to minimize the
transient response time without overshoot.

Currently, phase difference in the feedback mode can
be changed with ~0.09° step, and phase difference
textbox shows the same measurement value with 0.01°
resolution. The signal amplitude in feedback mode can be
changed with 0.1 mV (or ~0.05% from maximum value)
step and measured with approximately the same
resolution.

Frequency Response Tests

“RF Controller” program allows switching of the
output signal frequency to the reference frequency, to the
value of 5/4 of clock frequency and to any other desirable
frequency (with 1 Hz step). Frequency response is
achieved by automatic scan of output signal frequency.

Finding the Cavity Resonance Frequency

One possibility to find the resonance frequency on
switch up is sweeping the output frequency and acquiring
the cavity’s response. It was shown that the reference
frequency in test cavity was ~79.7 MHz, and halfwidth
bandwidth was ~80 kHz.

Another possibility is using SEL mode. Before SEL
mode switch-on difference between cavity and output
frequency was about 300 kHz. After SEL mode
activation, cavity was tuned to its resonance frequency, as
visible on scope and on PC program. We also observed,
after modifying cavity’s resonance frequency by moving
copper rings inside it, the controller was able to track
frequency changes.

Feedback Tests with Cavity

It was shown that frequency locking in SEL mode is
possible. Phase error in the SEL phase feedback mode
was large, about 10 degrees, because of large bandwidth
of the warm cavity. It is expected that the phase error for
superconducting cavity can be much lower. After
switching to the GDR mode (typical working mode), the
phase error is reduced to 1%.

Figure 5a and 5b show the phase error under
environmental disturbance conditions (mechanical
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vibrations) without feedback (5a) and with the cavity
locked (5b) when the cavity works in generator-driven
mode. The amplitude error with feedback is about 1 mV.

Figure 5a: cavity unlocked.

Figure 5b: phase locked.

Digital Filters Addition

Amplitude and phase errors can be reduced by addition
of digital filters. Using filters decreases the phase error
from 1° down to ~0.25° by cost of increasing the loop
delay: the loop delay, in fact, increases from ~5 to 60 ps,
and the step response time grows up to 400 ps. For
superconducting cavities with typical filling times up to 1
second, this loop delay is more than acceptable.

CONCLUSION

The prototype we realized demonstrates the feasibility
of a digital solution fully based on FPGA. Although the
preliminary results are promising, some work still need to
be carried out. New features can be added by software
modifications, such as:

- Feedforward beam loading;

- Power amplifier linearization;

- Any combination of amplitude, phase and I, Q control;

- Dynamic change of digital filter characteristics;

- Additional feedforward modes can be added — open
loop operation at start-up, cavity conditioning/tuning,
adaptive feedforward.

A significant part of hardware changes should be made by
redesigning the analog section of controller, that includes:
field calibration of cavity input, increase of input dynamic
range by addition of variable gain amplifiers, increase of
ADC resolution from 12 to 16 bit, increase of DAC
resolution to 16 bit, other than its output level. Another
possible change concerns with the digital board: a more
modular design (i.e, changing the interface to the host
computer from PCI to Ethernet) would reduce the cost,
increase the flexibility and improve the performance.
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FAST ORBIT CORRECTION FOR THE ESRF STORAGE RING

Jean Marc Koch, Francis Epaud, Eric Plouviez, Kees Scheidt, ESRF, Grenoble, France

Abstract

Up to now, at the ESRF, the correction of the orbit
position has been performed with two independent
systems: one dealing with the slow movements and one
correcting the motion in a range of up to 200Hz but with a
limited number of fast BPMs and steerers. The latter will
be removed and one unique system will cover the
frequency range from DC to 200Hz using all 224 BPMs
and the 96 steerers. Indeed, thanks to the procurement of
the Liberas Brilliance and the installation of new AC
power supplies, it is now possible to access all the Beam
positions at a frequency of 10 kHz and to drive a small
current in the steerers in a 200Hz bandwidth. The first
tests of the correction of the beam position have been
performed and will be presented. The data processing will
be presented as well with a particular emphasis on the
development inside the FPGA.

INTRODUCTION

The ESRF storage ring is a high brilliance source with
low emittance values (&g =4.10° m.rad and sz=4.10’12
m.rad) generating Xray from insertion devices installed
on 5 m long straight sections. With 3,=36m and f,=2.5m
in the center of the high beta straight sections, the rms
beam sizes at the BPMs located on both ends of the
straight sections are o,= 380um and o,= 14pum. The
parasitic motion of the beam due to slow drifts or high
frequency vibrations of the quadrupole support girders
must be kept at low enough values to avoid spoiling this
emittance figure. Two kinds of motions can be observed:
very slow drifts and vibrations at 7Hz, 30 Hz and 60 Hz.
The amplitude of these vibrations at the ends of the
straight sections is 10 um rms horizontally and 3um rms
vertically. The components of the correction scheme are
shown in figure 1, all BPMs and steerers in place are used
by the system.

System Layout

The design of our new system is based on the
availability of the Libera Brilliance electronics and an
associated “Communication Controller” developed at
DLS [1] and using the Libera Rocket I/O ports. This
allows the measurement and broadcast of the beam
position at 224 locations with a very good resolution at a
rate of 10 kHz. We are using the 96 corrector magnets
embedded in the sextupole cores to steer the beam, and
since the power supplies feeding these magnets are
installed in four locations, this particular constraint sets
the architecture and topology of this system. Therefore,
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the correction computation is placed close to the power
supplies and spread over 8 processors, 2 per location.

48 Power Supplies Crates,

24X &7

HXxX&zZ

224 Libera BPMs positions corrections | M
= e | gir el
/ 7 g
Ll
o
| ) — = 4:
—

8 FPGA PMCs
correctors,

each driving
up to 7 crates
ie. 14 steerers

96 steerers

Figure 1: Fast Orbit Feedback components.

Upgrade of the Correctors Power Supplies

The present slow correctors are implemented by 3 pairs
of auxiliary coils placed on the yoke of the sextupoles.
Using the proper combination of currents in these 3 coil
pairs we can produce any combination of vertical and
horizontal kicks. The bandwidth of these correctors is
affected by the eddy currents in the sextupole core and at
the surface of the vacuum chamber since the vacuum
chamber all over the storage ring is made of 2mm
stainless steel. The inductance of these correctors is also
quite large: 0.6H, however, it is possible to achieve, given
the small amplitude of the high frequency currents needed
for the fast correction, a small signal bandwidth of 500Hz
thanks to a proper design of the power supplies. These
power supplies are controlled through the Ethernet control
system network and an additional trim setting can be
added at a rate of 10KHz on 10% of the full dynamic
range. This is done through a RS485 port used to input the
data in a deterministic way and with a delay limited to
20us. Among the features of the power supplies, a
diagnostic on each of the 288 channels is available to
check the proper functioning of the serial links.

Processing

For the processing, we selected a PMC module with
fiber-optic transceivers and a Xilinx Virtex-5 FPGA. The
code embedded in this FPGA has several functions:

1) Collect the data from the BPMs at 10 kHz with the
Communication Controller

2) Obtain the parameters from the PCI
3) Process the corrections
4) Send the set-points to the power supplies

5) Send the set-points for data recording with the
Communication Controller
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The choice of performing the corrections inside the
FPGA was driven by the fact that no real-time operating
system was supported at the ESRF when we launched this
development. One clear advantage of this solution is the
efficiency of the FPGA: an interesting feature is the
capacity to do parallel computing and also the fact that
the time lost transferring the data is very limited since all
the functions are performed inside the same component.
One particularity of this development is the use of System
Generator from Xilinx / The MathWorks to design the
part dedicated to the corrections and sequencing of the
system. The design can be checked with Matlab /
Simulink before the VHDL code generation.

PIAnd_Natoh

Figure 2: Corrector behaviour test with Simulink.

In order to check the behavior of the data processing at
design stage, real data are introduced at the initialization
of the simulation and processed with the components
from Xilinx and then, output data can be transferred for
analysis under Matlab. In the simulation of Fig.2, the
power supplies, magnets and vacuum chambers are
modeled as a simple delay of 700us between the
correction output and the reading of the beam position.
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Figure 3: Theoretical results expected from the correctors.

Orbit Correction Algorithm

We derive the orbit correction from the BPM data using
a correction matrix obtained from the inversion of the
response matrix of the BPMs to each corrector. These
response matrixes are inverted using the SVD method. We
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use 96 eigen vectors for the inversion of the response
matrix. Before starting the 10 KHz correction loop, we
will measure the average orbit and set the corrector
currents in order to suppress the error measured on this
average orbit; these DC values will be applied using the
Ethernet input of the power supplies. We will then start
the fast correction loop which will add an additional trim
current to the DC current set initially. During the first
tests of this fast loop, we used a PI algorithm with an
additional 50 Hz notch filter aimed to improve the
damping of the perturbation at the AC main supply
frequency for the 10 KHz iteration of the values of the
trim correction currents. Over long periods of operation,
the average value of the trim currents may eventually drift
up to significant values. In this case, this average current
will be added to the setting of the Ethernet input of the
power supply, and the average value of the fast trim
currents will drop to zero. In this way, if the fast loop is
stopped, setting the values of the trim currents to zero will
only result in a very small orbit jump and we keep the
whole dynamic range for the fast correction.

Diagnostic

In addition to the 8 feedback processor/power supply
controller modules, one FPGA PMC board has been
added; this board is fully dedicated to diagnostics, and is
able to log up to 10s of position and correction data; this
board is a duplication of the so called “sniffer” developed
for the SOLEIL and DLS orbit control systems[2]. It is
also used to detect errors in the data collection by
counting the “BPM data not received”.

TESTS
Orbit Correction Test Set Up

All the correctors are now equipped with their new
power supplies and connected to the 8 FPGA processors
themselves connected to the 224 BPMs.

Tests Results

The commissioning of the whole system started in
September 2011 and the results are as expected (Fig. 5)
apart from the correction of the SOHz which is missing
and will be performed with an additional notch filter
which has already been tested with a reduced setup [3].

Horizontal Fast Orbit
Correction ON

Orbit correction (slow & fast) OFF

i B3 3 7 B s 7
sr/d-bpmlibera/asniffer1/C1_1_X(¥1)

3
5

Vertical Fast Orbit
Correction ON

sr/d-bpmlibera/asniffer1/C1_1_Z(Y1)

Figure 4: BPM signals with orbit correction OFF and ON.
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Figure 5: Beam motion averaged over 224 BPMs.

The correction bandwidth was set at 150Hz, and no
weighting was applied on the damping time of the upper
order eigen vectors of the SVD decomposition. We
recorded the positions with the sniffer module. After the
suppression of the remaining disturbance at 50 Hz, both
horizontal and vertical motion will be reduced to less than
Ium RMS in a 200Hz bandwidth.

The plots of figure 5 show the reduction of the
horizontal and vertical BPM signals. It is calculated from
an average of the 224 positions.

We have also tested that starting from an orbit already
set by a slow orbit correction, turning on or stopping the
fast loop was not causing any significant orbit jumps.

Another test has been performed to assess the capability
of the correction to drastically reduce the effect of the gap
motion on the beam position. In fig. 6 we can see at first a
record with no correction, the second part shows the
result with a feed-forward control, the efficiency of which
depends on the beam parameters, and lastly with the Fast
Orbit Feedback “ON”, the beam stays at its position
within 1pm during the phase changes.

With new FOFB scheme
A
0 , \
No correction ID corr ON ID corr OFF [

—— e

e

—————— BEAM POSITION FROM LIBERA SA
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Figure 6: Correction of a beam displacement induced by
an insertion device motion (Courtesy of J.Chavanne).
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Other Measurements

The resolution of the 10 KHz FA data is 600nm in the
range of currents that we store in operation. Such a
resolution allows the measurement of SR parameters such
as the measurement of the matrix of the response of the
BPMs to the corrector current, or the analysis of the SR
optics coupling with a very low excitation of the beam
and a short acquisition time; applying excitation signals
modulated by a sine signal at a well chosen frequency and
a narrow bandwidth analysis of the beam response at this
frequency, using the method tested at DLS [4], we
checked that with a measurement time of 1s, a resolution
of 6nm was achieved. We have used the sniffer to record
the response of the BPMs to a 40 Hz modulated kick from
a horizontal corrector over 1 second. The horizontal
response amplitude is Spum and the vertical response
which is due to the coupling of the horizontal and vertical
optics is very clean, though its amplitude is only 150nm.

CONCLUSION

We have tested the performance of this system and the
damping of the orbit distortion that we achieved fulfils
our expectation. There are some outstanding
improvements to be made to the design of the correctors
as well as to the control with the device servers. Then the
next step will be to put this system in operation with a
high level of reliability; this part requires special attention
to the sequencing and diagnostic of the system.
Concerning the development and commissioning, we are
on schedule and we expect to put it into operation in
spring 2012 at the end of the long shutdown planned for
the construction work.
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BEAM SYNCHRONOUS DATA ACQUISITION FOR SWISSFEL TEST
INJECTOR

B. Kalantari, T. Korhonen, Paul Scherrer Institute, Villigen, Switzerland

Abstract

A 250 MeV injector facility at PSI has been constructed
to study the scientific and technological challenges of the
SwissFEL [1] project. Since in such pulsed machines in
principle every beam can have different characteristics,
due to varying machine parameters and/or conditions, it is
very crucial to be able to acquire and distinguish control
system data from one pulse to the next. In this paper we
describe the technique we have developed to perform
beam synchronous data acquisition at 100 Hz rate. This
has been particularly challenging since it had to provide
us with a reliable and real-time data acquisition method in
a non real-time control system. We describe how this can
be achieved by employing a powerful and flexible timing
system with well defined interfaces to the control system.

INTRODUCTION

The 250-MeV Linear accelerator [2] at PSI has been
constructed as a test bed facility to help design,
development of concepts and proof of principles toward
realization of the SwissFEL project. This injector test
facility will be also used as the injector of the SwissFEL.

In general in operation of pulsed machines, e.g. FELs,
it is very crucial to be able to study and diagnose the
machine behaviour on pulse-to-pulse bases. Therefore it is
required that, the data generated by the machine
components is measured and collected at each pulse.
Furthermore it is also required that the collected data at
each pulse is clearly distinguished from those of another
pulse. The reliable, pulse-to-pulse data acquisition
requires a tight cooperation and well defined interface of
timing system with the control and measurement systems.
Considering the repetition rate of such machines, which is
normally high (from several tens to few hundred Hz), the
data acquisition and collection, will not be anymore a
trivial task to do. Our injector currently produces beam at
10 Hz repetition rate. However, since there are several
subsystems, e.g. Laser systems, which require 100 Hz
operation at the same time we have to be able to cope
with data acquisition at 100 Hz.

The pulse-to-pulse data acquisition across several
locally separated control/measurement nodes is also
known as Beam-Synchronous Data Acquisition to which
we refer by BS-DAQ in the rest of the paper. In the
following we first describe our BS-DAQ concept and then
briefly describe the timing system features and control
system interface which helped us to implement this
concept.
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BS-DAQ CONCEPT

The problem of BS-DAQ is in fact that of real-time
data acquisition. Hence the first and the most important
issue to address is, to acquire and collect data in a
specified time interval. The time interval is specified by
the machine repetition rate, said the other way, time
interval between two consecutive machine pulses. So it is
crucial that a measurement device participating in BS-
DAQ demonstrates a deterministic behaviour. Hence, in
our mechanism we assume that the measurement device
has this important property. Closely related to this, is the
issue of presentation of the measurement in the control
system. In this regard we also assume that the measured
data is transformed to a control system object well within
the deadline determined by the repetition rate.

Local Buffering Concept

The heart of the BS-DAQ concept is the local buffering
of the generated data at the Input/Output Controller (IOC)
node. A similar concept has been also employed in LCLS
[3]. The major reason for this approach is that in our
control system the communication between IOC’s is via
an Ethernet-based protocol (EPICS Channel Access)
which provides no guarantees in determinism of the data
transmission delay (no upper bound on the delay).
However since the IOC’s demonstrate a real-time
behaviour at the local level, we collect the acquired data
locally at the beam or machine rate and then after
finishing the acquisition the data collected in the buffers
can be transferred via the communication network to the
remote client application for offline analysis i.e.
correlation studies.

Role of the Timing System

To make the local buffering work, we still need to
provide a minimal but reliable, real-time communication
across all locally separated IOC’s which participate in a
BS-DAQ run. This is because the measured data
belonging to the same pulse has to be synchronously
buffered at each IOC and it has to be possible to
distinguish each buffered element by a pulse ID (pulse
identification number). We use global event system of
Micro Research Finland (MRF) [4] for our timing system.
In the event system, an event generator in the central
master timing IOC generates timing information and
transmits them to all event receivers around the facility
via optical links. The pulse ID or pulse marker is a
unique, monotonically increasing number which is
assigned to each machine pulse. It is generated in the
central, master timing IOC and distributed via the timing
system to all IOC’s connected to the timing system (via

Process tuning and feedback systems



Proceedings of ICALEPCS2011, Grenoble, France

optical links). The pulse ID is received at each IOC via
the event receiver and is transformed to a control system
object where it can be used as an index of the acquired
data at each pulse.

Role of the Control System

The control system at each IOC provides the means for
control logic of the buffering mechanism. In our case all
the logic, mechanisms and required software objects has
been provided by the control system (EPICS) such that
no special object type or low level driver had to be
developed. The timing critical command/status data as
mentioned is provided by the timing systems but finally
presented as control system objects.

IMPLEMENTATION

In the implementation of the BS-DAQ mechanism, we
have chosen right from the beginning to develop a generic
control system software package so that the installation
and usage for the control system engineers is a plug and
play task which does not require any internal knowledge
of the mechanism. In this regard we should emphasize
that the EPICS toolkit had almost all the features that we
required for implementation of the BS-DAQ.

Overview

The master timing IOC which houses the event
generator is the central coordinator and synchronizer of
the BS-DAQ. An EPICS program which is driven by the
event systems interrupts determines, according to user
specified parameters, at what pulses each IOC has to
collect an EPICS channel. Then at each appropriate pulse,
a command is sent synchronously to all IOC’s via the
timing system. When the receivers in each I0C receive
the BS-DAQ commands, they find out if they have to
copy value of the specified EPICS channel into the
specified local buffer. The local buffers are realized by
using a standard EPICS record type called “compress”.
Along with each data buffer there is also a pulse ID buffer
to serve as the data index. A BS-DAQ run is initiated on-
demand by the user for specified number of pulses.
Typically the buffer length is selected such that at least 20
seconds interval can be covered. For example at 100 Hz
repetition rate a buffer with 2000 element should be
sufficient.

Control and Tweaking Knobs

A user (machine expert usually) who runs the BS-DAQ
has some knobs to control. These are as the following:

e Number of acquisitions: this determines the
total number of samples which will be
collected in the local buffers at each IOC.

e Spacing: this parameter specifies the spacing
between beam pulses which are sampled. For
example zero spacing causes the data
collection at each generated beam. A spacing
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of one, means samples at every second beam
pulse will be collected.

e Defer cycles: this specifies how long to wait
after each beam before buffering of each
sample.

e  Start/stop/abort/resume: these are the major
control knobs to start, stop, resume or abort a
BS-DAQ run.

Multi-user Operation

The BS-DAQ application is implemented such that it
allows several users to simultaneously run their own
independent BS-DAQ instance. Each user leases an
acquisition slot and takes control over that until the
acquisition is finished where the slot becomes free again
(by the user). Currently six slots are supported and it can
easily be expanded to more slots if required. In terms of
logic, control and timing resources there is practically no
limitation on increasing the number of acquisition slots.
On the other hand number of machine experts that would
use the application at the same time will not be a big
number.

Dynamic Configuration

Most of the configuration parameters of the BS-DAQ
can be specified at runtime. In particular the user can
decide what data (EPICS channel) goes to what available
buffer on an IOC. This makes the application very
flexible since it is not necessary to specify measured data
and the buffer which is going to be used in BS-DAQ at
I0C initialization time, hence there is no need to restart
the system. Furthermore, it allows better utilization of the
IOC resources such as memory. It also leads to smaller
and easier maintenance of the software package. Dynamic
configuration, on the other hand, makes setting up an
acquisition slot a rather complex task which involves
several steps such as finding a free slot, slot leasing,
finding free buffer, buffer assignments, etc. Currently the
high level user application that retrieves and analyzes the
collected data does this setup task. The high level
software that our machine experts use for this purpose is
Matlab.

First-Level Verifications

To provide a simple, first level cross-check in order to
see if the BS-DAQ has done a successful run, we
provided two verification methods. The first is to check if
the data (EPICS channel) to be taken is not in the alarm
state. The second is a check to see if there is any
irregularities in the collected pulse ID’s along with each
collected data.

Support for Waveforms

The BS-DAQ is also able to collect the vector data (that
has more than one element) at each sample in the same
way as it does for scalar data. This was needed to collect
the camera images or phase and amplitude waveforms in
the LLRF systems. The BS-DAQ mechanism handles
vectors data exactly in the same way as scalars. This was
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DESIGN AND TEST OF A GIRDER CONTROL SYSTEM AT NSRRC

H.S. Wang, Y.L. Tsai, S.Y. Perng, M.L. Chen, K.H. Hsu, W.Y. Lai, T.C. Tseng, J.R. Chen
National Synchrotron Radiation Research Center, No. 101, Hsin-Ann Road, Hsinchu, 30076,
Taiwan, R.O.C.

Abstract

A girder control system is proposed to quickly and
precisely adjust the displacement and rotating angle of all
girders in the storage ring with little manpower at the
Taiwan Photon Source (TPS) project at National
Synchrotron Research Center (NSRRC). In this control
girder system, six motorized cam movers supporting a
girder are driven on three pedestals to perform six-axis
adjustments of a girder [1][2]. A tiltmeter monitors the
pitch and roll of each girder; several touch sensors
measure the relative displacement between consecutive
girders. Moreover, a laser position sensitive detector (PSD)
system [3] measuring the relative displacement between
straight-section girders is included in this girder control
system. Operator can use subroutines developed by
MATLAB [4] to control every local girder control system
via intranet. This paper presents details of design and tests
of the girder control system.

INTRODUCTION

TPS girder control system consists of twenty four
girder control systems and a girder-position computer. A
girder-position computer grabs each girder’s observation
values indicating six degree of freedom, three degrees of
freedom come from touch sensors; two degrees of
freedom are from a tiltmeter and one degree of freedom
from a PSD system. The system calculates all girder best
positions by minimizing global girder position errors and
the algorithm [5] is developing. Each girder control
system receives six motorized cam mover angles
determined by a girder adjustment algorithm from the
girder-position computer via intranet. A girder control
system driver drives a girder with six motors to adjust
quickly and precisely the displacement and rotating angle
of the girder. An adjustment cycle is finish. Locking
systems are applied to fix all girders after the global
girder position error achieves a good required precision
for the whole storage ring. One twenty-fourth of the
whole ring is shown as figure 1.

Figure 1: One twenty-fourth of the whole ring consists of
three girders.
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A GIRDER CONTROL SYSTEM

In order to achieve one micrometer-level displacement
[6] and one microradian-level revolution of the rotation of
a girder, a girder control system includes touch sensors
provides resolution of thirty nanometers and two
micrometer of accuracy, a tiltmeter provides resolution of
one microradian and a PSD system has resolution of two
micrometers at thirteen meters propagating distance every
four hours. A girder control system synchronously
controls three girders and each girder with six motors is
driven co-ordinately to keep each girder’s movement at
minimum rotating variations.

The whole controller systems are adopted PXI platform
and Microsoft Windows 7. PXI architecture is PC-based
platform for control and measurement. The advantage of
PXI is easy to design control system without other extra
learning. The disadvantage is that the control system is
unstable without good programming techniques and
schemes. A girder control system is shown in figure 2.
Eighteen motor drivers are arranged in the upper cabinet,
PXI controller in the middle and custom electronic
circuits for motors and encoders system in the bottom of
the cabinet.

Figure 2: A girder control system.
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A Cam Mover Control System

In order to provide good support of magnets and align
the girder precisely and quickly, each girder is
constructed with six cam movers on three pedestals to
realize six-axis adjustments with automation. In addition
to eighteen automatic motor baker control channels, each
cam mover control system possesses eighteen stepper
motor control channels and twelve critical signal stops.
Those stops’ quantity is adjusted channels depended by
practical requirements. The control system provides
driving eighteen motor synchronously with three girders
coordinate movements.

In order to achieve the requirements, NI PXI-7813R [7]
with Xilinx Virtex-2 is chosen as a customized motion
card of the cam mover control system for the girder
control system. The algorithm of a motion card is
programmed by VHDL in addition to NI CLIP method.
Applied to NI library, the girder controller handles the
rotating angle of each motor in Microsoft Window 7
environment.

To reduce the entire installation time and human errors,
customized circuits are designed for wiring installation.
The customized circuits includes eighteen motor control
channels, eighteen automatic motor baker control
channels and thi

Figure 3: Eighteen motor control circuits for a cam mover
system.

A Rotational Encoder and Touch Sensor
Reading System

Rotational encoders and touch sensors provide absolute
position with resolutions of 25-bit counts per rotation and
32-bis counts in twelve mm respectively. Sensors adopt
Endat 2.2 protocol provided by Heidenhein as an interface
to transit position data to sequential equipments.

In order to provide PXI encoder cards with higher
channel quantity of Endat 2.2 protocol, NI PXI-7811R
with Xilinx Virtex-2 is chosen as a customized encoder
card. PXI-7811R does not possess differential circuits to
be compatible to rotational encoders and touch sensors
with Endat 2.2. The extra circuit is designed to be
compatible to Endat 2.2 specs. A PXI-7811R grabs 18
rotational encoders and 18 touch sensors synchronously
and the update rate achieves 10 kHz. It is similar to
motion card of the cam mover system. The extra circuit
board (figure 4) reduces installation time and human
erTors.

- — = -

Figure 4: Eighteen differential circuits for encoders and
touch sensors.
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A Tiltmeter System

To measure the pitch and roll direction of a girder with
one microradian resolution, Nivel 220 [8] is chosen as a
tiltmeter. One twenty-fourth of the whole ring consists of
three tiltmeters and those sensors connect together by RS-
485 protocol. Before the installation or after any slight
impact, a tiltmeter has to be calibrated.

A PSD System

The laser positioning system, a part of a girder auto-
alignment scheme, will be installed on the girders located
at both sides of each straight section of the storage ring.
The system (figure 5) is composed of a laser and four sets
of a position sensing device (PSD). The laser propagates
thirteen meters along the girder and plays the role of a
reference line of girders of the straight section. Based on
the laser linear characteristics, the other girder can be
adjusted and aligned by a cam mover according to PSD
data. To achieve superior precision, the whole laser
positioning system should be constructed stably. The
precision of the laser positioning system can achieve two
micrometer at thirteen meters propagating distance every
four hours.

Each PSD provides a PCI DAQ card to detect laser
position and power.

(a)

Girder1 Isolation tube Girder2
o HE HER >l
Laser Beam Splitter Beam Splitter
&PSD1 &PSD2 &PSD3

Beam Splitter PSD4

(b)

Laser PSD& Beam splitter
Figure 5: (a) Architecture of the laser positioning system.
(b) Main portions of the laser positioning system.

Isolation Tube

A Locking System

After the global girder position error achieves to
required precision for the whole storage ring, locking
systems (figure 6) are applied to fix all girders. Three
couples of locking systems installed on three pedestals
between a girder and pedestals improve the resonance
frequency. A locking system includes a wedge mechanism
and electronic circuits. A couple of wedge mechanisms
driven by DC motors push the wedges to reduce gaps
between wedges and the girder to cause a clamping effort.

In order to control the wedge mechanism, a locking
electronic circuit is designed to drive a couple of the
wedge mechanisms synchronously. A DC motor is driven
by PWM method and the motor rotating angle is
monitored by the encoder installed at the end of the motor.
The locking electronic circuit provides eighteen driven
channels. Two channels can be controlled at once, and
switching techniques help us to actuate eighteen DC
motors. The motion card with PXI interface is
programmed by VHDL with FPAG chip and also provides
critical signal stops.
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The locking system can provide 2000 kg of the
maximum force at the condition that motor runs at 24V
and 2A.

Figure 6: A wedge mechanism and electronic circuits.

Network and System Architectures

TPS girder control system consists of 24 girder control
systems and a girder-position computer. To avoid virus
risks, all control systems are in the individual network
except a girder-position computer connecting internet for
transiting sensors massage to Archive system.

Each girder control system receives six motorized cam
mover rotating angles from the girder-position computer
in the individual network. To increase the facility of
control hardware, the basic subroutines developed by
Matlab communicates to girder control systems. Users
just study the algorithm for the adjustment without
understanding hardware.

The girder control system provides the control of cam
movers and the reading of encoders, touch sensors and
tiltmeters. To increase system stability, all functions are
developed to a small program with TCP/IP. Users read
the sensors’ data or control actuators via the individual
network. The network and system architecture is shown
as figure 7.

QOutside System

\
—

A girder- position
computer

[ [

PXI Controller Quadrant Detector System

Quantity

Desciption Name Quantity
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RS232Port | 1 Read data from of a quadrant
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Encoder | 4 Read Endata 2.2
Card signals of rotary

and linear encoders

Total quantity of local
side computers is 24

Digital 2 For limit switches
1/0 Card

Motion 1

Control Stepping

Card Motor

Figure 7: Network and system architectures.

TEST RESULTS

After stability tests, a girder system runs normally for
more six months. Many Experiments are processing by
girder control systems and the statuses of the systems are
stable. The graphical user interface is shown as figure 8.
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The locking system is applied to lock girders and the
test results are presented as table 1. The deviation of a
locked girder is less than 10 micrometers in the transverse.
It is not controllable in other two directions and the
deviation is larger than the transverse. The vertical and
longitudinal movements of the girder are due to the
locking force.

Figure 8: The graphical user interface of a girder control
system.

Table 1: The Deviation of a Locked Girder

Deviation Transverse  Vertical Longitudinal

First -3 um Spm 6pm

Second -9um 20um -17um
CONCLUSION

A six-axis adjustments of a girder are developed
automatically to adjust the displacement and rotating
angle of all girders in the storage ring quickly and
precisely with little manpower. The test results show that
a girder control system adjusts girders quickly, precisely
and stably. However, EPICS system will be adopted in
Taiwan Photon Source. Therefore, our next step is to
change the current system with EPICS.
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BEAM SPILL STRUCTURE FEEDBACK TEST IN HIRFL-CSR*

R.S. Mao#, P. Li, L.Z. Ma, J.X. Wu, Y.J. Yuan, J.W. Xia, J.C. Yang,
T.C. Zhao, Z.Z. Zhou, IMP, Lanzhou, China

Abstract

The slow extraction beam from HIRFL-CSR is used in
nuclear physics experiments and heavy ion therapy. 50Hz
ripple and harmonics are observed in beam spill. To
improve the spill structure, the first set of control system
consisting of fast Q-magnet and feedback device based
FPGA is developed and installed in 2010, and spill
structure feedback test also has been started. The
commissioning results with spill feedback system are
presented in this paper.

INTRODUCTION

HIRFL-CSR [1] is the post-acceleration system of
Heavy lon Research Facility in Lanzhou (HIRFL), which
consists of double cooling storage ring system(CSR) and
a radioactive beam line (RIBLL2). The beam is
accumulated, cooled and accelerated in the main ring
(CSRm), and will be extracted [2] in fast extraction mode
to experiment ring (CSRe) for internal-target experiments,
or extracted in slow extraction (RF-knockout) mode for
external-target experiments and cancer therapy.

To prevent the pileup events in particle detectors [3],
and to improve the lateral dose distribution in the
irradiation for heavy ion therapy [4], the ripple noises of
beam spill should be suppressed. We developed a test set
of the spill feedback system, which consists of two
quadrupole magnets, commercial FPGA card and
waveform generator.
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X \ N controller
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SPILL CONTROL

In CSRm, the RF-knockout method is employed for
slow extraction. Normally, the horizontal tune in CSRm is
set to 3.662 by using normal quadruple pairs during slow
extraction, and additional sextupole magnets are used to
excite the third-order horizontal resonance. The centre
frequency of RF-KO is about 1.666 times of the beam
revolution frequency, and the span is 0.5%.

To improve the beam time structure, one commonly
used method is RF-KO with amplitude modulation (AM)
and frequency modulation (FM) [4-7], and the spill ripple
can be suppressed by using fast Q magnets[8-11]. The FQ
control signal should be the reverse phase of ripple noise
[9], Figure 1 shows the example of FQ control signal.
Figure 2 shows the block diagram of the spill feedback
system in CSRm.

reducing ripple

- e ——

FO) control signal

Figure 1: Spill control by FQ. [9]
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Figure 2: Block diagram of the spill feedback system.
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The test set of spill control system in CSRm is based on
the two methods mentioned above, system consisting of
two fast Q-magnets, feedback device based FPGA and
waveform generator. The beam current is measured by
ionization chamber, and the output signal from Q/f
convertor is TTL pulse[12], for example one pulse for 814
particles (200MeV/p '2C®"). The fast Q magnet power
supply controller is (NI 7830R)[13], the parameters is
shown in table 1, IMS/s is enough for suppress the ripple
lower than 500Hz. Figure 3 shows the block diagram of
spill feedback processing, the maximum loop rate is
IMHz.

Table 1: Specification of NI 7830R

AOQ resolution 16 bits
AO update rate IMS/s
max clock rate 40MHz

FPGA type Vitex-2 Virtex-1I IM
Spill+——

Pt | [reea] I L. FQ
Gate DoT magnet

JEeedback Device
heam ~ varighle | |FQ contral FQ
intensity et gain magnet
FPGA
Qf ionization
convertor chatrher beam

Figure 3: The spill feedback processing.

The best amplitude modulation curve [7] for RF-KO
should like Fig. 4 curve(a), but the waveform generator
TEK3252 [14] we have does not support real-time change
of output amplitude, so we use curve(b) instead of
curve(a), use software to change the output amplitude
through GPIB port, refresh rate is about 35Hz.

Figure 4: The AM curve for RF-KO, (a) best curve,
(b) three lines.
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There are two fast Q magnets symmetrically installed in
CSRm, so the lattice will not change by using FQ(Fig. 5).
The horizontal and vertical tune value will be change at
same time because of FQ, but the change of the vertical
tune value is acceptable. Table 2 shows the fast Q
magnets specifications.

Figure 5: FQ and power supply.

Table 2: Fast Quadrupole Magnets Specifications

Core Material 0.5mm thick lamination steel

Bore Radius 85 mm
Magnet Length 0.30 m
Coil Turn Number 3
Field Gradient 0.2T/m@370A
Inductance 0.3mH
Resistance 4mQ
BEAM COMMISSIONING

The commission result is shown in Figure 5. The beam
in CSRm is 200MeV/u '2C®". Normally, horizontal tune
value in CSRm is set to 3.662, and RF-KO set constant
RF power, Fig. 6(a) shows the beam spill. If we change
the RF amplitude during extraction, beam spill and FFT
result is shown in Fig.6 (b).

Because the FQ magnet power supply is still under
construction, we install one BUMP magnet power supply
for temporary use. This power supply is single polarity,
fall time (200A-0A) is 50us, and rise time (0A-200A) is
200us. Before the feedback system is turn on, horizontal
tune value is set to 3.660-3.661, and we find that the
beam cannot be extracted without feedback system turn
on under this condition. Turn on the feedback system, and
carefully change the parameters set in FPGA program,
finally the beam spill become flat, the best result is shown
in Fig. 6(c), ripple of 50Hz and its harmonic lower than
several hundreds hertz is reduced.
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Figure 6: Beam spill structure and FFT results.
(a) feedback off and RF-KO with constant RF power, (b)
feedback off and RF-KO with amplitude changing, (c)
feedback on and RF-KO with amplitude changing.
Sample rate is 1KS/s. (200MeV/p 2C*H.

CONCLUSION AND NEXT STEPS OF
DEVELOPMENT

e We finished developing the test set of spill feedback
system, which consists of two fast Q-magnets, one
feedback device based on FPGA, and one RF exciter
based on waveform generator, and carried out the
experiments in CSRm. The feedback system
improved the spill structure, ripple of 50Hz and its
harmonic is reduced.
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e [t’s difficult to commission by using the single
polarity power supply, so the bipolar power supply is
really needed.

e The core material of fast Q magnets is 0.5mm thick
lamination steel, now we begin to construct new one
with 0.2mm lamination steel.
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ARCHITECTURE AND CONTROL OF THE FAST ORBIT CORRECTION
FOR THE ESRF STORAGE RING

F. Epaud, Jean-Marc Koch, Eric Plouviez, ESRF , Grenoble, France

Abstract

Two years ago, the electronics of all the 224 Beam
Position Monitors (BPM) of the ESRF Storage Ring were
replaced by the commercial Libera Brilliance units to
drastically improve the speed and position resolution of
the orbit measurement. Also, at the start of this year, all
the 96 power supplies that drive the orbit steerers have
been replaced by new units that now cover a full DC-AC
range up to 200Hz [1, 2].

We are now working on the replacement of the
previous Fast Orbit Correction Feedback system. This
new architecture will also use the 224 Libera Brilliance
units and in particular the 10 KHz optical links handled
by the Diamond Communication Controller (DCC) which
has now been integrated within the Libera FPGA as a
standard option. The 224 Liberas are connected together
with the optical links to form a redundant network where
the data are broadcast and are received by all nodes
within 45 pS. The 4 corrections stations are based on
FPGA cards (2 per station) also connected to the FOFB
network as additional nodes and using the same DCC
firmware on one side and are connected to the steerers
power supplies using RS485 electronics standard on the
other side. Finally two extra nodes have been added to
collect data for diagnostics and to give BPMs positions to
the beamlines at high rate. This paper presents the
network architecture and the control software to operate
this new equipment.

MOTIVATION

The present Fast Orbit Correction installed in 2004 and
using only 32 BPMs, 32 correctors in the horizontal plane
and 16 correctors in the vertical plane, is rapidly aging
and is less and less reliable. Also its’ Electronics based on
VME-DSP71 cards using C40-DSP and developed at the
ESRF, PXI-Sundance C67-DSP cards and Windows
2000 operating systems is now obsolete. Also, we have
to rely on very few spares to operate this equipment. It is
working at 4.4 KHz sample frequency and corrects the
beam positions in a bandwidth from 0.05Hz to 150Hz.

Also since 2 years the 224 Liberas Brilliance devices
[3] connected to the 224 BPM heads and also the 48 BILT
power supplies connected to the 96 steerers are in
operation to perform the slow orbit correction every 30
seconds. The correction loop is performed by software
using TANGO control system and several device servers
reading positions data from the Liberas, calculating the
corrections and writing them to the steerer power
supplies over Ethernet and using standard TCP/IP
protocol.

These two systems have recently being coupled [4].

Process tuning and feedback systems

Since the beginning of the slow orbit correction
refurbishment we have also kept in mind the Fast Orbit
Feedback upgrade and decided to use the continuous 10
KHz positions data stream delivered by the Liberas over
the four 1Gbits/sec optical Links. We have also designed
the BILT steerers power supplies in order to be able to
apply fast correction over a RS485 serial line in addition
to the slow correction coming from the Ethernet.

NETWORK ARCHITECTURE
Liberas Ring

When we bought our 224 Liberas, Instruments
Technologies, the Libera manufacturer, proposed to use
their standard “Gbits Ethernet protocol”, but for several
reasons we do prefer to use the Communication
Controller protocol (DCC) developed by Diamond Light
Source and already in use at Diamond and Soleil.
Therefore for warranties, support and to not have to
modify the Libera’s embedded FPGA program, we asked
to Instruments Technologies to integrate this protocol as
an option of the Libera.

This add-on allowed us to connect our 224 Liberas (32

cells * 7 BPMs) all together using our standard Ethernet
infrastructure. At the ESRF, the 32 cells are wired with a
12 pairs optical fibbers going to a central point behind the
control room. Only one or two pairs are used for the
Ethernet network and the rest is available for other
purpose. Therefore we used 4 pairs to build our Liberas
Fast network (4 pairs are necessary for redundancy).
The 7 Liberas of each cell are connected together with
copper cables to form a primary ring then two of these
Liberas are connected to the cell N-1 and cell N+1 via the
optical fibber. Also two other Liberas are connected to
cell N-8 and cell N+8 to make redundancy.

We had also to develop a synchronisation card which
allows sending the required pulses to synchronise all the
Liberas and to start the DCC, following a strict timing
protocol. When the Liberas have been synchronised, the
time to refresh all the X and Z positions is around 45 ps.
We have also developed tools to ease the commissioning
of the Fast network, which will also be used latter during
the USM (Users Service Mode) to survey this equipment.
This software uses a TANGO device server which
collects connections status on all the Liberas and displays
them on a Java application. The Figure 1 below shows the
status of the network with some faults on cell 26 which
are highlighted in the window on the top to better
determine the origin of the problem.
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Figure 1: Java application which controls and surveys the
Liberas Fast network status. Here is shown a problem
with the Libera 4 of cell 26, which is not running and has
lost the connection with its neighbours.

Sniffer

Even if the Liberas Fast network is running well, we
need also to be able to collect the positions data.
Therefore we use a PMC-FPGA-03 mezzanine module
from Curtiss Wright which is connected on a PCI carrier.
This module has the same optical coupler than the Liberas
and allowed us to integrate the Communication Controller
FPGA program to sample the data in real-time (@ 10
KHz) and sends them to a CPU with DMA cycle over PCI
every 4096 frames (every 400 milli-seconds).

This card is plugged in a rackable PC running Windows
XP. We finally have installed two sniffer systems: 1) To
collect positions data used by a server which calculates
the positions, angles, FFT and RMS in the middle of the
straight sections and make them available to the
beamlines, 2) To carry-on the commissioning of the
whole FOFB system.

These two systems are two extra nodes of the Fast
network.

Corrections Stations

At the ESRF, the steerers magnets of 8 cells are
controlled by power supplies located at 4 areas around the
storage ring, therefore we had to fit with this architecture
already in place and had to install the corrections stations
in these areas. We decided to use a card similar to the one
already used by the sniffers, but more powerful and more
up-to-date, the XMC-FPGAOSF mezzanine module from
Curtiss Wright [5]. We also used 4 Windows XP rackable
PCI crates, but the FPGA simulation demonstrated that
one card to handle 24 steerers was not enough and we had
to use two cards per crates. This was also justified by the
lack of place to connect the steerers power supplies
interfaces.
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Finally, each card can handle up to 14 steerers on both
planes. Once again, these cards are connected to the
Libera Fast network as 8 extra nodes. They collect
positions data within 45 ps out of the 100 pus available,
leaving 65 s to calculate the corrections according to the

_ correction matrix and the PID coefficients. It send also

the corrections both to the steerer power supplies via

7 ) RS485 and to the Fast network for debugging purpose

(correction data are multiplexed at this point).

./ Synchronisation Mechanism

There is actually no hardware synchronisation

’mechanism to synchronise the start of the 8 cards of the 4

stations. They are started using TANGO group calls

../ meaning that the jitter can be up to a few milli-seconds

and more in case of network overload. This is acceptable
but nevertheless we envisage to add such a mechanism.

SOFTWARE ARCHITECTURE

In fact, as far as the positions acquisition , the
corrections calculation and the communication with
steerer power supplies are made within the FPGA
program, the control software using TANGO device
servers is quite simple and is limited to provide the
parameters to the FPGA cards and to survey the state of
the 8 cards (See Figure 2).

FOFBCorrectionStation

This device server runs locally on each of the 4
Windows XP stations and manages two devices (one per
card). One device/card can handle up to 14 steerers in
both planes. Thanks to the ‘fusionXP’ driver, it
communicates using a memory area on the PCI bus seen
also from the FPGA. This area allows giving the PID,
corrections and stimulus coefficients to the correction
firmware. It also allows starting and stopping the
correction and/or the stimulus and finally handles the
errors coming from the FPGA.

FOFBCorrectionGlobal

On top of the 4 FOFBCorrectionStation device servers
is the FOFBCorrectionGlobal device server allowing to
manage the whole system as is there was only one
correction station. This server manages two devices, one
in both plane and has the knowledge of the architecture
behind it. In particular it knows which steerers are
managed by which stations and therefore can dispatch the
corrections vectors for each steerer according to the
correction Matrix provided by higher level application
(matlab at the moment). Also it manages the errors of the
4 stations and can decide to stop the correction in case of
problem.

FOFBSniffer

This device server handles continuously the DMA
cycles coming from the FPGA via a FIFO. It collects the
data and insert them into a circular buffer having a depth
of 10 seconds. The clients can pick-up data on this buffer
and can read BPM history. The recording can also be
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frozen in order to not lose the synchronisation when
several BPMs need to be read. Also the whole BPMs
positions and the whole corrections values can also be
read on a defined depth by one command to keep the
synchronisation between data.

Applications, Commissioning

We are currently commissioning the whole system and
had to develop some tools (as the LABView application
below) in order to treat the huge flow of data. We also use
a lot ‘jive’, the TANGO generic tool, to verify that the
parameters coming from the higher application are
dispatched on the right station and at the right place, for

MOPKS014

the right steerer. For example, this helped to discover that
our steerers numbering was not the same everywhere and
that the number one was the first steerer of the cell 1 for
wiring aspects but was steerer 1 of the cell 4 for physics
and computing aspects. One should know that at the
ESRF, the first cell after the extraction to the Storage
Ring is the cell number 4.

Also, Matlab is widely used by the diagnostics experts,
especially this software is perfectly adapted to calculate
and invert the correction matrix. Latter, an application for
the Control room will be developed, may be in matlab
like the previous system or in Java.

LABview application used J | Matlab used by

for commissionning

diagnostics group

| Jive: TANGO tools to
access the devices

S T
MATLAB

1L
FOFBCorrectionGlobal
TANGO device server

2U rackable PC with Linux
1 TANGO device sarve

)

Ly

-2Ur ith Linu;
- i r
ing 2 devices (1 per plans)

—15

" 4 PC with Windows AP,

located around the

Storage Ring incells 4,

J [

FOFBCorrectionstation ]

-1 TANGO device server handling
2 devices (1 percard)
up to 14 steerers per card

13,21, 29 TANGO device server

85

FusionXF

driver
I
—

F F

P P

. <] G

A A

a o

5 5

R5485: To up to 14
steerers power supplies

R5485: To up to 14
steerers power supplies

[ Liberas Fast Network ]

Figure 2: Software architecture of the Fast Orbit Feedback based on Liberas.

RESULTS

Very few MDT time has been allocated to the
commissioning of this new equipment, therefore we are
trying to make as much as possible during the USM and
had to prepare carefully our MDT programs. We have
also suffered from some bugs and human mistakes which
provoke some beam loss or unexplained beam motion
during the USM. Recently, we succeed to close the loop
and to correct the beam positions in both planes [7].
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DIAGNOSTICS CONTROL REQUIREMENTS AND APPLICATIONS AT
NSLS-II*

Yong Hu#, Leo Bob Dalesio, Kiman Ha, Om Singh, BNL, NSLS-II, NY 11973, U.S.A

Abstract

To measure various beam parameters such as beam
position, beam size, circulating current, beam emittance,
etc., a variety of diagnostic monitors will be deployed at
NSLS-II. The Diagnostics Group and the Controls Group
are working together on control requirements for the
beam monitors. The requirements are originated from and
determined by accelerator physics. An attempt of
analyzing and translating physics needs into control
requirements is made. The basic functionalities and
applications of diagnostics controls are also presented.

INTRODUCTION

State-of-the-art beam diagnostics and control systems
are required for a smooth and rapid commissioning and
for productive and successful operation of the NSLS-II
storage ring. The NSLS-II beam diagnostics and control
system is designed to monitor the electron beam of
NSLS-II accelerator complex. The beam quality is
measured by a variety of parameters such as bunch
charge, bunch structure (filling pattern), beam
position/orbit, beam size/profile, energy & energy spread,
circulating beam current, tunes, beam emittance, bunch
length and beam losses.

A correct measurement of beam parameters depends on
the effective combinations of a variety of beam monitors,
control and data acquisitions (DAQ) and high level
physics applications. Figure 1 shows the relationship
between these systems.

[Filing Pattern App.] [ Orbit Feedbacks App. | ... [ Beam Containment App. | High Level Physics
I I Applications

L — EPICS Channel Access
—EPICS I0C EPICS10C ERICS I0C— (Giga-Ethernet)
. Eectronics Electronics Eectorics | ) Diagnostics Controls
| Wall Current Monitor | | Beam Position Monitor | + | DC Current Transformer | Beam Monitors

Fig. 1: NSLS-II Beam Diagnostics & Control Systems.

The following beam parameters will be monitored
during regular operations:

o closed orbit (accuracy better than 10% of beam size);

e working point (tune for both planes with 10

resolution);

e circulating current (0.1%
lifetime (1% accuracy);
injection efficiency;
filling pattern (1% of maximal bunch charge);
emittance for both planes (10% relative accuracy);
energy spread,
individual bunch length (2 psec resolution);

accuracy) and beam

* Work performed under auspices of the U.S. Department of Energy
*yhu@bnl.gov
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e position of the photon beam for the insertion devices;
e coherent bunch instabilities;
o distribution of beam losses around the ring;

CONTROLS REQUIREMENTS

To measure various beam parameters, a variety of
diagnostic monitors will be deployed in NSLS-II. The
Diagnostics Group and the Controls Group are working
together on controls requirements for these beam
monitors. These Requirements are determined by
accelerator physics. According to NSLS-II PDR [1], the
following beam parameters will be monitored during
storage ring regular operations. An attempt of analyzing
and translating physics needs into controls requirements is
made.

Table 1 lists the beam monitors associated with beam
parameters and summaries of controls requirement.

Table 1: Diagnostics Controls Requirements

Beam Beam Controls Requirements
Parameter Monitor
Fill Pattern WCM, sampling rate: 4GS/s;
FCT, BPM  resolution: 8-bit; IOC rate:
button 10Hz
Profile/Position Flag Binary control for
pneumatic actuator
CCD: 1620*1220@ 1 5fps,
I0C@10Hz
Position/Orbit BPM Single Pass Resolution:
30um rms
lum rms@10KHz; 0.3um
rms@10Hz
Bunch Charge Bergoz ICT  20KS/s with 16-bit;
& BCM I0C@10Hz
Beam Current Bergoz 20KS/s with 18-bit;1Hz for
DCCT injection efficiency
calculation;
Bunch Length Streak Windows software by
Camera vendor
Tunes Striplines Ethernet-based network
analyzer
Emittance & Pinhole Stepper motor control with
Energy Spread Camera readback;
CCD: 1620*1220@15fps,
I0C@1Hz
Beam Stability Spectrum Ethernet-based instrument
Analyzer control
Closed Orbit

Requirement: accuracy better than 10% of beam size.
The beam position and closed orbit is measured by BPM
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(Beam Position Monitor). The smallest beam size is
expected to be 3.1 um at short ID (Insertion Device)
location. So, the BPM pickup buttons and associated
electronics should provide position measurement
resolution (RMS noise) at 0.3um (10% of beam size) for
long-term orbit drift which can be compensated by slow
orbit feedback based on 10 Hz Slow Acquisition (SA)
BPM data. Additionally, NSLS-II BPM system will
provide 10 KHz Fast Acquisition (FA) data for fast orbit
feedback (FOFB) as well as turn-by-turn (TBT) data and
ADC raw data for physics studies and BPM system
debugging. These applications require less position
resolution, usually at tens of microns.

BPM associated with its electronics/receiver, is the key
diagnostic instrument. Diagnostics Group and Controls
Group are putting much effort into it. NSLS-II BPM
receiver [2] provides different data flows (117MHz ADC
raw data, 379 KHz TBT, 10 KHz FA and 10Hz SA) for
different usages.

Working Points

Requirement: both planes with 10 resolution. There’re
several methods to measure tunes (the fractional par).
Most of them need pickup BPM and excitation stripline.
One common method is based on network or spectrum
analyzer. NSLS-II revolution frequency is 378.7 KHz and
the tunes are expected to be 32.35/16.28. 10 frequency
resolution means ~10Hz (0.28 * 379 KHz ~100 KHz)
scanning step for the analyzer. Another is to utilize (FFT)
BPM turn-by-turn data to measure tunes. 10-4 resolution
means that at least 5120 (1/ (2N) < =10-4, N>=5000, N =
5*%1024) TBT samples are needed for FFT.

Circulating Current and Beam Lifetime

Requirement: 0.1% accuracy for circulating current and
1% accuracy for beam lifetime. This is measured by
DCCT and associated electronics. Bergoz NPCT with its
analog electronics can provide +/-0.1% accuracy. The
NPCT has 10 KHz nominal bandwidth. Large bandwidth
gives more noise in the measurement so that filtering it to
500 Hz is always a good practice. In this case, one
digitizer with 1KS/s sampling rate should be sufficient.
The required resolution for digitizer is determined by the
requirement on accuracy of beam lifetime measurement:
2% for 20 mA with 60-hour lifetime and 1 minute
measurement interval. 18-bit ADC seems adequate for all
these applications.

Injection Efficiency
This is done by comparisons between the charge

measured by ICTs at transport lines and that measured by
DCCTs at Booster and Storage Ring.

Filling Pattern

Requirement: 20% bunch-to-bunch charge variation.
Filling pattern is measured by high-bandwidth
(>500MHz) diagnostics monitors such as WCM and FCT.
The pulse width of the output signal from Bergoz FCT is
about 1 ns. Required 20% means less than 8-bit. So, high-
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speed digitizer with 2GHz bandwidth, 5GS/s sampling
rate and 8-bit resolution should be sufficient for fill
pattern monitoring.

Emittance

Requirement: both planes with 10% relative accuracy.
emittance is not directly measured by diagnostics. It’s
calculated from pB-function value (assumed to be a
constant at the dispersion free location) and beam size
(measured by one pinhole CCD camera at one diagnostics
beamline). 10% relative accuracy should be achievable by
well-designed pinhole optics and high-resolution
(1620*1220) digital camera.

Energy Spread

It’s also calculated from beam size which is measured
by one pinhole CCD camera at another diagnostics
beamline assuming the emittance is constant and has been
measured.

Individual Bunch Length

Requirement: 2 psec resolution. Bunch length is
measured by streak camera which can provide 2 ps
resolution.

Position of the Photon Beam

This is measured by X-ray BPM and associated
electronics (current-to-voltage converter and digitizer).
Additionally, the blades of XBPM are moved and
positioned by stepper motors.

FUNCTIONALITIES AND APPLICATIONS

The basic functionalities of diagnostics controls can be
summarized as:

e Measurement of various beam parameters (~10) via a

variety of beam monitors (~16).

e Acquirement and processing of the signals from
beam monitors via different electronics and EPICS
I0Cs.

e Provision of the processed data as EPICS PVs for
high level physics applications.

e Support of Top-off operation by providing filling
pattern measurement to meet the requirements of
initial filling storage ring from zero to full charge at
10Hz for Linac injection and at 1l(or 2)Hz for
Booster injection, as well as 1-minute top-off cycle
after filling up.

From the point of view of controls and applications,
diagnostics and controls systems can be classified into the
following groups, as shown in Figure 2:

e BPM subsystem for orbit feedbacks,

measuring, etc;

e Filling pattern measurements based on WCM, FCT,
stripline/synchrotron light with photo-diode;

e Loss Control and Monitoring subsystem as well as
injection efficiency involving ICT, DCCT, BLM and
scraper;

lattice
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e Camera-based diagnostics such as screen/flag,
pinhole system, streak camera, and synchrotron light
monitor (SLM);

e Network/Spectrum analyzer-based tune measurement

and beam stability monitoring;
Filling pattern, Beam stabilty,
etc. tunes, etc.
etc)
ICT, DCCT, BLM, Network/spectrum'  Diagnostics
scraper analyzer Controls
Subsystems

Fig. 2: Diagnostics Control Subsystems and Applications.

Orbit Feedbacks

BPM is the key diagnostics subsystem. BPM data is the
source for NSLS-II storage ring fast orbit feedback
(FOFB) and slow orbit feedback (SOFB). Orbit feedbacks
are made of several parts including BPM pickup button,
BPM electronics receiver, global BPMs data
communication/exchange links, computing nodes for
feedback algorithms, etc.

Diagnostics control system focuses on BPM receivers
(Libera Brilliance or in-house electronics). It will provide
10 KHz fast acquisition (FA) data for FOFB over fast
communication links (RocketlO-based Gigabit-Ethernet)
and 10Hz slow acquisition (SA) data for SOFB over
EPICS Channel Access (CA) network. Both FA and SA
data from each BPM will be globally synchronized.

Besides orbit feedbacks application, BPM can be used
for measuring turn-by-turn dynamics, chromaticity,
dispersion, lattice functions, etc.

Loss controls
(injection efficiency,
beam loss rate, lifetime,

Beam profile/size,
bunch length,
emittance, energy
spread, etc.

Orbit feedbacks,
lattice functions,
etc

Diagnostics
Applications

Screen/CCD,
pinhole camera,
treak camera, et

Filling Pattern Measurement

BPM Thanks to the high bandwidth of WCM (~3GHz),
FCT (~1.7GHz), stripline (>1GHz), they can be used to
observe individual bunch shape from the multi-bunch
trains (80~150 bunches, S00MHz). So, WCM, FCT and
stripline are chosen to measure filling pattern which is
required for NSLS-II top-off operation.

The diagnostics controls will provide the data
acquisition and process systems with over 1GS/s
sampling rate and 8-bit resolution to observe the shape of
each bunch whose duration is 2ns (500MHz) and
calculate the charge of each bunch.

Loss Control & Monitoring

ICT (by Bergoz, coupled with BCM), DCCT (by
Bergoz), BLM and scraper will be deployed in loss
control and monitoring (LCM) which is designed for
monitoring and controlling radiation losses in NSLS-II.
LCM should be interlocked to top-off injection. The
bunch charge losses (injection efficiency) will be
monitored by ICT and DCCT. BLMs will be used to
confirm beam loss locations around the ring. And scrapers
can be used to intercept beam and control beam losses.
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The diagnostics control system will digitize the DC
voltage outputs from ICT&BCM, DCCT and then
calculate the injection efficiency, beam losses rate,
beam lifetime, etc.

Camera-based Diagnostics Applications

Various cameras will be used in beam diagnostics for
measuring beam profile, beam size, emittance, energy
spread, bunch length, etc. Screens (flags) coupled with
CCD cameras placed over the whole NSLS-II accelerators
are very useful to trace beam position and observe beam
profile during machine commissioning. Synchrotron-
light-based measurements in the Storage Ring diagnostics
beamlines will be conducted on streak camera to measure
bunch length and on pinhole camera to measure beam
size, transverse emittances, energy spread, etc.

To standardize CCD camera controls, the digital
cameras used in flags and pinhole-systems will be
purchased from the same manufacture and have the same
control/communication  interface. Gigabit-Ethernet
interface is preferable to FireWire (1394b) in terms of
bandwidth, cabling, anti-EMI, etc. Prosilica Gig-E CCD
camera is under evaluation. The diagnostics control
system will acquire the digital image from CCD camera
and then send the raw data (pixels) to MatLab-based high
level application for image  analyzing and
processing(background  subtraction,  Gaussian fit,
calibration, etc).

The streak camera system itself contains control & data
acquisition software. It only interfaces to timing system. .

Network/Spectrum Analyzer-based Diagnostics

Tune monitor is used to measure transverse tunes by
two strip-lines (signal pickup and source excitation) and
one network analyzer. Beam stability monitor will
observe spectrum of beam motion using one pickup strip-
line and one real time spectrum analyzer.

Modern network/spectrum analyzers are usually
equipped with Ethernet/GPIB interfaces and Windows XP
operating system. For diagnostics controls, they can be
characterized as Ethernet-based instrument control.

CONCLUSIONS

Collaboration between NSLS-II Diagnostics Group,
Controls Group and Physics Group has been well
established from very beginning of our project. Beam
diagnostics requirements for controls are well understood.
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ELECTRO OPTICAL BEAM DIAGNOSTICS SYSTEM AND ITS CONTROL
AT PSI

P. Chevtsov”, F. Mueller, P. Peier, V. Schlott, D. Treyer, PSI, Villigen, Switzerland
B. Steffen, DESY, Hamburg, Germany

Abstract

Electro Optical (EO) techniques are very promising non-
invasive methods for measuring extremely short (in a sub-
picosecond range) electron bunches. A prototype of an
EO Bunch Length Monitoring System (BLMS) for the
future SwissFEL facility [1] is created at the Paul
Scherrer Institute (PSI). The core of this system is an
advanced fiber laser unit with pulse generating, phase
locking and synchronization electronics. The system is
integrated into the EPICS based PSI controls, which
significantly simplifies its operations. The paper presents
the main components of the BLMS and its performance.

INTRODUCTION

Free Electron Lasers (FEL) are very powerful tunable
light sources for a wide spectral range with excellent
coherence. One such source, the SwissFEL, will be built
at the Paul Scherrer Institute in Switzerland. To achieve
optimal lasing conditions for the SwissFEL, the baseline
design foresees to generate electron bunches with charges
between 200 and 10 pC and lengths between 10
picoseconds (ps) and a few femtoseconds (fs). Accurate
and non-destructive monitoring of such short bunches
during the FEL operations is not easy to implement. One
possible solution of this problem can be provided by
Electro Optical (EO) methods [2].

EO electron bunch length measurements are based on
the interaction between the electric field Ery, (which is in
a THz range) generated by the electron bunch and the EO
laser pulse in an electro optically active crystal (such as
GaP or ZnTe). The electric field can be either the direct
bunch Coulomb (near) field if the measurements are
performed inside the beam pipe or coherently emitted
synchrotron radiation outside of the beam pipe. The field
induces a birefringence in the crystal that is proportional
to the applied field. This changes the polarization state of
the laser pulse, which can be detected by standard optical
methods.

The simplest way to determine the Ery, shape is to
sample it with much shorter laser pulses. If the laser
pulses pass a crystal with some variable time delays At
relative to the Ery, field, then they overlap with different
parts of the Epy, field and experience different
polarization rotations. By measuring the degree of the
polarization rotation as a function of the time delay At,
the Ery, can be mapped. It is clear that this method is not
single shot and requires stable measurement conditions
(such as electron bunch shape and EO laser intensity)
over many pulses as well as a low relative arrival time
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jitter between EO laser pulses and Ery,.

Alternatively to the Ery, field sampling, the Ey, pulse
can be overlapped with a longer EO laser pulse, which
will transform the entire temporal structure of the electron
distribution in a bunch on a single laser pulse. The EO
laser pulse is stretched in a dispersive medium or by a
grating compressor leading to a chirped pulse. A temporal
profile of the Ery, field is linearly encoded into the laser
pulse and can be determined by measuring its spectrum.
This single shot technique is known as EO spectral
decoding. It is not sensitive to the time jitter between EO
laser and Ery, signals but requires a treatment of
frequency mixing problems.

EO BUNCH LENGTH MONITORING
SETUP

A prototype of a bunch length monitoring system
(BLMS) for the SwissFEL was created at the PSI. It was
successfully tested in the conditions of the Swiss Light
Source (SLS), the only electron machine that was
available at PSI before the SwissFEL Injector Test
Facility was put in operations.

There are at least two places in the SLS ring, which can
directly benefit from BLMS operations. The first one is
the diagnostic section at the end of the injector where
typical bunch lengths are from 2 to 20 ps. The second
place is the SLS FEMTO facility [3]. The facility
generates coherent fs X-rays based on the beam slicing
technique, which utilizes the resonant energy exchange
between a long (~35 ps) electron bunch and a fs laser
pulse in a wiggler or an undulator. Beam slicing also
results in a small (~100 fs) gap in the longitudinal
distribution of the bunch that radiates coherently in a THz
range. As the bunch continues to move around the ring,
the gap quickly spreads and fills with electrons. Real time
monitoring of this dynamics can be used to optimize the
beam slicing quality.

Because both those places are important for the SLS, it
was decided to create the first BLMS as a mobile beam
diagnostics station, which could easily be moved around
the SLS ring.

We note that most of BLMS parameters presented in
this paper are specific for the SLS but can easily be
adjusted to fit the SwissFEL case.

Main BLMS Components

The core of the BLMS system is an advanced Ytterbium
fiber laser unit [4] together with pulse generating, mode
locking and synchronization electronics.

The laser unit was designed and built in the frames of
the collaboration between the PSI and the University of
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Bern. It consists of a 50 MHz oscillator and a 1 MHz
amplifier. The oscillator cavity is split in free space and
fiber sections. A piezo fiber stretcher can correct the
resonator length on a pm scale in order to synchronize the
repetition rate to the master clock. Cavity length
adjustments on a larger scale are done by free space
mirrors movable by remotely controlled stepper-motors.
The required EO laser operational stability is achieved
with the use of laser diode controllers (ITC5xx Series,
Thorlabs) and a set of heating elements connected to
temperature controlling devices (CT16A, Minco). The
laser diode controllers have a GPIB interface to remote
computers. Temperature controllers can talk to the
external world via serial (RS-232) ports.

The BLMS electronics was developed and built at the
PSI. It is based on the FPGA technology and has a
modular design. All active elements form two compact
19" electronics modules: the laser synchronization (LS)
unit and the universal pulse divider and generator
(UPDG) unit. Both units implement RS-232 interfaces to
remote computers, which allows one to relatively easily
integrate them into any control system.

BLMS Controls Software and Hardware

BLMS operations at the PSI are automated with the use
of controls software based on EPICS [5]. The software
consists of two main parts: the laser and the LS/UDPG
control modules. Both parts utilize the EPICS Stream
Device support [6] package to handle RS-232 and GPIB
devices.

The controls software runs on three EPICS Input
Output Controllers (I0Cs).

The first one is a VME based single board computer
MVME-5100 running VxWorks. This IOC handles

e a PSI timing event receiver (EVR, Micro-Research)
board that is used to trigger electronics equipment
based on any event available from the PSI timing
event distribution system,;

e BLMS stepper-motors on the basis of a MAXv-8000
(Pro-Dex) VME card and standard PSI motor
drivers;

e serial BLMS control devices via RS-232 ports
provided by TIP-866 IPAC modules (TEWS
Elektronik).

Another I0C is a LINUX microlOC (Cosylab)
handling GPIB control components via an Agilent
E5810A LAN GPIB multiport controller. It also runs
control applications automating major BLMS operations.

Finally, the EO data acquisition and control server is
implemented as a softlOC embedded on a fast digital
oscilloscope running WindowsXP.

All BLMS components, except the laser unit, are
placed in a mobile 19” electronics rack. The rack is also
equipped by its own EO PC. This PC primarily acts as a
boot computer for the VxWorks IOC. As a result, the IOC
is booted on any PSI sub-network automatically, by
turning on its power, without changing its boot
parameters. The EO PC also acts as a port server to
access the IOC VxWorks shell and as an additional
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computing power for EO related EPICS development
activities.

The following paragraph explains how the BLMS
electronics and controls software work by way of an
example of their operations for the SLS beam slicing
diagnostics.

BLMS at Work

As it was shown above, EO measurements rely on a
temporal overlap between a laser pulse and the electric
field generated by the electron bunch in an electro
optically active crystal. This requires a very good
synchronization to a reference signal (RF) and a low jitter
of the laser signal. On the other hand, the absolute timing
is also important and needs to be taken care of. If the
overlap is found once, the absolute timing should be the
same after any required laser resynchronization.

In this context, a problem arises if two signals of
different repetition rates have to be locked, such as, for
example, the EO laser at 50 MHz and the RF at 500 MHz.
As it is more precise to compare these signals at higher
frequencies (the same phase mismatch at 500 MHz leads
to a ten times lower temporal offset than at 50 MHz), the
comparison is done at 500 MHz, which means that the 10-
th harmonic of the laser repetition rate is locked to the
RF. As a result, the laser can be synchronized to the
reference in ten different ways in terms of the absolute
timing. The following shows how this problem is solved
for BLMS. It also describes how the whole
synchronization system works.

The next signals are relevant for the EO diagnostics:
RF — 500 MHz;
EO fiber laser oscillator — 50 MHz;
SLS revolution clock — 1 MHz;
FEMTO slicing trigger — 2 KHz;

e SLS linac trigger — 3 Hz.

The revolution clock is synchronous to the revolution of a
particular bunch in the SLS storage ring and the FEMTO
slicing trigger is used for measurements of the sliced
bunches.

Driver

<
=
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Figure 1: EO phase locked loop (PLL) scheme. The 10-th
harmonic of the EO laser repetition rate generated by the
bandpass filter (BPF) is locked to the RF, which can be
shifted in time by the vector modulator (VM).

The 10-th harmonic of the EO laser repetition rate (see
Fig. 1 above) is generated by a bandpass filter (BPF) and
is compared to the RF, which can be shifted in time by a
vector modulator (VM). The VM shifts the phase with a
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resolution of 2'% steps per revolution (360°). At the RF
repetition rate of 500 MHz this leads to a minimal step
width of about 488 fs. Two signals are compared by the
synchronization electronics, generating a correction
signal. The switch between the electronics and the driver
is remotely controlled in order to interrupt the PLL in
case of any required interlock conditions or simply to
switch the synchronization on or off. A piezoelectric
device finally corrects the cavity length. The repetition
rate of the laser serves as a feedback signal and is closing
the loop.

In the second step, a reproducible starting point has to
be found. This is done by the coincidence detector (see
Fig. 2), which compares the repetition rates of the EO
laser and revolution clock. As long as the signals are not
synchronous the coincidence detector control software
shifts the EO laser pulse in time by rotating the phase of
the RF until the overlap is found. The accuracy of this
method is in the order of £5 ps, which allows one to find
such an overlap very quickly.

1
Coincidence < ns 2
gfv-k Detector T " R
Clock = 7

[
EO i
Laser |RF 2 I_)= |_>
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Figure 2: The second step of the EO synchronization. The
coincidence detector shifts the EO laser pulse in time until
coincidence to the revolution clock is achieved.
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Figure 3: The lock detector control software interrupts the
PLL if the offset frequency between the RF and the
repetition rate of the EO laser becomes larger than 1 Hz.

In case of any malfunctions of the synchronization
system, interlock signals have to be generated in order to
interrupt the PLL and protect the piezoelectric fiber
stretcher. It is done by the lock detector controls software
(Fig. 3). As soon as the frequency difference between the
RF and the 10-th harmonic of the EO laser repetition rate
exceeds 1 Hz the output of the lock detector switches
from logic high to low disconnecting the PLL link
between the synchronization electronics and the piezo
driver.

Between the oscillator and the amplifier the repetition
rate is reduced to 1 MHz by an Acousto Optic Modulator
(AOM). Because this pulse picker needs to be
synchronous with the laser, it is triggered by the repetition
rate of the EO laser. The BPF generates a sinusoidal
signal at 200 MHz, which is connected to the clock of a
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resettable counter. The counter is reset by the 3 Hz SLS
linac trigger.

High Low

Resettable AOM  Dela>X> > >
l{_:%'ggr Counter Driver : ‘ Tim ‘Im? 1
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Laser BPF 5ns

Figure 4: The trigger for the AOM is generated by a
resettable counter. The delay, width and spacing can be
adjusted in steps of 5 ns.
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Figure 5: Typical automated corrections of the EO laser
oscillator cavity length over one day. The green line is the
piezo stretcher voltage, the blue line is the mirror position
change.

The output is controlled in terms of a one-time delay, a
high and a low time. As the device is counting with 200
MHz, these parameters can be adjusted in 5 nanosecond
(ns) steps.

Besides handling the interlocks, the controls software
ensures that if the piezo voltage exceeds a certain
threshold then the required correction is done by one of
free space mirrors. The Fig. 5 shows a typical behaviour
of the piezoelectric stretcher (green line) and the mirror
stepper motor (blue line), which is routinely provided by
the controls software. We note that it is exactly what is
expected of it.

The EO setup for the SLS beam slicing diagnostics [7]
can be used for both techniques mentioned above:
sampling and spectral decoding.

In case of sampling, the measurements of the signal
amplitude as a function of the time delay are done by the
oscilloscope software. The experiment is controlled by
an EPICS high level application, which drives the VM,
handles time delays, processes and stores the data.

Spectral decoding measurements are based on the use
of a spectrometer. The spectrometer data are digitized and
processed by embedded software, which makes these data
immediately available for the control system.
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CONCLUSION

The EO BLMS at the PSI has been in operations for
more than one year. The system is fully integrated into the
EPICS controls, which significantly simplifies all its
functions. Bunch length measurement results obtained at
the SLS show that the performance of the BLMS is
absolutely adequate to its main task for the SwissFEL.
Some additional work is required though, mostly for
dealing with signal jitters in EO sampling procedures.
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LOW LEVEL RF CONTROL SYSTEM FOR CYCLOTRON 10MEV"
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Abstract

The low level RF control system consists of a 101 MHz
signal generator, three feedback loops, an interlock and a
protection system. The stability of control system is one
of the most important indicators in the cyclotron design,
especially when the whole system has a high current. Due
to the hugeness of the RF system and the complexity of
control objects, the low level RF control system must
combine the basic theory with the electronic circuit to
optimize the whole system. The major obstacles in the
research, which rarely exist in other control systems, lay
in the coupling of beam and resonant cavity, requiring to
be described by the transfer function between beam and
cavity, the complex coupling between microwave devices
and the interference signals of all loops. By introducing
the three feedback loops (tuning loop, amplitude loop and
phase loop) and test results from some parts of electric
circuits, this paper unfolds the performance index and
design of low level RF control system, which may
contribute to the design of cyclotron with a high and
reliable performance.

INTRODUCTION

The low level RF control system is an essential part of
the RF system for CYCHU-10. The RF system should

provide 12kW power to CYCHU-10 and the Frequency is
101MHz. The Specifications related to RF system are
listed in Table 1.

Table 1: Main Specifications Related to RF System

Parameter Value

Rated Power Output  12kW

Frequency Range 100.5~101.5MHz

Frequency Stability ~ 20ppm

Output Impedance 50ohms

In the R&D of the CYCHU-10, a high power RF
system has been established, which contains a klystron
and its power supply and low level RF control system [1].

The low level RF control system consists of a 101MHz
signal generator, three feedback loops, an interlock and a
protection system. The design is basically similar to those
of others electron storage rings in the world and is based
on the use of conventional, stability and well-proven
equipments. The scheme of low level control system is
shown in Figure 1.
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Figure 1:The scheme of low level control system.
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FEEDBACK LOOPS

In the low level control system, the reference RF signal
is generated by a DDS signal generator (AD9859).
AD9859 is a great chip for synthesizing RF signal, which
integrations a 10-bit DAC and provides 32-bit frequency
tuning word. The chip also has great frequency resolution
which can be 0.093Hz when system clock is 400MHz[2].
The output signal £, is decided by system clock frequency
f; and frequency tuning word (FTW), the relationship is
presented in the equation (1).

£, =(FTW)(f.)/2%

f,=f.x(1-(FTW/2")) O

In addition, the amplitude of the RF system can be
achieved by adjusting the external connection resistor’s
value. This resistor value (Rsgr) sets the internal DAC ful-
scale output current (Ioyt). The relationship is presented
in equation (2).

Ry, =39.19/1,,, "

In the above expression, the current is in A and the
resistor is in Q.

Tuning Loop

The tuning scheme is shown in the Figure 1. First, make
the loop open and search the tuner position by changing
the DDS’s FTW. Secondly, make the loop close and
compare the Reflect power and Forward power signal by
phase/mag detector, then give the results to the controller.
And at last, the controller set up DDS’s FTW by the serial
communication port, we use RS-485 in this system. The
bandwidth of this loop is set up around 1 Hz. This tuning
loop controls the DDS, which changes the frequency
along with the cavity frequency[3].

File  Control  Setup  Measure  Analyze  Ulilities  Help 1:07 Phd

Figure 2: The waveform of forward and reflect power.

In addition, a RF switch is set up to the end of drive
amplifier, which has great effect to solve the multipactor
effect. During frequency search the reflected power port
can be monitored to watch the progression of reflected
power level versus frequency. The waveform of forward
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and reflect power is shown in Figure 2. Each pulse is
likely to have large spikes at turn-on and turn-off, that’s
because rapid change in the RF envelope spreads energy
far away from the cyclotron resonance. As the frequency
nears resonance and SWR becomes low enough, the
controller shifts into Operate mode and applies drive
continuously.

Amplitude Loop

RF signals picked up from the Dee Voltage pickup at
the cyclotron, and compared with the Dee Voltage
reference. Then the compared signal sent to the AD9859’s
OSK port, which can achieve close-cycle control of the
amplitude. The protection reference value of the Dee
Voltage and reflected power is setting up by the control
program. Main Specifications of RF control system is
shown in Table 2.

Table 2: Main Specifications of RF Control System

Parameter Value

Power Requirement +24VVDC, ~120mA
+10.8dBm (12 kW)

+10.8dBm (12 kW)

Forward Power Feedback Input

Reflected Power Feedback Input

+17dBm maximum
0-1.85VDC for 0-12kW
0-1.85VDC for 0-12kW
0-2.5VDC for 0-40kV

Dee Voltage Feedback Input

Forward Power Monitor Output

Reflected Power Monitor Output

Dee Voltage Monitor Output

Phase Loop

This loop is to keep phase of the fields in the cavity
locked with the signal generator. RF signals picked from
the direct coupler which in the front of the cavity, then
sent to MSP430 processer to control DDS. The phase loop
will also compensate the phase change with the RF power
variance, due to the power amplifier, the circulator, the
klystron, the driving electronics and so on. The
components of the driving electronics are designed to
have a small phase variation over a wide operating range.

The Phase Detector (PD) is the key component. The PD
is a device with rather constant sensitivity against large
power variations. This will prevent the effect of amplitude
modulations on the operation of the loop.

SYSTEM TEST

The low level RF control system consists of a 101MHz
signal generator, three feedback loops, an interlock and a
protection system. It connects with the cyclotron control
system by serial communication port (RS485). The RF
control system is shown in Figure 3.

Monitor ports for forward power, reflected power and
Dee voltage RF feedbacks are available on the front panel.
These outputs, from the respective RF-to-DC converter
stages, are unity-gain buffered and can drive an
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oscilloscope or other >1kQ load. No filtering is applied to
the monitor outputs so response time is equal to the RF
detector response. The level at the forward and reflected

ports corresponding to 12 kW is approximately 1.85 VDC.

The picture of control system is shown in Figure 3.

Figure 3: The picture of control system.

To prove the function of the control system, we do
bench-top testing. It is possible to simulate the cyclotron
load and demonstrate the controller operation using a
resonant cavity. The Bird Electronics Model 211-29-05
shown Figure 4 can be adjusted to give the desired SWR,
resonant frequency and feedback port attenuation for
bench-top testing.

Figure 4: The picture of resonant cavity.

For bench testing an outboard amplifier is used to boost
signal levels high enough for sampling by a directional
coupler. The controller output drives the input of the
amplifier and the controller forward and reflected inputs
receive feedback from directional coupler. The picture of
amplifier and directional coupler is shown in Figure 5.
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Figure 5: The picture of amplifier and directional coupler.

A LabView utility program is used to set up and operate
the controller. This program has a Monitor tab, shown in
Figure 6, with easy-to-use command inputs and feedback
of important parameters.
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Figure 6: LabView Control Program — Monitor Tab.

The scope should show strings of four tuning pulses for
each frequency step in the search. As the frequency
approaches 101.00 MHz the height of the reflected pulses
will become smaller and the SWR value will eventually
fall below the Operate Mode threshold. At this point the
controller output switches to steady-state. The process of
searching resonance frequency is shown in Figure 7.
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Figure 7: The process of searching resonance frequency.
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CONCLUSIONS

The low level RF control system for CYCHU-10 has
feedback loops which monitor Dee Voltage, Forward
Power and Reflected Power. This allows the system to
seek and follow the resonant frequency of the cyclotron
cavity and maintain a constant Dee Voltage. The
controller operating parameters are communicated via an
RS485 serial interface. The system communicates using a
message packet that carries commands to the system and
feedback from the controller regarding its status.

The bench-top testing results of control system show
that the system can achieve the designed functions. The
further debugging with the whole RF system for
CYCHU-10 will be carried out.

REFERENCES

[1] In Su Jung and Dong Hyun An et al, “Design of
KIRAMS-13 RF system for regional cyclotron
center”, Proceedings of the 17" International
Conference on Cyclotron and Their Applications,
2007, p. 353-355.

[2] Analog Devices Inc. 400MSPS, 10-bit, 1.8V CMOS
Direct Digital Synthesizer AD9859 EB/OL.
http://www.analog.com

[3] Cai Zhiyuan, Wei Wei, Ma shaohus. Design of
Program-Controlled Current Source Based on DDS
Technology. ICEEE 2010, 2010

202

Process tuning and feedback systems



Proceedings of ICALEPCS2011, Grenoble, France

MOPKSO021

HIGH-SPEED DATA HANDLING USING REFLECTIVE MEMORY
THREAD FOR TOKAMAK PLASMA CONTROL

S.Y. Park, S.H. Hahn, and W.C. Kim, NFRI 113 Gwahangno,
Yuseong-gu, Daejeon, 305-333, Korea
B.G. Penaflor, R.D. Johnson, D.A. Piglowski, M.L. Walker,
General Atomics, P.O. Box 85608, San Diego, CA 92186-5608, USA

Abstract

The Korea Superconducting Tokamak Advanced
Research (KSTAR)[1] plasma control system (PCS) is
defined as a system consisting of electronic devices and
control software, which identifies and diagnoses various
plasma parameters and calculates appropriate control
signals to each actuator to keep the plasma sustained in
the KSTAR operation regime. The KSTAR PCS consists
of a linux system with 8 processors and both analog and
digital data acquisition methods are adapted for fast real-
time data acquisition up to 20 kHz. The digital interface
uses a reflective memory (RFM) technology to share
data among various subsystems of KSTAR. RFM
technology has been adopted as the real time
communication method to enable PCS to interface with
the actuators and to do interprocessor communications
inside the cluster. To handle the fast control of the RFM
data transfer, the communication using the RFM with the
actuators and diagnostics system is implemented as a
thread which is assigned to a separate process.

INTRODUCTION TO THE PLASMA
CONTROL SYSTEM

The plasma control system is composed of real-time
computers for feedback calculations, a diagnostic system
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for plasma information, and a communications interface
with actuators. The PCS acquires plasma data from the
diagnostic system and performs a feedback control loop
to obtain plasma properties. Figure 1 shows the plasma
control system structure. The PCS feedback algorithm
calculates the difference between target and measured
values, and decides how much coil current is needed in
order to reduce the error from the target. Next the PCS
sends coil voltages to the magnet power supply (MPS)
for the desired poloidal magnetic field (PF) and receives
coil current measurements from the MPS. In KSTAR this
feedback operation is performed over an optical network
consisting of reflective memories [2] which are high-
speed replicated shared memories with up to 256 nodes
featuring very low latency and wide throughput.
Although the performance of the initial system [3] with a
single process was acceptable, performance demand for a
shaped plasma required faster control cycles up to 50 us,
as well as increased interprocess communications for
sophisticated magnetic controls. In 2011, the amount of
I/O data exchanged in a single cycle was about 1 kB,
hence the old PCI-based method was not suitable for the
requirement because of 3 us time overhead for each
access of the RFM space.

A method utilizing the dedicated thread for RFM is
introduced for the following purpose: 1) to minimize
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Figure 1: The structure of the plasma control system.
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intrinsic time overheads for the RFM access, 2) to
transfer all the RFM data within 50 us, and 3) to gather
all the RFM data generated in other 3 cpu’s running in
the PCS via shared spaces. In this paper, we describe the
principles of the RFM thread and the feedback algorithm
for the PF coil control.

OPERATION OF THE RFM THREAD

The structure of the RFM thread is shown in Fig. 2.
The RFM thread is spawned as a child process of one of
real time processes and assigned to a separate physical
processor at the start of each shot and killed at the end of
the shot. The main operation of the RFM thread is to
copy the RFM data to a preassigned shared memory area
at every cycle to use in the feedback algorithm. In the
KSTAR PCS, this shared memory is shared by all the
real-time processes and is referred to as the real-time
heap memory (rtheap) [4]. The rtheap is a shared
memory that contains various constants and pointers to
all of the other structures in the memory of the real time
process. The RFM thread synchronizes itself with the
real time control cycle by accessing the rtheap time
counter delivered from the digitizer.

When the RFM thread starts, it calls the initialization
function that creates the RFM handle, and allocates the
internal memory used for communication with the RFM.
If the initialization routine is successful, this routine
returns the virtual address of the DMA memory address.
After performing the initialization routine the RFM
thread executes a continuous loop. At first the RFM
thread reads values from a fixed memory area which is
assigned for real-time measurement values for PF coil
currents and voltages, and flags indicating the software
limit defined by the central control system (CCS) or the
hardware limit defined by the MPS. These measurement

g, |

Target 1

current
Measured | J/NT| Feedforward

current 1/ Voltage

Shared

Wmory § | Buffer
: RFM
&i e}

| I /0

Internal

4 Plasma Control System

\ S

RFM READ
ALL STRUCTURE
: WAIT FOR

Proceedings of ICALEPCS2011, Grenoble, France

values are moved to an “internal buffer” memory area
(see Fig. 2) and are saved in the shared memory in the
same format as the acquired DMA data from the
digitizers. The feedback control algorithm gets the data
from the shared memory after one cycle. After reading
the data, the thread waits for the current time to change
by monitoring the fixed area of the rtheap. For the time
synchronizations of the main and the RFM thread, a
counter is used for the “new time”. This counter
synchronizes the internal CPU clock count of the cpul
real-time process to the clock counter provided by the
external clock of the digitizers [5]. The RFM loop waits
for the counter change in order to catch this new time
when the next cycle starts to determine the feedback
command.

The process of determining feedback command of the
next cycle is performed by the PCS feedback algorithm
in the spawning process. As shown in Fig. 2, when
deciding the PF coil command of the current cycle, the
measured coil current of the preceding cycle is used; this
coil current is the value saved in the shared memory area
before the cycle. The reason for using measured value at
the preceding cycle for obtaining the command of the
current cycle is to reduce the feedback error occurred at
the preceding cycle. The PCS feedback algorithm
acquires the error value of the previous cycle by
subtracting measured current in the previous cycle from
the target current, and calls the PID function for adding
compensation voltage at the next cycle. The answer from
the PID function is sent to the RFM thread as the next
PCS command. The RFM thread gathers all the
commands for each MPS and writes the command to the
internal buffer in order to do a DMA transfer to the fixed
RFM area assigned for the MPS.

@ KSTAR TOKAMAK

MAGNET POWER
SUPPLY
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T l Coil measurement
‘_/ _ rem @ Magnet Power Supply

Control System

Figure 2: The RFM thread and PCS feedback algorithm.
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Timeout Handling of the RFM Thread

The RFM thread has a few event handling algorithms in
order to monitor its execution cycle, sync with the main
thread and to prevent itself from endangering actuators
under control of the PCS. The self-monitoring of the
RFM loop is done by a time-out count. If the current time
has not changed during the time-out period or the real-
time process exits from the real time mode for any reason,
the RFM thread fills zeroes in the PCS command
structure which it sends to the MPS. Since the MPS (and
its DSP controller) accepts PCS commands only during
real-time mode, this will cause the MPS to exit out of
PCS control and have the DSP controller take over
control of the PF power supply. Hence the PF power
supply can avoid a dangerous situation when the PCS is
out of control by its own internal delay. This time-out
period is set to 5 ms, which corresponds to the effective
response time of a single MPS voltage command [3].
During this time-out period, the RFM thread also checks
whether the main process is not updating the new time
counter. If it is not, the RFM thread informs this situation
to the central control system by updating a fault code so
that it can spread termination signals to the other systems
to abort the discharge.

Another example is a “software watchdog”. This is a
counter which is increased by 1 on each control cycle.
Since the counter is shared as a “timestamp” in the RFM
area, this counter can be monitored by any device under
the same RFM network as PCS. As a kind of heartbeat,
the watchdog counter is monitored by each MPS and the
CCS so that it can check communication shutdown on the
RFM. If the value exceeds the limit, this value sets to zero
again.

When the real time mode is ON by the PCS, the CCS
monitors the software watchdog counter and checks the
value every 10 ms. The CCS makes a fault code to the
other system, if this value is not changed by 10 ms --
which could imply that the PCS has either a
communication fault or a serious internal fault such as
power down or real-time process hang-up.

Some Issues about the REM Thread

e The time counter used in the RFM operation is
acquired from the digitizer. Hence the clock source
of the digitizer should be accurate. If the clock
source does not have good accuracy, the RFM thread
will be terminated because of a timing mismatch
problem.

e Although the data processing speed of the RFM
thread is fast, if the MPS interface system does not
operate as we expected, there is a possibility that the
RFM thread receives the same data during a couple
of cycles. This could cause a saturation command
issue in the P loop; however, in a practical manner,
the design of the algorithm considering the delays by
the slower update of the measurement can avoid the
saturation issue.
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e When writing to the PCS command to the RFM area,
the RFM thread assumes that the values in the
memory structure are the most recent written by the
real time process. The RFM does not keep the
previous value before it is updated by the new data.
Due to this property, the RFM data written by two
different devices is not exactly synchronized in time.
Nevertheless, the assumption is true in most cases
and the data is acceptable as the most recent one if
the read cycle is faster than each writing cycle by the
actuators, which fits to our case.

o [f the RFM thread doesn’t synchronize with the real
time process because of some problem such as
accessing wrong memory area or time delay for
writing to memory, the thread could miss cycles.
Several missing cycles are reported when the RFM
initialization function is called. This is due to the
time overhead of the initializing hardware handle. In
order to avoid timeout errors, the real time mode flag
is updated as ENABLED after those missing cycles
are gone, so that the PCS can get synchronized data
from the MPS and the MPS can receive correct
feedbacks.

The Command Structure Sent to the MPS

The entire PCS command structure is read by the local
control system (LCS) of each MPS and sent to the
corresponding DSP, which actually communicates with
the power supply (see Fig. 2). The DSP reads each field of
this command structure and decides the way of the coil
control. Table 1 shows the PCS command structure sent
to the MPS.

e “control method” indicates how the PF command

should be interpreted ( voltage or current )

e “current direction” indicates the charging direction of

the PF coil. ( forward or reversed )

e “timestamp” is used as a software watchdog in each

control cycle ( increased by one on each cycle )

e “real time mode “ tells the MPS when the PCS starts

the real-time feedback cycle for them.

The Data Structure of the MPS and CCS

The amount of data that is received from a single power
supply is 52 bytes, but the total amount of data is about 1
kB since there are several power supplies that should be
controlled by the PCS. Table 2 shows the data structure of
the MPS. The RFM thread receives all of the data that is
sent by each power supply at once using DMA transfer.
This is possible since the memory area corresponding to
each power supply is arranged sequentially.

Table 3 shows the structure used for th