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Abstract

At Duke University, a booster synchrotron was recently
commissioned as part of the High Intensity Gamma-ray
Source (HIGS) upgrade. For the ramping magnet power
supply controls, we followed an approach previously im-
plemented for the Duke storage ring controls. The high-
level operator interface is presented in terms of the physics
quantities of the accelerator, i. e. the effective focusing
strengths of the magnets. This approach allows for a tighter
integration of the control system with physics modeling
programs and facilitates machine studies and operation.
The approach also simplifies operations of the accelera-
tors by presenting an operator interface nearly independent
of machine energy. For the booster, nonlinearities of the
magnets, the result of its extremely compact footprint, are
incorporated into the low-level software while providing a
high-level of machine tunability. For the storage ring, feed-
forward compensations built on the effective strength of the
magnets simplify tuning of the magnetic lattice over a wide
range of electron beam energies or wiggler settings. This
approach provides for a good match to the diverse opera-
tional modes supported by the Duke storage ring.

INTRODUCTION

Accelerator control systems are typically built in terms
of engineering units, controlling magnet power supplies in
terms of their currents, for example. Physics applications
and modeling programs, on the other hand, work in terms
of the physics units of the accelerator, such as effective
bending or focusing strength of magnets. To bridge these
two systems, the current trend has been to develop a layer
of middleware. The middleware serves as a common inter-
face for various high-level physics applications to interact
with the control system. At the Duke Free Electron Laser
Laboratory, we have chosen a different approach. Instead
of developing high-level, host-based applications to bridge
the divide between engineering and physics, we have in-
stead moved the mapping to the low-level of the control
system, into the front-end computers. By moving this layer
to the front-end computers, we can take advantage of their
real-time operating system characteristics, providing pre-
dictable and repeatable responses to complex machine tun-
ing. In addition, we can reduce the sensitivity to network
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load or responsiveness by incorporating related systems
into a few front-end computers.

We have moved towards developing the control system
to present the high-level operator interface in terms of the
physics units of the machine. To this end, all magnet
controls for the storage ring and its full-energy injection
booster synchrotron are presented in terms of their effec-
tive focusing strengths. Rather than presenting magnets
in terms of power supply current, they are presented in
the same way an accelerator physics model would present
them. Orbit trims are in mrad, quadrupoles in m−2, sex-
tupoles in m−3, etc. The low-level software encapsulates
any non-linearities of these elements and presents a nearly
energy-independent accelerator interface. This machine
interface is meant to match the virtual accelerator of the
model, allowing easy transition from simulation to running
accelerator.

STORAGE RING

The Duke storage ring is a 0.24 to 1.2 GeV electron stor-
age ring used as a driver for UV-VUV Free Electron Lasers
(FEL). The FELs are also the driver for a Compton gamma-
ray source. The Duke storage ring operates over a wide
range of parameters (see Table 1) and supports a user pro-
gram requiring frequent changes of electron beam energy
and photon or gamma energy. It is not unusual to operate
the machine at several energies during a single day.

Table 1: Basic operational parameters of the Duke storage
ring.

RF Cavity Frequency: 178.5472 MHz
Harmonic Number: 64
Bunch Pattern: any arbitrary pattern
Operation energy: 0.24–1.2 GeV
Circumference: 107.46 m
Single Bunch Current (max.): 95 mA
Multi-bunch Current (max.): 280 mA
Wiggler K (OK-4 FEL, lin. pol.) 0–5.0
Wiggler K (OK-5 FEL, circ. pol.) 0–4.5

For the Duke storage ring, the initial motivation to
present the accelerator in terms of the physics quanti-
ties was to provide simpler and more consistent energy
ramping. Prior to the commissioning of a full-energy
synchrotron booster in 2006, injection into the ring was
from a 270 MeV linac. The electron beam energy was
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ramped in the storage ring to operation energy, from 270 to
1200 MeV. By moving the physics to engineering mapping
to the low-level systems, the ramping process was greatly
simplified. It became possible to step a single variable,
beam energy, and fan it out to all relevant front-end com-
puters. The front-end computers would calculate the new
magnet current setting to maintain the same effective focus-
ing strength at the new energy. Non-linearities in the mag-
nets, due to saturation at higher energies, were dealt with
by using lookup tables for the mapping of field strength to
current. Ramping beam energy in a linear manner resulted
automatically in ramping power supply current in the ap-
propriate non-linear manner. Similarly, ramping from one
lattice to another can follow a linear K-value curve. This
minimizes betatron tune shifts as compared with ramping
quadrupole current values linearly [1].

The approach also became a useful way to deal with
combined function magnets. The Duke storage ring is
unique in using arc quadrupole magnets, with inner and
outer coils driven asymmetrically, to produce the needed
sextupole field. The difference between inner and outer
coils can be as high as 40% in these magnets. The high-
level operator interface tunes these magnets simply in terms
of K1 and K2. The low-level software transparently han-
dles the appropriate mapping to the multiple power sup-
plies involved to produced the desired field.

Another benefit came in the simplification of the build-
ing of feed-forward compensation schemes. Compensation
tables are built into the low-level software to provide ap-
propriate compensation using trim magnets for any field
differences in magnets driven in series. For the dipole mag-
nets, for example, with all the main coils driven in series,
the trim coils are set to provide appropriate compensation
for the individual magnets. Similar feed-forward compen-
sation is used for quadrupole magnets. During the tuning
of beam energy or the lattice, these compensations are au-
tomatically propagated to relevant trim magnets.

Insertion devices can also be compensated in this man-
ner. The OK-4 FEL, an optical klystron configuration with
two long wigglers separated by a buncher magnet, can pro-
duce an unwanted quadrupole effect resulting in betatron
beating and tune shifts at different wiggler settings. To
maintain lattice matching and tunes, a set of ΔK1 values
were calculated for nine families of quadrupoles in the wig-
gler straight section. Simply adding this ΔK1 value to the
lattice’s K1 value in the front-end computer results in an
effective feed-forward scheme. This makes it possible to
tune the wiggler over a wide range (Kwiggler from 0 to 5),
with minimal impact on the electron beam.

With the OK-5 FEL, which in its final configuration will
be an optical klystron with four wigglers and three bunch-
ers, a similar scheme will be developed. An orbit correction
feed-forward system has already been deployed. An ad-
ditional feed-forward for non-linear effects using octupole
magnets is under development.

Care has been taken to cluster related systems into the
same front-end computer as much as practical. This re-

duces the required network load and sensitivity to network
variations. For example, tuning the OK-4 FEL field ad-
justs the wiggler setting, but also results in nine quadrupole
families, main coils plus trims, tracking the wiggler set-
ting to maintain lattice parameters. Control for all of these
quadrupole families is clustered in the same front-end com-
puter. At the level of the operator interface, only one knob,
the normalized wiggler strength, is changing. But at the
machine level, eighteen power supplies are tracking the
change to produce only the desired field change.

BOOSTER SYNCHROTRON

With the Duke booster synchrotron, elaborate feed-
forward schemes were not required. However, the booster
magnets do suffer from very significant field saturation as a
result of its very compact footprint (see Table 2). This sat-
uration, uncompensated, leads to large tune variations and
changes in chromaticity during the energy ramp [2].

Table 2: Basic operational parameters of the Duke booster.

RF Cavity Frequency: 178.5472 MHz
Harmonic Number: 19
Injection energy: 0.24–0.27 GeV
Extraction energy: 0.24–1.2 GeV
Extraction energy resolution: 1 MeV
Minimum operation cycle: 1.3 seconds
Circumference: 31.902 m
Bending radius: 2.273 m
Peak dipole field (1.2 GeV): 1.76 Tesla

The control system interface to the booster offers a great
deal of tunability. In addition to the ramping mode, the
booster can be controlled in a steady-state mode, with a
level of control similar to that expected in a storage ring.
Tuning changes made to the lattice in the steady-state mode
are automatically propagated to the ramping waveforms
and are available for the next ramp cycle [3]. By imple-
menting the operator interface in terms of the effective fo-
cusing strength of the magnets, the tuning changes can be
propagated with appropriate energy dependent compensa-
tions already taken care of. For example, adjusting the
tunes or chromaticity in the steady-state mode automati-
cally propagates the effective focusing change to the higher
energy portion of the ramping waveforms. The energy can
then be ramped to a higher value and an additional cor-
rection can be made. In this manner, a tune shift or chro-
maticity correction can be built into the ramping waveform
dynamically. The more significant energy related changes
are built into the waveform, providing a smoothed curve
for the newly developed waveforms.

For each ramping power supply, a ramping waveform de-
scribes the ramp in terms of the effective focusing strength
of the magnets. As in the storage ring control scheme, or-
bit trims are in mrad, quadrupole trims in m−2 and sex-
tupoles in m−3. The index to the waveform array defines
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the energy and provides the synchronization between the
elements. When an array of these physics units is tuned,
the lower-level software running on the front-end computer
calculates a new array corresponding to the power supply
current needed to produce this field at each energy. This en-
gineering units array is then used to reprogram the ramping
DAC, a VME based arbitrary waveform generator. The ar-
rays provide a linear energy ramp from 0 MeV to 1.2 GeV.

From this approach, it then becomes a simple matter to
ramp to or from any arbitrary energy. In the high-level op-
erator interface, variables for injection energy (to match the
linac energy) and extraction energy (to match the storage
ring energy) can be easily adjusted. These variables are
then used to program the start and stop points of the ramp-
ing waveforms to produce the energy ramp. In this man-
ner, the booster can be quickly set to extract at any energy
from injection energy to the 1.2 GeV maximum. We have
also taken advantage of this flexibility to expand the en-
ergy range for injection. For the nominal 280 MeV linac,
we expected booster injection in the 270 to 280 MeV range.
Due to an issue with a linac accelerating section, we have
injected in to the booster at energies as low as 230 MeV.
Adjusting the booster injection energy is much simpler and
quicker than optimizing linac energy, so the booster can
simply be adjusted to track any changes in injection en-
ergy. This has greatly simplified operation of the injector
system.

CONCLUSION

With the non-linear mappings built into the front-end
computers, the physics quantities can be added in a simple
linear manner. For example, a quadrupole’s setting may be
the sum of the lattice K1 value plus multiple corrections
(ΔK1 for tunes correction, wiggler compensation, etc.).
Another example is an orbit corrector, whose value may
be the sum of an operator tuning value, a compensation
value, and a correction from a high-level orbit feedback
program, all expressed in mrad. The nonlinear mapping
of this sum to the power supply current only needs to hap-
pen once on the front-end computer rather then for each
correction value. This ensures synchronization for the var-
ious inputs and provides a system capable of dealing with
inputs from multiple high-level applications.

By moving the mapping between the physics model and
the engineering machine to the low-level front-end com-
puters of the control system, we have developed very flex-
ible and robust accelerators. The storage ring and booster
can easily be tuned over a wide range of operation param-
eters, simplifying the task of accelerator setup. Compen-
sations built into the low-level software make operation of
the machine much simpler. Using beam-based techniques,
the mapping can be refined and the control system updated
over time as necessary.

The overall approach is to create a “virtual accelerator”
using standard control system tools. This allows the oper-
ator interface layer to present the accelerator in the terms

used in the physics model. High-level physics applications
can be developed without concern for engineering imple-
mentation. The virtual accelerator provides an intuitive in-
terface for accelerator physics studies and for accelerator
operations and tuning.
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