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Abstract

In recent years, models for the time-
evolution of the dynamic aperture have been
proposed and applied to the analysis of non-
linear betatronic motion in circular acceler-
ators. In this paper, these models are used
to derive scaling laws for the luminosity evo-
lution and are applied to the analysis of the
data collected during the LHC physics runs.
An extended set of fills from the LHC proton
physics has been analysed and the results
presented and discussed in detail.

Definition of Luminosity

Luminosity is defined as L = ΞN1N2 ,

where Ξ =
γrfrev

4πε∗β∗ kb

F (θc, σz, σ
∗)

is nearly constant as a first order approxi-
mation (excluding levelling and dynamic-β
effects, and ignoring emittance blow-up).

We fit our model to the normalised inte-
grated Luminosity data:

Lnorm(τ ) =
Lint(τ )

Lint(∞)
=

ε

Ni Ξ

τ∫
1

dτ̃ L(τ̃ )

where τ is the number of elapsed turns,
related to normal time by τ = frev t+ 1.

Burn-off contribution to the evolution of luminosity

The contribution of the burn-off — the number of protons that are colliding in the experiments
— can be easily estimated from the exponential decline differential equation:

Ṅ1(τ ) = Ṅ2(τ ) = −εN1(τ )N2(τ ) ε =
σintnc Ξ

frev

∼ 10−24

Adding pseudo-diffusive effects: evolution of DA

The realistic behaviour is much more complex, e.g. beam-beam and IBS invalidate the above
model. We then model all possible pseudo-diffusive effects by assuming that the evolution
of the dynamic aperture (DA) is given by:

D(τ ) = D∞ +
b

[log τ ]κ

This modifies the previous differential equation into:

Ṅ(τ ) = −εN2(τ )−D(τ ) D(τ ) = Ni
˙(

e−
1
2
D2(τ )

)
Expand in orders of ε and write Lnorm(τ ) = Lbo

norm(τ ) + Lpd(τ ) where now finally

Lpd(τ ) = −εNi
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Fit to 2011 and 2012 data

2011 2012

R2
adj. 97.84% 95.75%

D∞ −0.43 ± 0.38 0.82 ± 0.52

b 350 ± 150 560 ± 114

κ 1.68 ± 0.16 2.08 ± 0.35

The model delivers an accu-
rate reproduction of the data,
with a stark difference when
compared to burn-off only.

Degeneracy of the parameter space & fixing κ and D∞

The fitting algorithm exhibits
an approximate degeneracy: the
sum of squares Σ2 has an in-
finite set of minima. In other
words, the parameters are linearly
dependent. We investigate this
by fixing one parameter and only
fitting the two others.

κ = 2 2011 2012

R2
adj. 97.85% 95.75%

D∞ −0.03 ± 0.13 0.77 ± 0.13

b 757 ± 49 455 ± 49

D∞ = 0 2011 2012

R2
adj. 97.85% 97.84%

b 830 ± 370 81 ± 26

κ 2.04 ± 0.13 1.25 ± 0.13

D∞ = 0
κ = 2 2011 2012

R2
adj. 97.85% 95.15%

b 744.0 ± 1.8 738.2 ± 1.4

The model with κ = 2
gives rise to an equally good
fit as before, while the one
with D∞ = 0 even gives
a slightly better fit for 2012.
Fixing both κ and D∞ wors-
ens the fits, be it only slightly.

Optimal fill length for 2012

The DA model can be used to calculate the
optimal length of a fill, given the turnaround
time before that fill.

The fills shown are those in 2012 with a
deliberate dump. Their values are close to
the optimal fill length when including Lpd.

Conclusions & impact

DA model reproduces luminosity evolution

similar results for 2011 and 2012

κ close to theoretical estimate (κ ∼ 2)

fixing one parameter does not worsen fit

optimal fill length from DA model

→ clear difference with or without Lpd

→ can be used for new algorithms
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