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Burn-off contribution to the evolution of luminosity

In recent years, models for the time- The contribution of the burn-off — the number of protons that are colliding in the experiments
evolution of the dynamic aperture have been — can be easily estimated from the exponential decline differential equation:
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to derive scaling laws for the luminosity evo- l
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data collected during the LHC physics runs. _ ;*0_6
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physics has been analysed and the results = EM N TtsN Nt
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Luminosity is defined as L = = N7 N5,

Adding pseudo-diffusive effects: evolution of DA

where = = YeJrev F6.0.,0%

4 we*3* ki, The realistic behaviour is much more complex, e.g. beam-beam and IBS invalidate the above
is nearly constant as a first order approxi- model. We then model all possible pseudo-diffusive effects by assuming that the evolution
mation (excluding levelling and dynamic-3 of the dynamic aperture (DA) is given by: A
effects, and ignoring emittance blow-up). D(t) =D

> [log T]"

We fit our model to the normalised inte- This modifies the previous differential equation into:

grated Luminosity data: N(T) — —e N%(1) — D(7) D(r) = N (e_;bz(7)>
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norm(7) = = —— [dT L(T)| Expand in orders of € and write Lyorm(T) = L (7) 4+ LPY(7) where now finally
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where 7 is the number of elapsed turns, LP(1) = —eN; /d% e 2 —e 2o |le"2 —e 2|\,
related to normal time by 7 = foot + 1. 4 : _ i _

Optimal fill length for 2012

Fit to 2011 and 2012 data
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finite set of minima. In other w |- = The tills shown are those in 2012 with a
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