2016

Advanced

FERIVAVIVIVITIVIVEVIVES Y /' \\\\\

lll"ll-llllll

Scandic Triangeln Hotel, Malmo, Sweden
2016 July 3-8

EUROPEAN
SPALLATION
SOURCE

EXTREME o E: ITNXC




A 8 [T : .
- o
; 4 )7//%“}, );

(



HB2016 — Malmo, Sweden

Welcome to HB2016

Welcome to Malmé and to the 57" ICFA advanced beam dynamics workshop on high-intensity and
high-brightness hadron beams.

HB, High-Brightness High-Intensity Hadron Beams workshop series is and has been a network for
scientists and engineers involved in the study, design, development or operation of hadron accelera-
tors.

Since the first HB within the ICFA's (International Committee for Future Accelerators) ABDW
(Advanced Beam Dynamics Workshops) series, there has been a giant leap in the size and power
of high intensity hadron accelerators, and our community has successfully broken one record after
another. At the time of the first HB, the highest power accelerator had not yet reached a megawatt
of power; today we have accelerators operating above 1 MW, making the hard challenges look easy.
On the energy frontier we have passed the 10 TeV (c.o.m.) energy for protons and the 1 PeV for ions.
This wouldn’t have been possible without extensive study of the beam dynamics, halo production
mechanisms, developments in diagnostics devices, loss measurement and activation, and of course
the availability of high power targets. Today our community is proposing accelerators with powers
above 10 MW, and to make that proposal a reality; we should look at how we made it past the MW
threshold and see how to take the next steps. The HB has been and still is the forum to discuss our
ideas, cherish our successes together, and share our failures and the lessons we have learned from
them.

The HB starts with a day of plenary talks, and the first day ends with a poster session. In the
next three days two sessions will be held in parallel, covering Beam Dynamics in Rings (WG-A),
Beam Dynamics in Linacs (WG-B), Accelerator Systems (WG-C), Commissioning and Operations (WG-
D) and Beam Instruments and Interactions (WG-E). On the last day of the workshop there will be
a plenary summary and discussion on parallel sessions and we will end the workshop with a bus
tour (optional to participate) to the ESS construction site (WG-E). The program of the HB is set by
the International Organizing Committee (IOC), which also selects the plenary speakers and working
group conveners. The speakers of the parallel sessions are invited by the working group conveners
and are selected from the submitted abstracts. These committees have done an excellent work in
setting up the program, and without their help this workshop would have been impossible.

Malmo is the third largest city in Sweden though small compared to many cities in the rest of the
world. On the other hand Malmo is home to people from more than 175 nationalities, is an eco-friendly
city and one of the greenest cities in Europe.

We very much look forward to your active participation in the workshop. Once again, welcome to
Malmo and HB2016.

Mamad Eshraqi
HB2016 Chairman
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THE LINAC4 PROJECT
A. M. Lombardi for the LINAC4 team , CERN, Geneva, Switzerland

Abstract

Linac4 is a normal conducting, 160 MeV H- ion accelera-
tor that is being constructed within the scope of the LHC
injectors upgrade project. Linac4 will be connected to the
Proton Synchrotron Booster (PSB) during the next long
LHC shut-down and it will replace the current 50 MeV
hadron linac, Linac2. Linac4 is presently being commis-
sioned, with the aim of achieving the final energy at the
end of the year. A test of the injection chicane and a relia-
bility run will follow. The beam commissioning, in steps
of increasing energy, has been prepared by an extended
series of studies and interlaced with phases of installation.
In this paper we will detail the beam dynamics challenges
and we will report on the commissioning results.

INTRODUCTION

Linac4 is a 160 MeV H' linear accelerator presently
under construction at CERN. It will replace the present
50 MeV proton Linac2 as injector of the CERN PS
Booster, as a first step of the LHC Injector Upgrade pro-

ject. A sketch of Linac4 and a detailed description of the
layout and beam dynamics can be found in [1,2].

The pre-injector includes a source followed by a Low
Energy Beam Transport at 45 keV, a Radio Frequency
Quadrupole which accelerates the beam to 3MeV and a
Medium Energy Beam Transport line (MEBT). The
MEBT, 3.6 m in length, houses a fast chopper with the
purpose of removing selected micro-bunches in the 352
MHz sequence and therefore avoid losses at capture in the
CERN PSB (1MHz). Presently the preferred scheme
envisages to chop out 133 bunches over 352 with a result-
ing average current reduced by 40%. The beam is then
further accelerated to 50 MeV by a conventional Drift
Tube Linac (DTL) equipped with Permanent Magnet
Quadrupoles (PMQ), to 100 MeV by a Cell-Coupled Drift
Tube Linac (CCDTL) and to 160 MeV by a n-mode struc-
ture (PIMS). The focusing after 100 MeV is provided by
Electromagnetic Quadrupoles (EMQ) whereas between
50 and 100 MeV by a combination of PMQs and EMQs.
The nominal beam delivered by Linac4 consist of an H-
pulse 400usec in duration and with peak current during

Pre-injector (9m) DTL (19m) CCDTL (25m) II-mode (23m)
3MeV 50 MeV 100 MeV 160 MeV
SOURCE RFQ 3 Tanks 7 Modules 12 Modules
Plasma Generator = CHOPPER 3 Klystrons : 5 MW 7 Klystrons : 7 8 Klystrons: 12MW
) LINE MW
Extraction 1 EMQ 12 EMQ
11 EMQ 7 EMQ + 14
e-Dump 114 PMQ PMQ 12 steerers
3 Cavities
LEBT 2 steerers 7 steerers
. 2 Chopper
2 solenoids —

Pre chopper In-line dump

45 keV 3 MeV 12 MeV 50 MeV 105 MeV 160 MeV
Not yet the final Octobre2013 August 2014  November June 2016 Octobre 2016
source 2015

(foreseen)

Figure 1: Layout of Linac4 and key stages of the beam commissioning.
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the pulse of 40 mA. As a fall back, a beam of 600usec
and 30mA would give the same performance in the PSB
for the LHC type beams [3].

The machine layout and the key stages of the beam
commissioning are shown in Figure 1

Linac4 is equipped with 7 beam transformers, 7 wire
scanners, 7 profile harps, 7 beam position monitors and
phase probes.

At the time of writing a beam of 25 mA peak current
(vs 50 mA nominal) and 100 MeV has been observed on
the measurement bench at the end of the first PIMS struc-
ture. The normalised transverse emittance of the beam is
estimated at 0.3 # mm mrad rms, corresponding to expec-
tations.

RF Cavities

The pre-injector of Linac4 [4] [S] [6] has been de-
scribed in many references and it is working reliably since
2014. The status and challenges of the remaining RF
cavities is detailed in the following.

The DTL [7] has been designed for reliable operation
with up to 10% duty cycle, it is composed of rigid self-
supporting steel tanks assembled from segments less than
2 m in length. The tank design is almost without welds,
heat-treated after rough machining. The Permanent Mag-
net Quadrupoles are in vacuum for streamlined drift tube
assembly. The philosophy of the design is “adjust & as-
semble”: tightly-toleranced Al girders w/o adjustment
mechanism once assembled.

The tank mounting mechanism (easy to use) has been
patented. To guarantee reliability of operation, the first
cells of tank1 (shorter) present an increased gap spacing
to reduce the chance of breakdown which could be en-
hanced by the PMQ fields.

All the above choices have paid off, with a smooth
conditioning and an excellent availability during the
commissioning phase.

The CCDTL [8] has been constructed by the Russian
Scientific Research Institute for Technical Physics
(VNIITF) and the Budker Institute of Nuclear Physics.
The quadrupoles are located outside of the RF structure.
The structures are made of copper plated stainless steel,
and because of high number of C-shaped metal seals, the
assembly process is rather time consuming.

Each cavity needed around 1 month of conditioning to
clean surfaces, after which the full gradient was estab-
lished without problems. All drift tube centres are aligned
within +0.1 mm, for increased acceptance. The Linac4
CCDTL is first-ever CCDTL in a working machine! Its
performance so far have been up to specification..

The last of the Linac4 RF structure, the PIMS [9], is
made out of bulk copper, it doesn’t present RF seals, and
discs and rings that constitute the cells are tuned and
electron-beam welded at CERN

The PIMS were constructed within a CERN-NCBJ-FZ
Jiilich collaboration and assembled and tuned at CERN.
Series production could start only after a qualification
period of almost 3 years. The critical point was the re-
quired precision machining on large pieces of copper (10

ISBN 978-3-95450-185-4
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- 20 um on 500 mm diameter pieces). The conditioning
of the prototype was extremely swift, it took only 24
hours. The PIMS will be the first low-beta n-mode struc-
ture to go into an operational machine. Beam commis-
sioning through the PIMS is foreseen for fall 2016

COMMISSIONING

The commissioning of Linac4 has been staged in 6
phases of increasing energy with the aim of matching the
schedule of the RF cavities delivery and to be able to
assess the beam qualities after each structure with the help
of extra diagnostics located on a movable bench. This
approach has allowed to progress in beam commissioning
before complete installation of the hardware and to opti-
mise the beam throughput at each stage. Most important it
has also allowed to cross check the information from the
permanent diagnostics against more detailed information
coming from the temporary diagnostics and therefore
validate a strategy to set-up and diagnose possible faults
when the Linac4 will be operational as the sole proton
injector to the CERN Proton Synchrotron Booster [3],
currently scheduled for the LHC Long Shutdown 2 in
2019.

The 6 phases of commissioning include dedicated beam
measurements at the energy of 45keV, 3 MeV, 12 MeV, 50
MeV, 100 MeV and finally 160 MeV. The 100 MeV stage
has recently been completed. The 160 MeV stage will
begin after the summer.

Two benches have been used during the Linac4 com-
missioning. A “low-energy” bench, used at 3 and 12 MeV
which allows direct measurement of the transverse emit-
tance with a slit and grid (or laser and diamond detector)
[10] and direct measurement of the energy spread with a
28 degrees bending magnet followed by a profile harp[4].
A “high-energy” bench has been employed for the meas-
urements at 50 and 100 MeV, it contains a) three profile
harps and 3 wire scanners at the appropriate phase ad-
vance (about 60degrees) for an indirect emittance meas-
urement b) a Bunch Shape Monitor and a lasing station
(which allows transverse profile measurement via strip-
ping) and c) two monitors for Time- of- Flight and beam
centre position.

Direct Measurements

Some of these measurements have been already report-
ed in [6] [11] [12] and are repeated here for sake of com-
pleteness. The important results of the campaign at 3 and
12 MeV is that the direct method of slit-and-grid (or laser-
diamond) and the indirect method based on emittance
reconstruction from profiles give the same overall value
for the emittance. Even more important, both the direct
and indirect emittance measurements give the same orien-
tation of the emittance within a range of 10% which is a
very important information for the matching of the beam
to the structures downstream. With this result we have
validated the model of the machine on which emittance
reconstruction techniques rely and the correspondence
between direct and indirect methods. The success of this
campaign is due as well to the method applied for the
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reconstruction which are more sophisticated than the
standard matrix inversion. In particular in the framework
of Linac4 we have developed the “forward-method” [13]
which extends the accuracy of the classic emittance re-
construction techniques to space charge dominated re-
gimes, and the tomographic method which allows phase
space density information to be calculated from the pro-
file [14]. These two methods combined allow for a full
knowledge of the beam parameters without relying on
direct emittance measurements. Example of a direct emit-
tance measurement compared with a reconstructed emit-
tance is given in Figure 2.

X" fradf x I0E-3

TS 40 05 1.0 55 0.0 35 7.0 10.5 TR
Xfm]x 10E-3

Figure 2: Transverse emittance measured with slit-and
grid (yellow) compared to expectation (pink) at 12 MeV.

Indirect Measurements

Following the measurements performed after the first
DTL tank at 12 MeV [6], a period of installation of about
10 months has brought to the second type of measurement
campaign. After the installation of the remaining DTL
structures, the beam energy of 50MeV no longer allows
direct emittance and energy spread measurements. Sever-
al RF structure are installed in one period and the beam is
passed through unpowered RF structure to measure its
quality at each energy step. This part of the commission-
ing has been accompanied by very accurate simulation as
the beam in certain cases would travel 20 meters without
any acceleration before being measured in the bench.
Backtracking techniques have also been employed and a
combination of backtracking/forward tracing has been
employed to verify the consistency of the measurement.
As of today we had two such campaigns, after the DTL
from October to December 2015) and after the CCDTL
from May 2016 to present. In the first case we were able
to transport the 12 MeV DTL beam for 12 meters to the
bench and measure its characteristics, as well as a 30
MeV beam. Emittance measured on the high energy
bench is deduced from three (or more) profile measure-
ments, a typical example shown in Figure 3. An optimal
phase advance between the profiles, located at 0.7 and 0.9
m from each other allows for a very accurate reconstruc-
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tion. Emittance measured at 50 and 80 MeV are shown in
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Figure 3: Typical transverse profiles (units of mm) ob-
tained on the profile harps located on the high-energy
measurement bench. The distance between the three pro-
file- harp is 0.7 m and 0.9 m and the corresponding phase
advance is suitable for emittance reconstruction.

Figure 4: Transverse emittance measured at 50 MeV
(bottom), compared to expectation (top).
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Figure 5: Transverse emittance measured at 80 MeV
(bottom), compared to expectation (top).

In general the agreement between the transverse meas-
urement be it emittance profile or steering is very good
which is a key for a swift and successful commission and
for being able to plan efficiently the beam time and the
necessary ancillary services. In the author’s opinion this is
due to several factors including an accurate model of the
machine, a fruitful exchange of essential information with
the equipment responsible , a direct participation of RF
and Beam Instrumentation experts to the commissioning
and most important of all a thorough description of the
input beam at the low energy end (after the source and the
matching line to the RFQ) which has been gained by back
tracing to the source a number of measurements taken
under different condition therefore creating a beam repre-
sentative of what is generated from the source, not only in
term of distribution but also in terms of source variability.

Setting of RF Cavities’ Phase and Amplitudes

One of the challenges of Linac4 during operation is to
be able to set 22 phases and 23 amplitudes of the RF
cavities without dedicated longitudinal beam diagnostics.
To address this issue a dedicated campaign of finding
beam-based signatures (indirect measurements of beam
longitudinal parameters) has been put in place after each
structure. For the RFQ, amplitude a characteristics curves
based on the transmission as a function of the RF voltage
is sufficient to find the nominal amplitude. For the bunch-
ers a combination of beam loading observations, (to find
the two RF zero crossings) and transverse beam sizes on a
wire scanners allows to identify the correct phase. Trans-
mission through the DTL RF bucket [6] is a good indica-
tion of the buncher amplitude and phase. For the
DTL,CCDTL and in the future for the PIMS a system
based on measuring the average beam energy as a func-

ISBN 978-3-95450-185-4
4

Proceedings of HB2016, Malmo, Sweden

tion of the cavity phase has been validated as an accurate
method to complement RF pick-up calibrations. In partic-
ular a simple yet surprisingly precise method of measur-
ing the beam energy gain through a cavity is the meas-
urement of the beam loading. As the cavity is regulated
such to have a constant voltage, the low level RF systems
responds to the presence of the beam depending on the
phase between the cavity and the beam. The LLRF system
will increase/decrese the power in the cavity (Power
forward) depending whether the beam is accelerated and
therefore takes power from the cavity or is decelerated
and therefore gives power to the cavity. Figure 6 shows
the power to the cavity as the beam passes through at the
accelerating phase or at the decelerating phase. By meas-
uring the difference in power (AP) and the beam current
() at a downstream transformer the energy gain AE can
be calculated via the formula

Power IcFwd 765.505k [W]

= List of Properties:
800 1000 1200 1400 1600

.ATUNCTRL.CCDTL3

Power IcFwd 760.387k [W]

= List of Properties:
1] 200 400 600 800 1000 1200 1400 1600

IcFwid Power 760387k [W]

Figure 6: Forward power in CCDTL cavity number 3
when the beam is at the accelerating phase (top) or at the
decelerating one (bottom).

Applying the above technique to the Linac4 CCDTL,
has allowed to cross calibrate phase and amplitudes of the
seven cavities. An example is shown in Figure 7.

For increased precision the same measurement has been
repeated with a pair of pick-ups which allow the meas-
urement of the time of flight. Some pick up are located in
between cavities and some are located on the bench. Dur-
ing the measurements all the cavities downstream the one
being measured have been switched off and detuned. The
results are shown in Figure 8.
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Figure 7: Energy gain in CCDTL cavity number 3 for
three different amplitude as a function of phase. Solid
lines are simulation and dots are energy measurements
deduced from beam loading observations.
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Figure 8: Energy gain in CCDTL cavity number 7 for
three different amplitude and varying phase. Solid lines
are simulation and dots are energy measurements deduced
from Time-of-Flight measurements.

HIGHLIGHTS

During the last six months a very useful tool has been
deployed at Linac4. It is a system which will regulate the
source parameters ( e.g. the gas injection and the RF
power) while watching some given observables like the
electron/H- ratio with the aim of delivering a constant
flat pulse of current of the desired intensity and duration.
It is important to stress that this system is not a random
optimiser but rather an intelligent Autopilot which con-
tains the knowledge and expertise of beam source expert
developed during years. This autopilot is used also to
guide the monthly caesiation needed for the correct func-
tioning of the source.

OUTLOOK AND POTENTIAL

The next steps are the commissioning to the final ener-
gy of 160MeV followed by a reliability run. From Octo-
ber part of the 160 MeV beam will be deviated towards
the half-sector test (HST,[15]) which aims at testing half
of the injection chicane into the PSB. The reason for this
test is to gain experience on H- injection, and in general
to mitigate the risks for future PSB H- injection, namely
to study in time to steer the design of some critical com-
ponents like the H- stripping foil unit, the HO/H- monitor
and dump for unstripped/partially stripped particles and
the relative instrumentation.
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Linac4 is a machine with an enormous potential for
upgrade: the peak current limit for beam stability is 80mA
— 3 times what we run today, the beam duty cycle limit is
5% - 10 times what we run today and the chopping pat-
tern (sequence of 352MHz micro-bunches) is extremely
flexible and can be repeated at frequency up to 20MHz.
The potential will be fully exploitable only if the beam
formation, extraction and transport through the pre-
injector are studied in more details and solution to the
present limitation and bottlenecks are found.
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THE ESS ACCELERATOR

Hakan Danared, Mohammad Eshraqi and Morten Jensen,
European Spallation Source, Lund, Sweden

Abstract

The European Spallation Source, ESS, is now in con-
struction in Lund, Sweden. It will be a long-pulse spalla-
tion source, using a 2 GeV superconducting proton linac
to deliver a 5 MW beam onto a rotating, helium-gas-
cooled tungsten target. ESS is a partnership between, at
present, 11 European nations. According to current plan-
ning, the accelerator will be ready for beam in 2019, and
by 2023 ESS will start operating as a user facility. This
paper reviews the current status of the accelerator project.

INTRODUCTION

Construction work at the ESS site started in the summer
of 2014, and now, two years later, the accelerator tunnel is
cast, the front-end building, klystron gallery and cold-box
building are nearing completion, and piling for the target
building is in progress. Work on instrument halls and
laboratory and office buildings has begun or will begin in
the near future.

At the same time, accelerator, target and neutron-
instrument hardware is being designed, prototyped and
built at the more than 100 partner institutions around
Europe that will deliver in-kind contributions to ESS.

One of the top-level parameters of the ESS project [1]
is the 5 MW average beam power. This will be achieved
with a 62.5 mA peak beam current at 2 GeV energy, a
14 Hz pulse-repetition rate and a 2.86 ms pulse length.

This beam will hit a spallation target made from tung-
sten. It is a wheel with 36 sectors, rotating so that consec-
utive beam pulses will hit adjacent sectors. The wheel is
cooled by gaseous helium.

The design of moderators and reflectors is essential for
the performance of the neutron source. This design has
gone through successive generations. An optimized con-
figuration together with the long-pulse concept gives an
unprecedented neutron brightness, and ESS will in total
be up to 100 times more powerful than existing neutron
sources.

There will be 16 neutron instruments built within the
1,843 ME construction budget of ESS (plus another 90
ME from the Swedish government for infrastructure), and
another six instruments are included in the complete facil-
ity.

Before all instruments are built, however, ESS is ex-
pected to start operating as a user facility in 2023.

IN-KIND

A major fraction of the linac hardware is provided as
in-kind contributions from accelerator laboratories across
Europe or in collaboration with institutions in the host
countries Sweden and Denmark that have agreed to pro-
vide all their funding as cash. Exceptions are mainly ex-
pensive, purely commercial equipment such as cryo
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plants and RF sources, where there is little academic
interest for a potential in-kind partner but a substantial
economic risk.

In this in-kind model, ESS in Lund is responsible for
the overall design of the accelerator, largely expressed as
requirement documents in several levels down to individ-
ual work packages. Detailed design, prototyping and
manufacturing are then made at the partner laboratories,
while ESS in Lund monitors progress through earned-
value management and runs regular reviews of work
packages and work units. When components arrive to the
site, also a substantial fraction of the installation work
will be done by in-kind labour. Continuous knowledge
transfer during the course of the project is evidently im-
portant, since ESS will eventually take full ownership and
responsibility of the facility.

Currently, work on the accelerator is under way at 23
partner institutions in 10 countries. The value of this work
represents a little above 50% of the 510 M€ accelerator
construction budget.

In-kind partners and their main contributions are: Aar-
hus University: Beam delivery system; Atomki, Debre-
cen: RF local protection system; University of Bergen:
Ion source expertise; CEA Saclay: RFQ, elliptical cavi-
ties, cryomodules, beam diagnostics; Cockcroft Institute,
Daresbury: Target imaging; DESY, Hamburg: Beam diag-
nostics; Elettra, Trieste: Spoke RF power, beam diagnos-
tics, magnets, magnet power converters; ESS-Bilbao:
MEBT, warm-linac RF, beam diagnostics; University of
Huddersfield: RF distribution; IFJ PAN, Krakow: Man-
power for installation and tests; INFN Catania: Ion
source, LEBT; INFN Legnaro: DTL; INFN Milan: Medi-
um-beta cavities; IPN Orsay: Spoke cavities, cryomod-
ules, cryo distribution; Lodz University of Technology:
LLRF; Lund University: LLRF, test stand; NCBJ, Swierk:
LLRF, gamma blockers; University of Oslo: Beam diag-
nostics; STFC Daresbury Laboratory: High-beta cavities,
vacuum; Tallinn University of Technology: Power con-
verters; Uppsala University: Test stand; Warsaw Universi-
ty of Technology: LLRF, phase reference line; Wroclaw
University of Technology: Cryo distribution.

Since no institution has expressed interest in either the
accelerator cryo plant or the test stand and instruments
cryo plant, the project schedule has forced ESS in Lund to
procure these. (The cryo plant cooling the moderators will
however be an in-kind contribution to the target.)

Also, there are no partners for klystrons, IOTs or the
modulator production yet. Prototypes have been procured
or built by ESS, but the series production is still open for
in-kind contributions.
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LINAC

If the design goals for a spallation-source linac should
be stated in only one sentence, it may be to produce the
highest possible beam power at the lowest possible cost.
The most important additional requirements for the ESS
linac are that the machine has to operate safely and relia-
bly, such that users as little as possible will have to return
back home without data because the accelerator had a
problem, and it is also required that beam losses are
small, in order to minimize radiation doses to the staff and
to allow hands-on maintenance of the accelerator compo-
nents.

Physics puts additional constraints on the design, and
basic beam-physics rules-of-thumb tell that the betatron
phase advance in each of the three planes has to be less
than 90 degrees, that the average phase advance has to
change smoothly throughout the linac, and that the tune
depression should be greater than 0.4.

Also technological limitations have to be taken into ac-
count. Among those are limits to acceleration gradients
and power couplers. For example, the maximum electric
surface field in the elliptical cavities is set to 45 MV/m,
and the maximum instantaneous power to the beam per
coupler in these cavities is 1.1 MW.

Given the relatively low duty factor of 4%, room-
temperature acceleration structures are economical at low
energy. At ESS, they are used up to an energy of 90 MeV.
Acceleration to 75 keV is achieved from the ion-source
platform, up to 3.6 MeV in an RFQ, and then by five DTL
tanks up to 90 MeV. Superconducting structures at 2 K
then take over. Double-spoke cavities are used up to
216 MeV, medium-beta (f = 0.67) elliptical cavities take
the beam to 571 MeV and high-beta (5 = 0.86) elliptical
cavities to the full energy of 2 GeV. The RF frequency is
352.21 MHz up through the spoke section, and then it
doubles to 704.42 MHz in the elliptical cavities.

An optimization [2] with respect to criteria like the
ones just mentioned results in a power to the beam per
cavity as in Fig 1.
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Figure 1: Power to the beam per cavity from the DTL through
the superconducting linac.
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One of the outputs of the optimization and this energy-
gain curve is the length of the accelerator, which both
through real-estate and a component count is closely
related to the construction cost.

RF DEVELOPMENTS

The majority of the power delivered to the beam comes
from the high power amplifiers in the 704 MHz parts of
the linac. The medium-beta linac will have 36 klystrons
capable of delivering up to 1.5 MW at saturation. ESS has
placed three contracts for prototypes from three different
vendors. Due to the spread in power requirements in the
medium-beta part of the linac, the klystrons have been
optimized to allow them to be operated at reduced volt-
age, and in addition each klystron is being tested with a
variable mismatch in the output line. The first klystron
has already been tested and delivered to ESS and demon-
strated an efficiency of > 65% at saturation at 600 kW and
at 1.5 MW.

The high-beta linac will have 84 RF sources. ESS are
working with industry to deliver two technology demon-
strators of multibeam (MB) 1O0Ts, each capable of deliv-
ering 1.2 MW during the flat top pulse. The key ad-
vantage of the MB-IOT is that it maintains high efficiency
over a broad output power range at the point of operation,
critical to enable ESS to meet its stringent energy targets.
Both MB-IOT designs are complete, and each contains 10
individual beams combined in a single toroidal output
cavity. The first IOT by L3 Communications Electron
Devices, shown in Fig 2, is under test in the factory and
has already demonstrated high efficiency and 1.2 MW RF
output power. The second IOT being manufactured by a
consortium of Thales Electron Devices (TED) and Com-
munications & Power Industries (CPI) will start testing in
November 2016.

Wt ' A
L6200

Figure 2: L-3 Communications Electron Devices’
1.2 MW, 704 MHz multi-beam IOT for ESS.

OTHER RECENT DEVELOPMENTS

Development work has started on all the accelerator
components that will be delivered as in-kind contribu-
tions. For the partners that joined the ESS project already
in the design phase, this is true since a long time. Other
partners joined more recently during the construction
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phase, but also here progress is rapid. There are additional
development activities taking place in Lund on modula-
tors and LLRF. In total 30 PDRs (Preliminary Design
Reviews) and CDRs (Critical Design Reviews) of accel-
erator systems or sub-systems have taken place in Lund or
at partner laboratories during the last 12 months.

Many systems, especially complex ones with long lead
times, have moved from design to prototyping, and in
some cases even production. In Catania, the construction
of the proton source [3], see Fig 3, recently had reached
the point where the first plasma could be observed. The
proton source will be the first piece of the linac to be
delivered to Lund, and arrival is planned for the late au-
tumn of 2017.

Figure 3: The microwave-discharge ion source designed
and built by INFN in Catania.

Prototype spoke cavities [4] have been delivered to Or-
say and tested since spring 2015. They have exceeded the
ESS requirements of a gradient of 9 MV/m at a QO of
1x10° with a good margin. A prototype spoke cryomodule
is now being built up at Orsay.

Similarly, the first high-beta elliptical cavity prototype
was delivered to Saclay already in 2014 and the first me-
dium-beta cavity prototype was delivered at the end of
2015 [5]. Also these have exceeded the ESS requirements
in vertical tests. Components of the first cryomodule, the
Medium-beta Elliptical Cavity Cryomodule Demonstrator
(M-ECCTD) are being assembled with the goal to start
testing it in early 2017. The series cavities will be pro-
cured and tested by LASA for the medium betas and by
Daresbury Laboratory for the high betas, and they will
then be delivered to Saclay for assembly into cryomod-
ules.

Further examples of existing prototypes include a
MEBT buncher cavity in Bilbao, a LLRF system at Lund
University, DTL permanent-magnet quadrupoles in
Legnaro as well as an electro-magnetic quadrupole for the
elliptical linac at Elettra. Furthermore, a non-ESS super-
conducting cavity has been successfully tested at the 352
MHz test stand at Uppsala University.

OUTLOOK

While linac components are being built at the partner
laboratories, planning at ESS in Lund is now to a large
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extent focusing on the installation phase. Detailed instal-
lation plans have been worked out for the accelerator
tunnel, for the klystron gallery which contains many more
components than the tunnel, and for the stubs connecting
the two.

Installation in the stubs will be a particularly challeng-
ing task. They will contain both waveguides and cables.
They will have to be provided with cooling because of the
power dissipation in waveguides and cables. And they
must prevent neutron radiation from leaking from the
tunnel into the gallery while still being, albeit with some
effort, serviceable.

According to the current plans, full access to the accel-
erator tunnel will be given in March 2017, and the accel-
erator should be ready to produce a 571 MeV beam by
June 2019 (the high-beta installation will continue until
2022). During this time, for instance around 600 km of
cables need to be pulled and connectors need to be
clamped to them, and more than 300 racks need to be
filled with electronics up through the medium betas. This
means that many teams will have to work in parallel with
both installation and testing activities, and at the same
time commissioning of parts of the accelerator will take
place.
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A FIFTEEN YEAR PERSPECTIVE ON THE DESIGN AND PERFOMANCE
OF THE SNS ACCELERATOR

S. M. Cousineau, Oak Ridge National Laboratory, Oak Ridge, TN

Abstract

Construction of the Spallation Neutron Source (SNS)
accelerator began approximately fifteen years ago. Since
this time, the accelerator has broken new technological
ground with the operation of the world’s first supercon-
ducting H linac, the first liquid mercury target, and
1.4 MW of beam power. This talk will reflect on the is-
sues and concerns that drove key decisions during the
design phase, and will consider those decisions in the
context of the actual performance of the accelerator.
Noteworthy successes will be highlighted and lessons-
learned will be discussed. Finally, a look forward toward
the challenges associated with a higher power future at
SNS will be presented.

INTRODUCTION

The SNS accelerator was designed as a short pulse,
high power proton driver for neutron production. The top
levels goals of the accelerator are to provide 1.4 MW of
proton beam power with 90% reliability. The final proton
beam exiting the accelerator is composed of 1 us pulses of
1 GeV protons operating at a repetition rate of 60 Hz. A
third goal, related to the reliability metric, is to maintain
beam loss levels to the order of < 1 W/m, corresponding
to approximately 100 mrem/hr residual radiation at 30 cm
distance, throughout the accelerator in order to allow for
routine, hands on maintenance of system components.

To obtain the short pulse structure of the beam, an H
linac and accumulator ring combination was chosen.
From there, the design decisions for the subsystems were
driven by the high power, high reliability, low loss goals
stated previously. These decisions and their impact on
accelerator performance will be discussed in the forth-
coming sections, following a brief summary of the accel-
erator performance to date.

PERFORMANCE METRICS

The accelerator was commissioned beginning in 2002,
and the first neutrons were produced in 2006. The power
ramp up to took longer than planned due to difficulties in
the target systems [1]. The accelerator was operated in
production mode with 1.4 MW of beam power for the
first time in the fall of 2015. After this production cycle
resulted in a premature target failure, the beam power
power was reduced to 1.1 MW in a move to prioritize
reliability for the neutron users. The power will be
ramped back up in to 1.4 MW in a stepwise fashion over
the course of the next few years in a controlled study of
target cavitation damage versus beam power. Fig. 1 shows
the beam power evolution of the SNS accelerator since
the beginning of operations in 2006.
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Figure 1: SNS beam power evolution.

The accelerator reliability metric is defined as the num-
ber of hours of delivered neutron production divided by
the number of hours scheduled. Catastrophic equipment
failures such as target failures that result in long down-
times have major impact on the reliability metric. The
SNS has suffered seven premature target failures, as well
as one equipment failure in the MEBT with comparable
downtime. Target failures have progress from early life
failures due to manufacturing details to failures due to
cavitation damage at high power. Aside from these single
event failures, the remainder of the accelerator systems
are operating with very high reliability, as demonstrated
in Fig. 2, which shows the historical reliability metric
with and without the target and MEBT failures.
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Figure 2: SNS accelerator reliability metric.

Finally, while reliability and beam power are the met-
rics relevant to the neutron user program, for the accelera-
tor the level of residual radiation is top level consideration
which determines how efficiently equipment maintenance
can be performed. Table 1 below shows the activation
levels throughout the accelerator following the 1.4 MW
production run. With the exception of the ring injection
area, which was always anticipated to be hot, the activa-
tion is well below the 1 W/m criterion.
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Table 1: Activation 3-5 Hours after a 1.3 MW Production
Beam Run

Region Activation Level
(mrem/hr @ 30 cm)
DTL 2-30
CCL 8 -60
SCL 5-45
LEDP 90
HEBT General <5
HEBT DH25 90
Ring Injection 1000
Ring Extraction 80
Ring Collimation 90
Ring General 5-40

THE LINEAR ACCELERATOR

The linear accelerator is composed of a warm linac
DTL and CCL combo to a beam energy 186 MeV , fol-
lowed by a superconducting linac (SCL) with a medium
beta section ($=0.61) and a high beta section ((f=0.61) to
1 GeV. The superconducting technology was chosen over
the warm linac technology for a number of reasons, in-
cluding reduced cost of construction and operation, higher
availability compared to a warm linac, high vacuum to
beam-gas scattering, and a large bore aperture to reduce
beam loss. Since it was the world’s first H SCL, the per-
formance expectations were somewhat unknown, and the
choice was considered both high risk and high potential.
Although by now it is clear that the SCL has been a suc-
cess, the first decade of operation has offered a number of
surprises, both good and bad.

Expectations vs. Realities — SCL Cavities

The design gradients for the SCL cavities were
10.2 MV/m for the medium beta cavities, and 15.8 MV/m
for the high beta cavities. When the cavities were first
powered up at their design repetition rate of 60 Hz, the
gradients for the medium beta cavities were generally
above the design values, but the high beta cavities were
well below expectations, with some cavities unable to run
at all. The most majority of problems were associated
with electron activity in the cavities, which limited the
gradients to below design values for 51 cavities [2]. Due
to these issues, the SNS linac has not yet been run in
production with the design beam energy of 1 GeV. Much
progress has been made toward repairing defective cavi-
ties and improving field gradients through mechanisms
such as plasma processing, and the production beam en-
ergy is now 958 MeV. Fig. 3 shows the cavity gradients
versus design early in the operational cycle in 2007, and
during the 1.4 MW run in 2015.

One performance aspect that become apparent during
the process of removal and repairs of cavities is the ex-
ceptional flexibility and adaptability of the SCL. This is
due to the combination of a spare cavity to provide energy
reserve, and individually powered cavities that allow for
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retuning an rephasing to obtain the same beam energy for
the accumulator ring. The additional benefits of a digital
LLRF system that allows beam blanking, a robust BPM
system for time of flight measurements, and sophisticated
applications software make it possible to tune up the
entire SCL from scratch in a completely automated fash-
ion in 40 minutes, and to retune after a cavity loss in only
20 seconds [3]. This level of expediency was never imag-
ined during the design phase.
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Figure 3: SCL cavity gradients in 2007 (red), in 2016
(blue), and for design (black).

Expectations vs Realities - Beam Dynamics in
the Linac

Since the SNS SCL is the world’s first superconducting
H' linac and there was not wisdom and experience to be
garnered from elsewhere, simulations played a key role in
setting the performance expectations [4]. From simula-
tion work, it was initially thought that the SCL would be
tuned up with design cavity phases to preserve the longi-
tudinal match, and additionally to correlate the longitudi-
nal and transverse phase advances. Finally, it was ex-
pected that the beam would be transversely matched
throughout the entire linac, using matching algorithms
and the intermittent dedicated matching sections in the
linac. Between this model, and the very large bore in the
SCL, simulations predicted a negligible amount of beam
loss in the SCL region.

None of these expectations met reality. Regarding the
cavity phases, the SCL was first configured to a constant
focusing value (-18 degrees from the synchronous phase)
and the the final configuration resulted from tuning the
cavity phases on beam loss until the lowest beam loss
state was reached.

In the transverse plane, a significant and unanticipated
beam loss phenomenon has driven the lattice settings far
away from the initial design value. H™ intrabeam strip-
ping, which was not realized during the design stage,
lead to significant beam loss in the SCL. The loss mecha-
nism, which scales with beam density, and was confirmed
through an experiment which compared beam loss levels
for operating with protons and with H in the SCL [5]. To
mitigate beam loss from this mechanism, the quadrupoles
in the SCL have been reduced to approximately half of
their design values. Any further reduction from these
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values results in an increase in beam loss, which will be
discussed shortly.

Prior to the reduction in transverse focusing, the activa-
tion in the SCL was increasing with beam power at an
alarming rate. Fig. 4 shows the historic evolution of the
activation in the SCL, and the reduction in slope after the
defocusing was put in place. Clearly, if the design quad-
rupoles had been used for beam powers up to 1.4 MW, the
average activation in the SCL would have been
~100 mrem/hr, which falls into the regime of a high radia-
tion area that requires special work permit for mainte-
nance.

It is worth noting that the original SNS linac design
was a warm linac with approximately half the beam pipe
aperture. If this design had been chosen instead of the
large bore (76 mm diameter) SCL option, the SNS could
not have been able to simultaneously achieve its high
power goal while maintaining the < 1 W/m beam loss
standard. Operation at high power would have resulted in
high levels of residual radiation in the linac tunnel which
would have complicated maintenance and cause degrada-
tion of system components.

~100 mrem/hr @ 1.4 MW
for design quads
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Figure 4: Average SCL activation versus beam power.
The dashed line indicates the trend prior to reduced focus-
ing.

Following along the trend of breaking from the design
plans, the beam in the linear accelerator is not matched in
any of the three planes, nor do the transverse phase ad-
vances match the longitudinal phase advances [3]. In
practice, the beam envelope is arrived at through “mon-
key tuning” of the beam losses in the linac, and has sig-
nificant beating in all planes.

Early efforts to transversely match the beam in the linac
were thwarted hindered by an inability of the models to
reproduced the measured RMS values. A multi-year cam-
paign has now resulted in good agreement between model
and measurement in an RMS sense in the SCL in both the
longitudinal and transverse planes. The next steps in this
effort are to achieve the same agreement in the warm
linac, and then to apply control of the beam optics and
matching using these tools.

Even after the defocusing of the optics to reduce intra-
beam stripping, the transverse RMS beam size is still
small compared to the diameter SCL bore aperture. In
fact, the RMS is a factor of ~10 less than the bore size of
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76 mm. Therefore, remaining beam loss in the SCL is
likely due to extended beam halo. Presently, the source
and character of the beam halo is not understood, but
efforts are underway to resolve this problem.

Although the definition of “beam halo” is often disput-
ed, SNS adopts the convention from the 2014 Workshop
on Beam Halo Monitoring which defines beam halo as
10* — 107 of the beam intensity. Recently, a few diagnos-
tics systems have been upgraded to detect beam at this
level and efforts to utilize these diagnostics to understand
and control beam halo in the SNS linac are underway [6].

Expectation vs. Realities — The MEBT Chopper
System

One significant surprise which occurred outside of the
SCL was the performance of the MEBT chopper system.
The design of the SNS accelerator relied on two chopper
systems — the LEBT chopper and the MEBT chopper — to
provide the necessary microsecond beam structure for the
accumulator ring. The LEBT performs the initial chop-
ping, but leaves behind a 25 ns partially chopped beam
tails. It was assumed during design that the partially
chopped beam would fall outside of dynamic aperture and
result in unacceptable beam loss in the linac and beam in
gap in the ring. The fast MEBT chopper, with a rise time
of 5 ns was designed remove most of these tails.

The inclusion of this fast chopper severely con-
strained the design of the MEBT. A MEBT without the
fast chopper would have required four quadrupoles and
one rebuncher to match the beam into the first DTL tank.
On the other hand, the SNS MEBT required fourteen
quadrupoles and four rebunchers to achieve the proper
phase advance between chopper and antichopper.

While the MEBT chopper performed according to
specifications, it did not have an appreciable impact on
the beam loss in the linac. A small difference in the ex-
traction region loss in the accumulator ring was observed
with the MEBT chopper on, but since the losses were
already low in this region, there was no significant bene-
fit. In fall of 2014, the MEBT chopper target leaked and
flooded the entire MEBT. The recovery resulted in a
complete disassembly and reassembly of the MEBT,
requiring four weeks of unscheduled downtime.

THE ACCUMULATOR RING

The SNS accumulator ring, which has accumulated up
to 1.56el4 ppp is the most intense proton ring in the
world on a charge per pulse basis. In order to meet the
activation goals, beam loss must be kept on the order of
le-4 of the beam intensity. The design of the ring was
highly focused on controlling this beam loss and a variety
of both large and small investments were made to assure
that this goal was met. A detailed description of the design
can be found in [7]. Overall, the ring has performed ex-
tremely well and in fact, and could accept a higher beam
intensity while still maintaining reasonable loss levels.
Nonetheless, ten years after the start of operations, it is
interesting to the pose questions: What investments paid
off? What investments didn’t pay off? What was over-
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looked during the design and what was the consequence?
These are the questions that will be addressed in this
discussion.

High Payoff Investments

Probably the largest pay off investment in the ring was
the large beam aperture, which varies between 10 — 16 cm
in the collimation region, to 20 — 30 cm for the beam
pipes. The large aperture allows the beam to be injection
painted into a large area which subsequently reduces the
space charge tune shift and associated effects such as
resonance crossing. In practice, the entire aperture is used
during the accumulation cycle, which minimizes the foil
traversals and resulting beam loss in the injection region.
Another high payoff investment was the dual plane injec-
tion painting system, which allows independent painting
in each plane according to an arbitrary user defined wave-
form. The aim of the injection painting is two-fold: First,
to optimize the beam distribution for the target require-
ments, and second, to reduce the foil traversals and result-
ing injection beam loss. The impact of the latter goal can
be easily demonstrating by accumulating nearly identical
beam distributions with and without injection painting,
and comparing the resulting beam loss, as shown in Fig.
5. The beam loss for the case with no injection painting is

as much as five times more than the case with painting.

~ 1 MW Equivalent Beam Profiles
For Two Equal Emittance Beams
0.4 - - - - -

Painting
No Painting

-60 -40 -20 o 20 40 60
Injection Region Beam Loss Monitor Signals

= painting
= No Painting

Alle A13 A13b BO1

Figure 5: Top - Transverse profiles for painted (blue) and
not painted (red) beams. Bottom - Injection area beam
loss monitor signals for the above profiles.

The third and final large payoff investment is the ring
collimation system. The collimation system is a two stage
system with a set of primary scrapers and three secondary
absorbers. The acceptance of the collimation system is
~300 pi mm mrad, significantly below the 480 pi ac-
ceptance of the remainder of the ring, ensuring that most
particles far outside of the beam core intercept the colli-
mation system instead of the beam pipe. While the prima-
ry scraper system has never been used during production,
mainly because it is not needed, the secondary absorbers
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are critical and are considered to be the main reason that
the remainder of the ring has very low activation.

Medium and Low Payoff Investments

Based on the experience of predecessor machines such
as the Protons Storage Ring (PSR) at Los Alamos, one of
the major concerns during the design of the SNS accumu-
lator ring was beam loss due to collective effects such as
space charge and instability. There was a significant con-
cern over the possibility of an intensity-limiting electron
proton (e-P) instability. As such, a number of pre-emptive
measures were taken to prevent the instability for 1.4 MW
operations. Most notably, the entire SNS vacuum chamber
was TiN coated to reduce the secondary emission yield
for electrons, and a 2™ harmonic RF stations was includ-
ed in the baseline RF buncher design to allow control of
the longitudinal beam distribution. In addition, both
clearing electrodes and clearing solenoids were installed,
and a instability feedback system was developed.

So far, there has not been any e-P instabilities during
production style SNS beam operations. Trace levels of e-P
activity are sometimes observed near the end of the beam
accumulation, but it does not result in any observable
beam loss. It is not possible to know if this success is due
to the TiN coating or not. To date there has been no need
for use of either the clearing electrodes or the suppression
solenoids, and in fact the solenoids have never been pow-
ered up. The e-P instability has been observed during
dedicated physics studies where the machine is config-
ured specifically to excite the instability, and during these
times the second harmonic has been shown to be a strong
knob in extinguishing the instability. The feedback sys-
tem, under development for the entire beam power ramp
up, is now able to reliably damp the instability, as de-
scribed in other works in these proceedings [8]. Along
with the second harmonic RF, this represents a robust
suite safety feature against the possibility of future e-P
instabilities at higher beam powers.

While the e-P instability was the primary concern in the
arena of collective effects, there was also significant at-
tention dedicated to avoiding space charge induced beam
resonances. The baseline lattice tunes of (6.23, 6.20) were
carefully chosen to be in a resonance free zone, and an-
other back up working point (6.4, 6.3) was carefully stud-
ied. In order to ensure that higher order resonances were
avoided for all both tune sets, a set of four of sextupole
families were installed in the ring to provide chromaticity
correction and tune spread reduction, and two octupole
corrector families for compensation of higher order reso-
nances. Normal and skew sextupoles were also installed.

To date, neither the sextupoles nor the octupoles, nor
any of the correctors of this order, have ever been used
during a production beam run. While the main sextupoles
are routinely used during beam physics studies, they have
not been shown to reduce beam loss in the ring. Although
it is possible that these magnets may become necessary
for higher power beam operations in the future, for the
time being, they are not nearly as critical as originally

Plenary Session



Proceedings of HB2016, Malmo, Sweden

anticipated and a significant cost savings could have been
realized by excluding them from the baseline design.

Unanticipated Challenges

While the ring has operated mostly as planned from the
beginning, a few unforeseen issues have arisen, mainly in
the injection region.

The first issue results from a design change whose con-
sequences were not fully appreciated, and a lack of suffi-
cient modelling of the trajectories in the injection region.
The result was that it was not possible to obtain good
injection into the ring while simultaneously providing
clean transport of the waste beam to the injection dump.
Rectifying this problem required several modifications to
the injection region in the first few years after turn on [9].
These modifications included, but were not limited to: A
change in size and width of both the primary and second-
ary foil, and increase in the injection dump beamline
aperture, an increase in the injection dump line septum
magnet gap, and the installation of a new C-magnet in the
injection dump line.

A final unexpected challenge in the injection region is
associated with the convoy electrons, i.e., the electrons
which are stripped from the H. For the SNS 1.4 MW
beam power, these electrons constitute 1.6 kW of beam
power and hence need to be properly handled. The foil is
located in a magnetic field such that the electrons spiral
downward along the field lines and intercept an electron
catcher at the bottom of the vacuum chamber. The catch-
er is designed to capture the electrons and prevent reflec-
tion and out-scatter. However, due to a combination of
fabrication errors and due to the modifications in the
injection region, the electron catcher is not nor has ever
been in the correct position. As a result, a significant
number of electrons are reflected back toward the foil and
intercept the foil mounting bracket and the surrounding
beam pipe. This has caused damaged to the brackets lead-
ing to progressive changes in both the bracket geometry
and material to mitigate the damage [10]. In addition, the
catcher itself is suffering significant damage from the
electrons and will need to be redesigned in the future.

FUTURE CHALLENGES

The SNS facility is planning for a beam power upgrade
from the current baseline 1.4 MW to 2.8 MW to accom-
modate a second target station [11]. To achieve the new
beam power, the beam energy will be increase from 1.0
GeV to 1.3 GeV, and the ion beam current will have to be
increase from ~35 mA to ~50 mA, which is challenging.
The new parameters result in approximately the same
space charge tune shift in the accumulator ring, such that
space charge effects are not a major concern. However,
due to its highly nonlinear nature and notoriously unpre-
dictable behaviour, the e-P instability could still be an
issue. In addition, the beam power increase will result in a
significant increase in the foil temperatures ~ 300 K [9].
Because the current foil temperature is not known, and
because the sublimation rate versus temperature curve has
a large error bar, there is some concern over the sublima-
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tion rate of foils at the higher power. An effort is under-
way to measure the current foil temperatures to more
accurately predict the sublimation rate for 2.8 MW of
beam power.
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LHC RUN 2: RESULTS AND CHALLENGES

R. Bruce®, G. Arduini, H. Bartosik, R. de Maria, M. Giovannozzi, G. Iadarola, J.M. Jowett, K. Li,
M. Lamont, A. Lechner, E. Metral, D. Mirarchi, T. Pieloni, S. Redaelli, G. Rumolo,
B. Salvant, R. Tomas, J. Wenninger, CERN, Geneva, Switzerland

Abstract

The first proton run of the LHC was very successful and
resulted in important physics discoveries. It was followed by
a two-year shutdown where a large number of improvements
were carried out. In 2015, the LHC was restarted and this
second run aims at further exploring the physics of the stan-
dard model and beyond at an increased beam energy. This
article gives a review of the performance achieved so far and
the limitations encountered, as well as the future challenges
for the CERN accelerators to maximize the data delivered
to the LHC experiments in Run 2. Furthermore, the status
of the 2016 LHC run and commissioning is discussed.

INTRODUCTION

The CERN Large Hadron Collider (LHC) [1,2] is built to
collide 7 TeV protons or heavy ions of equivalent rigidity.
Following the downtime after an incident in one of the main
dipole circuits during the first commissioning in 2008 [3],
the operation restarted at lower beam energy to minimize the
risk. Therefore, the first proton run (2010-2013) [4-6] was
carried out at 3.5 TeV—4 TeV. Furthermore, a bunch spacing
of 50 ns was used instead of the nominal 25 ns. This implied
fewer bunches with larger intensity and hence a high peak
luminosity but larger than nominal pileup. Run 1 resulted in
about 30 fb~! of proton data and important physics results,
most notably the discovery of the Higgs boson [7, 8].

Run 1 was followed by a long shutdown (LS 1, 2013-2014)
with a large number of consolidation and upgrade activi-
ties [9]. The bus-bar splices between the superconducting
magnets were improved, in order to make sure that the LHC
could operate at higher energy without risk of repeating the
2008 incident. Run 2 started in 2015 and is planned to con-
tinue until the end of 2018. The main accelerator goals of
Run 2 are to produce more than 100 fb~! of data at a higher
energy and using the nominal 25 ns bunch spacing, but with
lower bunch charge for lower pileup.

The parameters achieved so far in Run 1 and Run 2, to-
gether with the design values, are shown in Table 1. At the
time of writing in end of June 2016, the LHC has entered
its production phase with a luminosity that has just reached
nominal, a stored beam energy of around 250 MJ, and a
good machine availability after a few initial technical issues.
This article gives a review of the achievements so far, as
well as the issues encountered and the challenges ahead for
reaching the goals of the LHC.

BEAM FROM THE INJECTORS

The success of the LHC is highly dependent on the avail-
ability and the beam quality of the injector complex. Protons
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are injected at 450 GeV into the LHC, after passing through
a chain of 4 accelerators: LINAC 2, PSB, PS, and SPS [10].
The present limitations on bunch intensity Np and normal-
ized emittance €, in the injector chain are summarized in
Fig. 1 for the standard 25 ns LHC beam [11]. The brightness
is limited by space charge effects in the PSB and the PS and
the fact that, in the PSB, several injections are performed
from LINAC 2 per PSB bunch. This means that in order to
increase the intensity, more injections are needed, which oc-
cupy different phase-space areas and hence cause larger €,,.
In the SPS, longitudinal instabilities occur if Ng > 1.3x10!!
protons per bunch. The green dots in Fig. 1 show the actual
achieved beams in 2015.

Figure 1 refers to the standard 25 ns LHC beams, which
have been used so far in 2015-2016. Several different
schemes exist [12], where the most interesting for LHC
physics is the so-called BCMS beam (Batch compression,
merging and splitting) [13, 14]. It has almost a factor 2
smaller €,, since lower-intensity bunches with smaller €,
are taken from the PSB and merged in the PS to achieve
about the same Np as for the standard beam. However,
fewer bunches per train can be achieved and hence a slightly
smaller number of total bunches in the LHC.
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Figure 1: Limitations on the beam intensity and normalized

emittance in the injector chain. The white area to the left

represents the possible configuration space for the LHC

beams and the green dots the beams used in 2015.

THE 2015 PROTON RUN

Because of the large number of changes applied in LS1, a
significant recommissioning period was needed. Therefore
2015 was considered to be a commissioning year, with the
main goal to reestablish high-intensity operation with the
new running parameters. A beam energy of 6.5 TeV was
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Table 1: Typical proton running conditions in the LHC during operation so far in Run 1 (2010-2012) and Run 2 (2015-2016),
shown together with the design parameters. The values of luminosity, crossing angle, beam-beam separation, geometric
reduction factor, and number of colliding bunches, refer to the high-luminosity experiments in IR1 and IRS only.

Design 2010 2011 2012 2015 June 2016
Beam energy (TeV) 7.0 35 35 4.0 6.5 6.5
Protons/bunch (average at start of collisions)(10™! P) 1.15 1.0 1.3 1.5 1.1 1.1
Maximum number of bunches 2808 368 1380 1380 2244 2076
Maximum stored energy per beam (MJ) 362 23 112 143 277 266
Bunch spacing (ns) 25 150 50 50 25 25
Transverse normalized emittance ¢,,, 3.75 2.6 2.4 2.4 3.5 3.4
typical value in collision (um)
half crossing angle (urad) 143 100 120 146 145 185
Primary collimator cut (o) 6.0 5.7 5.7 4.3 5.5 5.5
Secondary collimator cut (o) 7.0 8.5 8.5 6.3 8.0 7.5
Tertiary collimator cut (o) 8.3 15.0 11.8 9.0 13.7 9.0
Smallest allowed magnet aperture (o) 8.4 17.5 141 105 155 9.9
B* (m) 0.55 2.0-3.5 1.0-15 0.6 0.8 0.4
Maximum peak luminosity (103* cm=2sT) 1.0 0.021 035 0.77 051 1.01
Total integrated luminosity (fb1) 0.048 55 228 4.2 8.1

chosen as a compromise between energy reach and the time
needed in terms of training quenches of the main dipole
circuits to reach the nominal 7 TeV [15].

As shown in Table 1, a relaxed set of machine parame-
ters were chosen for the 2015 operation, in order to ease
the commissioning [16, 17]. The optical S-function at the
collision point, §*, was 80 cm, which is larger than the g*
=60 cm used in 2012, in spite of the higher energy and thus
smaller beam size. This allowed a beam-beam separation of
11 o, which gave room for a larger dynamic aperture than
in 2012 [18]. Furthermore, the collimator settings used in
2015 were the 2012 settings kept in mm [17], in spite of the
higher energy, which relaxed the impedance constraints com-
pared to the alternative scenario of keeping the settings in o .
Furthermore, an additional 2 o margin was introduced for
machine protection. By relaxing these parameters, the risk
that the operation would be perturbed by beam instabilities
and sudden lifetime drops was kept small.

The hardware commissioning started in early 2015 and the
first beams were circulating in April. The first operation took
place with a small intensity, which was gradually ramped
up, in order to give the opportunity to spot any machine
protection issue early on. An initial physics run with 50 ns
was performed, before the LHC moved to 25 ns operation
in August and heavy ions in November. This was aimed
at re-establishing operation at high stored energies before
addressing limitations from electron cloud expected with
the shorter bunch spacing.

The operation in 2015 was perturbed by several hardware
issues. It was found that some electronic components of the
quench protection system were not radiation hard, which
caused single event upsets and spurious beam dumps [19].
This was fixed during a technical stop by replacing affected
components.
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The material of the movable absorbers for injection pro-
tection (TDI) showed non-conformities [20]. In order not
to risk that the TDI would be damaged by miskicked beam,
the maximum number of bunches per injection was limited
to 144 as opposed to the nominal 288. High vacuum spikes
were also observed during injection close to one of the two
TDIs, and the level of the vacuum interlock had to be in-
creased to avoid spurious beam dumps. It was later found
that the TDI coating was damaged, and a possible link to the
vacuum issues is studied. Both TDIs have been exchanged
for the 2016 run with a new and improved design [20].

Other limits came from so-called UFOs (unidentified
falling objects), which are believed to be dust particles falling
into the beam [21-25]. The interactions of the the beam with
UFOs induce particle showers on nearby elements, which
caused 18 beam dumps and 3 quenches in 2015. Some con-
ditioning of UFOs with time has been observed, and efforts
have been done to optimize the beam loss monitor thresholds
to minimize the downtime from dumps and quenches.

Furthermore, several beam dumps and quenches at the
beginning of the 2015 run, always triggered by beam losses
in the same dipole, were attributed to an unidentified lying
object (ULO) [26]. Dedicated tests, where the beam was
moved in steps around the aperture in this magnet, allowed
to map out the shape of an aperture restriction, possibly a
lying object, at the bottom of the vacuum chamber. The
situation was solved by introducing an orbit bump to steer
the beam with sufficient clearance past the ULO.

The main beam-physics related constraint that the LHC
faced in 2015 was related to electron cloud (EC), which
was since long foreseen to be a major performance limita-
tion [27-29]. Free electrons may be accelerated by the beam
towards the vacuum pipe. On impact, secondary electrons
are produced, which in turn are accelerated and cause an
avalanche effect. The consequences are an increased heat
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load on the beam screens, increased vacuum pressure, and
single or multi-bunch instabilities.

For the LHC, the main issue has been that the heat load
to the cryogenic system limits the number of bunches that
can be injected (2244 at the end of 2015) [30,31]. The heat
load was found to differ between machine sectors, which
is not well understood. Because of a conditioning effect,
special scrubbing runs were carried out, to condition the
EC to a level where the beam quality is acceptable. Further
conditioning was observed over the 2015 physics run. It
should be noted, however, that due to the TDI limitation,
longer trains of 288 bunches could not be injected, and hence
the scrubbing was less efficient. Further limitations due to
vacuum degradation at the injection kickers have also been
encountered.

Some beam instabilities were encountered, driven mainly
by EC, impedance, and an interplay between the two. The
beams could, however, be stabilized through a high chro-
maticity, high octupole current and high damper gain [31,32],
although the resulting increased tune spread, in combination
with the tune spread from EC, made the tune footprint at
450 GeV reach the third order resonance. This was miti-
gated by a slight change in vertical tune. Efforts are also
ongoing to improve the diagnostics and measurements of
instability-related data [33].

Performance limitations due to beam-induced heating of
various components, which were frequently encountered in
Run 1, have been mitigated by a large effort to minimize
the impedance and fix equipment non-conformities during
LS1 [34,35].

In spite of these issues, the LHC was in 2015 success-
fully commissioned at 6.5 TeV and 25 ns bunch spacing,
and a total of 4.2 fb~! of proton data was collected by the
experiments.

THE 2015 HEAVY-ION RUN

The 2015 heavy-ion run with Pb-Pb collisions started
in mid-November and lasted for about a month [36]. A
commissioning period was followed by a reference proton
run at the equivalent nucleon center-of-mass energy and the
Pb-Pb run. The Pb beam energy was 6.37Z TeV, (Z is the
nuclear charge), which provided a center-of-mass energy of
over 1 PeV. This is a record for heavy-ion colliders.

A limitation to the achievable luminosity for heavy ions
is bound-free pair production (BFPP), in which a colliding
Pb ion captures an electron at the collision point and is
subsequently lost locally in the dispersion suppressor, due to
the change in charge [37]. These losses have been predicted
to possibly induce quenches [38], which was shown also
experimentally in 2015 [39,40]. This effect was alleviated
in 2015 by orbit bumps that moved the losses longitudinally
to a harmless location in IR1 and IR5 [41].

The Pb run profited from an very good machine avail-
ability (around 80%), which was better than in the proton
run, and about 40% of the time was spent in physics [42].
Because of excellent injector performance, an average of
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1.6 x 108 ions per bunch was achieved at the start of colli-
sions [36]. This largely surpassed the design value of 7 x 107
ions per bunch and was a key to achieving a peak luminosity
of 3 x 10?7 cm™2s~!, exceeding the peak design luminosity
by a factor 3, as shown in Fig. 2.

At the end of 2016, there will be a p-Pb run, partly at the
same energy as in 2013 [43,44], but mainly at the maximum
available beam energy of 6.5 Z TeV. Another Pb-Pb run is
scheduled in 2018.

2016 PROTON PARAMETERS

To explore further the LHC physics potential, a signifi-
cantly higher integrated luminosity is needed than in 2015.
The goal is to surpass 100 fb~! in the whole Run 2 and
25 tb~! in 2016, which is considered as a production year.
Therefore, the parameters of the LHC have to be pushed
to increase the peak luminosity, while at the same time the
machine availability and the time spent in physics should be
maximized. The parameters for 2016 are shown in Table 1
and we outline here how they were chosen.

The luminosity £ for round beams and optics can be
written as

L= N 123f revkB
4B €xy

where f., is the revolution frequency, kp the number of
bunches per beam, €xy = €,/(¥relBrel) is the geometric
emittance and F a geometric reduction factor. It can never
be larger than 1 and is given by

F, e))

S )

(o tan ¢)2
A1+ B

Here o is the bunch length and ¢ the half crossing angle.

As seen from Eq. (1), there are different ways to push the
luminosity. Firstly, the intensity can be increased through
kp and Np, where the latter gives a larger gain due to the
square dependence in Eq. (1). There could be a possibility to
push Np towards the SPS limit of 1.3 x 10'! at the expense
of slightly larger €, (see Fig. 1). This is more challenging
for electron cloud and impedance effects. To stay within
the stability boundaries, Np can be increased incrementally
to find the optimum. Similarly it is planned to gradually
increase kp while staying within the EC heat load limits,
which was started already in 2015.

The transverse beam size can be decreased by acting on
€, or B*. The BCMS beams could be used to decrease ¢,,
but it is desirable to finish all EC scrubbing studies with the
standard beam before moving to BCMS, which risks also
to be more prone to instabilities and worse lifetime due to
the higher brightness [32,35]. It is also still to be quantified
how much ¢,, of the brighter BCMS beam increases through
the LHC cycle, before entering collisions.

Moreover, 8* can be decreased, independently of con-
straints on €,, and intensity. In the LHC, §* is limited mainly
by the available aperture. When S* is decreased, the -
function in the triplets of the final focusing system increases.
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The triplet aperture, normalized by the beam o, therefore
decreases, but it is only allowed to decrease so much that the
collimation system still protects the aperture [45-47]. To
reduce 5*, one can reduce ¢ in order to gain aperture margin
or optimize the collimators to protect a smaller aperture.

Acceptable values of ¢ are given by what normalized
beam-beam separation can be tolerated without degrading
the dynamic aperture so much that the lifetime suffers. In
2015, a normalized beam-beam separation of 11 o~ was used

but a reduction to 10 o~ has been shown to be possible [18,

48,49], which has been implemented for the 2016 run.

An extensive machine development (MD) program on
collimator settings, carried out in 2015, showed that the
secondary collimators in IR7 could be moved in by 0.5 o
without jeopardizing the long-term stability of the cleaning

or increasing the impedance too much [35,50]. Furthermore,

tertiary collimators (TCTs) were previously kept rather open

to minimize the risk that they, or the triplets behind them,
could be damaged during an asynchronous beam dump [47].

These settings could now be significantly reduced, using a
new optics in which the fractional phase advances between

the dump kicker, TCTs and triplets are close to 0° or 180°,

so that they can never be hit by primary beam during such
an accident. This has resulted in a very important gain in
protected aperture [51-53].

With the tighter collimation hierarchy and the smaller

beam-beam separation, 8* =40 cm is the 2016 baseline,

which was studied in detailed MDs [54]. This is well below
the nominal value 8* =55 cm, and it relies also on a very
well aligned triplet aperture [51].

The geometric factor F in Eq. (1) can be increased by
decreasing ¢ (discussed above) or o, which is limited by

EC effects [31] and longitudinal instabilities [55]. In 2015,

an RMS bunch length o, = 10 cm was deployed, which
has been slightly decreased in steps in 2016, to approach
the boundary of acceptable values. It should be noted that
in the LHC, o, shrinks during the fills due to synchrotron
radiation. Therefore, o, at the start of the fill should be
large enough that no instabilities appear later in the fill. A
longitudinal blowup during the fill is under study [55].
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0% cm~2s7!.

OPERATIONAL EXPERIENCE IN 2016

The recommissioning in 2016 with new parameters was
smooth. The new §* =40 cm optics could be corrected to a
peak B-beat of less than 5% thanks to improved methods [56—
58] and the absence of perturbing triplet movements as in
2015. The new collimator settings were successfully put into
operation and showed excellent cleaning performance [59].
However, technical issues caused delays. About 6 days were
lost due to interventions on the PS main power supply and its
spare, and another 6 days due to a 66 kV transformer short
circuit caused by an animal. Further delays were caused
by water infiltration in IR3 that induced faults on contacts
on collimator cables. This is summarized in Fig. 3, which
shows the luminosity production since May 2016.

Another delay was caused by a vacuum leak the
SPS beam dump, which still prevents trains longer than
96 bunches.Therefore, the plans of increasing kp towards
the maximum possible are, at the time of writing, put on
hold due and kp is temporarily limited to 2076 bunches, as
seen in Table 1. With the shorter trains, the EC effects are
less pronounced, and the intensity could quickly be ramped
up to about 2000 bunches. The intensity rampup over time
in 2016 is shown in the bottom plot of Fig. 4, where it can
be compared to previous years of operation. It can be seen
that the LHC now regularly stores about 250 MJ of energy
per beam during the physics fills.

Apart from the mentioned faults, the recent availability
has been excellent, as seen in Fig. 3, with systems such as
cryogenics, power converters, RF, diagnostics and collima-
tion working reliably. In one week, the LHC spent 75% of
the time in physics. Many long fills of more than 20 h were
possible, with a record of 0.74 fb~! produced in one fill. Af-
ter decreasing the bunch length in steps, the peak luminosity
has now reached the nominal 103* cm=2s~!. Compared to
the nominal scenario, the bunch population in collision is
about the same, but about 25% fewer bunches are used, and
slightly larger beam-beam separation and bunch length. This
is compensated by a 27% smaller 8* and slightly smaller
emittance (see Eq. (1) and Table 1).

The progress of the production of integrated luminosity
is shown in the top plot of Fig. 4, together with the data
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collection in previous years. The rate at which the LHC is
gathering data is, since the end of May 2016, faster than
any previous year, and more than 2 fb~! per week could be
produced. This is due to both the higher luminosity and
the very good availability. So far, the LHC has on June 29
2016 collected 8.1 fb~! for the high-luminosity experiments,
which surpasses the 2015 run already by almost a factor 2.

CONCLUSION AND OUTLOOK

The LHC is presently (June 2016) on a good track of for
reaching its 2016 goal of at least 25 fb™!, thanks mainly
to recent good availability, a very small 8*, and a good lu-
minosity lifetime. The years 2017 and 2018 will also be
focused on luminosity production, and it would be desirable
to produce more than 40 fb~! per year in order to exceed
100 fb~! in Run 2. Therefore, further efforts to improve
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the performance are likely to be needed. It is also crucial
for the success of the LHC that the recent good availability
is maintained or even improved. Studies are performed to
understand all causes of LHC downtime and how different
faults depend on each other, so that efforts for improved reli-
ability can be focused where they are needed the most [42].
In parallel, various means are studied in order to further
increase the luminosity along the lines outlined above.

A main challenge for the LHC is to push the intensity limit
from EC heat load. During the 2016 run, the conditioning
effect has hardly been visible, however, only the shorter
72 and 96 bunch trains were used. To further understand
and push the limits, tests should be done with longer trains
of 288 bunches or the special doublet beam, which was
developed for this purpose [60].

If the intensity cannot be further increased due to e.g.
electron cloud, the high-brightness BCMS beams could be
a good option. Moreover, further MD studies are planned
to explore the long-range beam-beam effect and to find out
whether the crossing angle can be further decreased with-
out losing in luminosity lifetime. Preliminary studies have
shown that a beam-beam separation even down to 8 o could
be feasible with BCMS beams [18]. The collimation hi-
erarchy is also under study, where it might be possible to
further reduce the openings. The limitations are given both
by machine protection constraints, impedance, and stabil-
ity of the cleaning hierarchy [47], in order to gain further
in §*. Combining these improvements, there is hope that
the design luminosity could be exceeded by several tens of
percent [61]. Further developments, such as flat optics, are
also under study.

The LHC beam energy is presently 6.5 TeV, however,
further tests could be envisaged to evaluate more precisely
the number of additional training quenches that are required
to reach 7 TeV, and thus how costly it is in terms of time [15].

Another long shutdown (LS2) is planned 2019-2020, in
which major upgrades are foreseen in particular for the injec-
tor complex [62]. Tentatively, LS2 will be followed by Run 3
to 2023 and then LS3 (2024-2026), where major upgrades
for high-luminosity LHC are to be installed [63]. With these
improvements, the goal is to produce around 3000 fb~! over
the following 10 years.
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RECENT PROGRESS OF J-PARC MR BEAM COMMISSIONING
AND OPERATION

S. IgarashiJr for the J-PARC MR Beam Commissioning Group
KEK/J-PARC Center, Tsukuba, Ibaraki 305-0801 Japan

Abstract

The main ring (MR) of the Japan Proton Accelerator
Research Complex (J-PARC) has been providing 30-GeV
proton beams for elementary particle and nuclear physics
experiments since 2009. The beam power of 415 kW has
been recently achieved with 2.15 % 10'* protons per pulse
and the cycle time of 2.48 s for the neutrino oscillation
experiment. Main efforts in the beam tuning are to mini-
mize beam losses and to localize the losses at the collima-
tor section. Recent improvements include the 2™ harmon-
ic rf operation to reduce the space charge effect with a
larger bunching factor and corrections of resonances near
the operation setting of the betatron tune. Because the
beam bunches were longer with the 2" harmonic rf opera-
tion, the injection kicker system was improved to accom-
modate the long bunches. We plan to achieve the target
beam power of 750 kW in JFY 2018 by making the cycle
time faster to 1.3 s with new power supplies of main
magnets, rf upgrade and improvement of injection and
extraction devices. The possibility of the beam power
beyond 750 kW is being explored with new settings of the
betatron tune.

INTRODUCTION

The Japan Proton Accelerator Research Complex (J-
PARC) consists of the high intensity proton accelerators
and the experimental facilities to make use of the proton
beams [1]. It has three accelerators; a 400 MeV linear
accelerator, 3 GeV rapid cycling synchrotron (RCS) and
30 GeV main ring (MR). MR is a synchrotron with the
circumference of 1567.5 m and with three-fold symmetry
as shown in Fig. 1. The first straight section is for injec-
tion devices and beam collimators. The proton beams
from RCS are transported through a beam transport line
(3-50BT) to MR. The second straight section is for slow
extraction (SX) devices to deliver the beam to the hadron
hall. The third straight section is for rf cavities and fast
extraction (FX) devices to extract the beam to the neutri-
no beam-line or the beam abort line.

The cycle time is 2.48 s for the FX mode. The beam is
extracted in one turn at the top energy to the neutrino
oscillation experiment (T2K). For the SX mode the cycle
time is 5.52 s with the flattop duration of 2.93 s. Beam
spills of 2 s duration are then delivered to elementary
particle and nuclear physics experiments in the hadron
hall.

The T2K experiment observed the appearance of elec-
tron neutrinos from muon neutrinos made from the sec-
ondary particles of the high intensity protons [2]. High
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intensity proton beams are further demanded for the pre-
cise measurements of neutrino mixing parameters.

The beam power has been steadily increased as shown
in Fig. 2 in the last six years. It was mostly about 390 kW
in the operation of Jan. ~ May of 2016 for FX with 2 X
10" protons per pulse (ppp). The plan to achieve the
target beam power of 750 kW is to make the cycle faster
from 2.48 s to 1.3 s with 2 X 10" ppp. A milestone for the
number of accelerated protons was therefore reached.
Further efforts are being made for higher intensity. The
user operation of 415 kW was successful during the last
three days.

Beam abort line

Fast extraction

Hadron
Experimental Hall

Rf cavities

#7/ Hadron beamline
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Ring collimators )

\ <
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Figure 1: Layout of J-PARC MR.
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Figure 2: Beam Power Trend Graph.

OPERATION STATUS FOR THE FAST
EXTRACTION
Eight bunches of beams are injected to MR in 4 times
during the injection period of 0.13 s. The acceleration
takes 1.4 s and the accelerated protons are extracted in
one turn. The recovery for the magnet currents takes 0.94
s and the total cycle is 2.48 s. Figure 3 shows the beam
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intensity measured with DCCT as a function of the cycle
time for a shot of beam power of 416 kW. The number of
protons per bunch (ppb) is 2.7 X 10" at the injection and
the number of accelerated protons is 2.15 X 10" ppp. The
beam loss is estimated to be 170 W during the injection
period and 417 W during 0.12 s in the beginning of accel-
eration. The total beam loss is within the MR collimator
capacity of 2 kW. The beam loss at 3-50BT is estimated
to be 100 W. It is also within the 3-50BT collimator ca-
pacity of 2 kW.

The beam loss distribution in the circumference is
shown in Fig. 4. The beam loss is measured with beam
loss monitors [3] located at all 216 main quadrupole mag-
nets. The gains of the 24 loss monitors (#1 ~ #20 and
#213 ~ #216) including the collimator area are set to low,
and the others (#21 ~ #212) have higher gain about 8
times. The beam loss is reasonably localized in the colli-
mator area of (#6 ~ #11). Details of the collimator opera-
tion are described in Ref. [4].
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Figure 3: Beam intensity (shown in red) for a user-
operation shot of the beam power of 416 kW as a function

of the cycle time.

IR
0 0.5 1

[ Accumulated Loss #1 | [l Low Gain
* I High Gain
g [
3
o
o -
20000 —
[
10000‘

80 80 100 120 140 160 180 200
Address#
Figure 4: Beam loss distribution measured with beam loss
monitors in the circumference as a function of MR ad-

dress for a shot of the beam power of 416 kW.
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RECENT IMPROVEMENTS

Injection Beam Distribution

RCS beam parameters such as painting and operation
tune and chromaticity have been intensively explored for
high intensity MR operation [5]. Profiles with a low peak
should be preferable for reducing the space charge effects.
Profiles with little tail should also be preferable for the
beam loss reduction. By the RCS beam parameter optimi-
zation we managed to have the profiles with parabola
distributions, even though the profiles used to be Gaussi-
an distributions. The profile of injection beam is meas-
ured with an optical transition radiation monitor (OTR)
[6] in 3-50BT (Figure 5).
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Figure 5: Horizontal beam profile (upper fig.) and vertical
beam profile (lower fig.) measured with OTR in 3-50BT.

Rf Pattern

Beam studies with the 2™ harmonic rf indicated the im-
provement of the bunching factor and beam survival.
When the 2™ harmonic rf was set to 0 kV with the fun-
damental rf of 100 kV, bunching factor was measured to
be between 0.2 and 0.3 and the bunch length became
about 200 ns. When the 2™ harmonic rf was set to 70 kV
with the fundamental rf of 100 kV, bunching factor was
improved to be between 0.3 and 0.4 and the bunch length
was as long as about 400 ns.

For the recent user operation the fundamental rf of 160
kV and 2™ harmonic rf of 85 kV have been applied
during injection period to improve the bunching factor
and to reduce the space charge effects. The bunching
factor was measured to be about 0.3 during injection
period. In the beginning of acceleration the fundamental
rf voltage turned up to 280 kV in 60 ms and turned down
to 256 kV at 0.4 s after the acceleration start until the
acceleration end. The 2™ harmonic rf lasts 0.1 s in the
beginning of acceleration and turned off for the rest of
acceleration.
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Injection Kicker Improvements

The injection kicker system was improved to cope with
long bunches for the 2™ harmonic rf operation. The rise
time of the injection kicker were improved to be faster
with the speed up circuit [7]. The tail was suppressed with
the tail matching circuit. There is a reflection pulse that
would make an extra kick to a circulating bunch. A com-
pensation kicker was newly installed to cancel the extra
kick [8]. It has been used in operation and reduced the
beam losses at injections.

Instability Suppression

The chromaticity pattern in the cycle time was opti-
mized to minimize the beam loss. To suppress instabilities,
the chromaticity is kept to be negative, typically —6
during injection. If the chromaticity is too small in nega-
tive value, instabilities may be observed causing beam
losses. If the chromaticity is too large in negative value,
we may observe beam losses those are probably due to
chromatic tune spread. The optimization is iterated after
the change of the beam intensity and parameters of fol-
lowing feedback systems.

A bunch by bunch feedback system has been used to
suppress coherent oscillation of each bunch effectively [9].
To suppress internal bunch oscillation, a more wideband
feedback system named intra-bunch feedback system [10]
is applied during injection and in the beginning of accel-
eration. The system consists of new stripline BPM’s
which have wide frequency response, a signal processing
circuit and stripline kickers with the bandwidth of 100
kHz ~ 100 MHz. BPM signals are sampled at the rate of
64™ harmonic of the RF frequency. The signal processing
circuit extracts the betatron oscillation signals on each
slice and feedbacks kick signals for each slice. The sys-
tem has been applied effectively during injection and up
to 0.12 s after the acceleration start.

Optics Measurement and Correction

We have recovered the effective physical aperture by
corrections of the optics and closed orbit distortion
(COD). The stripline kickers and the power amplifiers of
the intra-bunch feedback system are used for beta meas-
urement during injection and up to 0.37 s after the accel-
eration start. The kicker is to excite the betatron oscilla-
tion. The amplitudes of the oscillation are then measured
with all the BPM’s. The square root of beta should be
scaled to the oscillation amplitude. The dispersion func-
tion is derived from the COD for the momentum devia-
tion of |8| < 1.3%. The betatron tune during injection
and acceleration is measured from the frequency of the
betatron oscillation that is induced by exciters. The results
of beta, dispersion and tune are corrected to what we
intend to set by adjusting the currents of 11 quadrupole
magnet families. Figure 6 shows the horizontal and verti-
cal tunes before and after the optics correction as a func-
tion of the cycle time. The tunes after the correction have
less deviation from the setting tunes.
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Figure 6: Horizontal tune (upper plot) and vertical tune
(lower plot) as a function of the cycle time. Measure-
ments before the optics correction are in black dots and
results after the correction are in blue dots. The correction
is done up to 0.5 s. The red dashed lines show the setting
tunes.

Space Charge Tune Spread

The space charge tune spread was estimated for the
beam power of 380 kW. The number of ppb was 2.5X
10" for the cycle time of 2.48 s. The transverse 2 o
emittance was assumed to be 16 1 mm mrad and the
bunching factor was set to 0.3 based on the measurements.
Figure 7 shows the distribution of the tunes of macro
particles with the particle tracking simulation program
SCTR [11], which takes the space charge effects into
account. The operation tune was set to (22.40, 20.75). The
tune spread was estimated to be 0.3. There are some reso-
nances of concern, such as a linear coupling resonance v
« T vy=43, a half integer resonance 2 v ,= 41 and third
order resonances.
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Figure 7: Space charge tune spread and resonances of
concern.
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Linear Coupling Resonance Correction with
Skew Quadrupole Mangets

Rotation errors of the quadrupole magnets and vertical
COD at the sextupole magnets cause the linear coupling
resonance v x + v, = 43. Four skew quadrupole magnets
(SQ’s) have been used to correct the resonance. Current
settings of the SQ’s were optimized to recover the beam
survival when the tune was set to be (22.28, 20.71) on the
resonance for low intensity beams at first [12]. They were
further optimized to minimize the beam loss for the high
intensity operation. The beam survival has been improved

for the beam power of 380 kW equivalent as shown in Fig.

8.
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Figure 8: Beam intensity during injection and in the be-
ginning of acceleration for 2-bunch beam for the beam
power of 380 kW equivalent with SQ’s on (red line) and
off (black line).

Half Integer Resonance Correction with Trim
Coil of Quadrupole Magnets

The FX septum magnets make undesirable quadrupole
fields for circulating beams with the leak fields. They
were measured for all 8 FX septum magnets. The sum of
the strength K1 corresponded to 3 % of a main quadru-
pole magnet. Correction currents for the trim coils of
three quadrupole magnets near the FX septum magnets
were calculated. The correction has been applied and
optics were measured at (22.19, 20.54) near the half inte-
ger resonance of 2v, = 41. Improvement of the beta
modulation was then observed with the correction.

Third Order Resonance Corrections with Trim
Coils of Sextupole Magnets

Third order resonances of v x+2v,=64and 3 v =67
have been corrected with trim coils of four sextupole
magnets. The current setting of trim coils of two sextu-
pole magnets was optimized to recover the beam survival
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for low intensity beams when the tune was set (22.42,
20.78) on the 3" order resonance of v ,+ 2 v ,= 64. The
resonance strength Gj,64 expressed by Eq. (1) was then
derived from the measurement.

Jzﬁyﬁﬁﬂﬂﬂﬂﬂ+zﬁﬂ (1)

12,64 — g
The same procedure was repeated when the tune was set
(22.34, 20.75) on the 3™ order resonance of 3 v, = 67.
The resonance strength G;g6; expressed by Eq. (2) was
also derived.
2

_NZ g . )
G4 LY By "k, expli(39,)] @)

Trim coils of four sextupole magnets were used to cor-
rect both of v ,+ 2 v y= 64 and 3 v .= 67. A solution was
solved for a simultaneous equation to reproduce the two
resonance strengths in the complex planes as shown in
Fig. 9 and 10. It was applied for the high intensity opera-
tion and the beam loss was improved.
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Figure 9: Each contribution of SFA magnets for resonan-
ce strength of v ,+ 2v ;= 64 in the complex plane at the
tune of (22.33, 20.83) with the trim coil correction of
SFA048 of +1.1 A (red vector) and with the trim coil
correction of four sextupole magnets; SFA048 +1.11 A,
SFA055 -0.69 A, SFA062 +0.81 A, SFA069 -0.69 A
(blue vectors).
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Figure 10: Each contribution of SFA magnets for reso-

nance strength of 3 v, = 67 in the complex plane at the

tune of (22.33, 20.83) with the trim coil correction of

SFA048 of +0.3 A (red vector) and with the trim coil

correction of four sextupole magnets; SFA048 +1.11 A,

SFA055 -0.69 A, SFA062 +0.81 A, SFA069 -0.69 A

(blue vectors).
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OPERATION WITH THE BETATRON
TUNE OF (21.35, 21.43)

We have explored the possibility of operation with the
other betatron tunes. So far the operation tune was (22.40,
20.75), where we observed a serious linear coupling sum
resonance of v ,+v,= 43 within the space charge tune
spread. We have searched the area of 21.0 ~ 21.5 for both
horizontal and vertical tunes, where there is no linear
coupling sum resonance as shown in Fig. 11. Detail
search was done and the tune setting of (21.35, 21.43)
was the best for the beam survival. The quadrupole field
of the FX septum magnets and the third order resonances
of vy+2v,=64 and 3v,= 64 were corrected. The
linear coupling difference resonance of v ,— v,= 0 was
corrected with the SQ’s. Further the currents of two octu-
pole magnets were optimized to minimize the beam loss.
The rf voltage pattern was same as the operation of (22.40,
20.75) described in the preceding section. The parameters
of the bunch by bunch and intra-bunch feedback systems
were adjusted for the new tune. The chromaticity was set
to be —7. We have tested shots of the beam power of 440
kW. The beam loss during injection was 443 W and loss
in the beginning of acceleration was 795 W. The sum of
the losses was within the MR collimator limit. But it was
higher than the loss in the normal operation and should be
reduced.

The compensation kicker was not ready to use, because
the phase advance between the injection kicker and the
compensation kicker was not appropriate for the new tune
setting. Changing the polarity of the compensation kicker
is a solution and the beam loss reduction is expected. It
will be tested in the next available study time.
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Figure 11: Structure resonances of up to 3™ order (solid
lines) and non-structure resonances of half integer and
linear coupling resonances (dashed lines). Space charge
tune spread shown for the tune of (22.40, 20.75) and
(21.35, 21.43) for the beam power of 380 kW.
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UPGRADE PLAN FOR THE BEAM
POWER OF 750 kW AND MORE

We plan to make the cycle time faster from 2.48 s to
1.3 s to achieve the beam power of 750 kW. The power
supplies of main magnets are being upgraded by JFY
2018 [13]. The construction of three new buildings is
planned for the power supplies. The rf cavities are also
being upgraded for the faster cycling [14]. Additional
collimators are being considered to upgrade for the total
power capability of 3 kW [4]. The kicker magnets for
injection and extraction are being improved and the sep-
tum magnets for injection [15] and extraction [16] are
upgraded for the faster cycling.

SUMMARY

The beam power of 415 kW has been recently achieved
from J-PARC MR with 2.15X 10" ppp and the cycle time
of 2.48 s for the neutrino oscillation experiment. The
beam loss was observed to be 600 W mostly localized at
the collimator section. Recent improvements include the
2" harmonic rf operation to reduce the space charge ef-
fect with a larger bunching factor and corrections of reso-
nances near the operation setting of the betatron tune. We
plan to achieve the target beam power of 750 kW in JFY
2018 by making the cycle time faster to 1.3 s with new
power supplies of main magnets, rf upgrade and im-
provement of injection and extraction devices. The possi-
bility of the beam power beyond 750 kW is being ex-
plored with new settings of the betatron tune.
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ACCELERATOR PHYSICS CHALLENGES IN FRIB DRIVER LINAC*

M. Ikegami, K. Fukushima, Z. He, S. Lidia, Z. Liu, S. M. Lund, F. Marti, T. Maruta®, D. Maxwell,
G. Shen, J. Wei, Y. Yamazaki, T. Yoshimoto, Q. Zhao
Facility for Rare Isotope Beams, Michigan State University, MI 48824, USA

Abstract

FRIB (Facility for Rare Isotope Beams) is a heavy ion
linac facility to accelerate all stable ions to the energy of
200 MeV/u with the beam power of 400 kW, which is under
construction at Michigan State University in USA. FRIB
driver linac is a beam power frontier accelerator aiming to
realize two orders of magnitude higher beam power than
existing facilities. It consists of more than 300 low-beta
superconducting cavities with unique folded layout to fit
into the existing campus with innovative features including
multi charge state acceleration. In this talk, we overview
accelerator physics challenges in FRIB driver linac with
highlight on recent progresses and activities preparing for
the coming beam commissioning.

INTRODUCTION

The Facility for Rare Isotope Beams (FRIB) is a high-
power heavy ion accelerator facility now under construc-
tion at Michigan State University under a cooperative
agreement with the US DOE [1]. Its driver linac operates
in CW (Continuous Wave) mode and accelerates all stable
ions to kinetic energies above 200 MeV/u with the beam
power on target up to 400 kW. This novel facility is de-
signed to accelerate and control multiple ion species simul-
taneously to enhance beam power. The linac has a folded
layout as shown in Fig. 1, which consists of a front-end,
three Linac Segments (LSs) connected with two Folding
Segments (FSs), and a Beam Delivery System (BDS) to
deliver the accelerated beam to the production target. The
front-end consists of two ECR (Electron Cyclotron Reso-
nance) ion sources, a normal conducting CW RFQ (Radio
Frequency Quadrupole), and beam transport lines to sep-
arate, collimate, and bunch the multiple ion charge states
emerging from the ECR sources. lon sources are located on
the ground level and an extracted beam from one of two ion
sources is delivered to the linac tunnel through a vertical
beam drop. In the FRIB driver linac, superconducting RF
cavities are extensively employed. After acceleration up
to 0.5 MeV/u with a normal conducting RFQ, ions are ac-
celerated with superconducting QWRs (Quarter Wave Res-
onators) and HWRs (Half Wave Resonators) to above 200
MeV/u. There are two types each of QWRs (6 = 0.041
and 0.085) and HWRs (8 = 0.29 and 0.53) with different
geometrical beta. The frequency and aperture diameter for
QWRs are 80.5 MHz and 36 mm respectively, and those

*Work supported by the U.S. Department of Energy Office of Science
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for HWRs are 322 MHz and 40 mm respectively. We have
three 8 = 0.041 cryomodules housing four cavities and
11 8 = 0.085 cryomodules housing eight cavities in LS1
(Linac Segment 1). We have 12 8 = 0.29 cryomodules
housing six cavities and 12 8 = 0.53 cryomodules hous-
ing eight cavities in LS2 (Linac Segment 2). There are 6
B = 0.53 cryomodules followed by a space to add cry-
omodules for future upgrade in LS3 (Linac Segment 3).
The total number of superconducting RF cavities is 332
including those for longitudinal matching in the Folding
Segments. Each superconducting RF cavity is driven by
an independent solid state amplifier. Transverse focusing
in the superconducting linac sections is provided by super-
conducting solenoids (8 Tesla, 20 mm bore radius). It is
unique to have such large scale linac sections with low-
[ superconducting RF cavities together with multi charge
state acceleration at high CW power. This poses accelera-
tor physics challenges specific to the FRIB driver linac.
We reported beam physics challenges in FRIB at the pre-
vious series of this worksop [2]. Here, we don’t repeat the
challenges we identified at the previous workshop while
we have been continuously pursuing those areas. As gen-
eral accelerator challenges for high power linacs were sum-
marized at the previous workshop [3], we try to focus in
this paper on challenges specific to FRIB and/or those for

ECR lon Sources
Room Temperature RFQ Accelerator

$=0.041 Quarter Wave Resonators.

Target Beam Delivery System
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BDS l
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Figure 1: Layout of FRIB driver linac. Top: Cut view of
FRIB driver linac building. Bottom: Schematic layout for
the FRIB driver linac (top view).
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which active studies are on-going in FRIB.

In the next section, we review accelerator physics chal-
lenges for FRIB with emphasis on beam dynamics re-
lated issues. Before summarizing the paper, we also show
present construction status of FRIB and its commissioning
schedule briefly.

ACCELERATOR PHYSICS CHALLENGES

As a high power frontier accelerator, mitigation of un-
controlled beam loss is one of its major challenges for
FRIB. This is especially true for FRIB as it is more dif-
ficult to detect heavy ion beam loss than lighter ions with
sufficient sensitivity. In addition, as a user facility to sup-
port nuclear physics experiments, high beam availability of
larger than 90 % is required with yearly beam on target of
5,500 hours. One of major challenges regarding the beam
availability is to achieve swift enough switch over of ion
species. It is typically requested to change ion species once
in a week or two, and regarding retuning should be com-
pleted in one day or shorter.

Development of Online Model

To achieve the availability goal and to mitigate the un-
controlled beam loss during tuning, it is indispensable to
develop efficient tuning schemes based on online model.
To this end, it is required to develop a robust online model
and flexible environment to develop application software
for tuning. To support online tuning, we need to have a sim-
ple and quick model with minimum accuracy to serve for
the tuning. As FRIB driver linac involves specific features
which are not covered by usual fast models, we decided
to develop a dedicated envelope model in house. Those
features include multi-charge state acceleration, non-axial
symmetric field for quarter wave resonators, and charge
stripping.

In addition, we decided to develop an online model
based on IMPACT [4] as a back up to serve for advanced
tuning which may not be covered by a simple model. IM-
PACT is a three-dimensional particle-in-cell code origi-
nally developed to study space charge effects. Space charge
effect is negligible in most part of FRIB linac thanks to
its low peak intensity. None the less, IMPACT has been
adopted as the reference code to develop FRIB lattice after
extending it to cover multi charge state acceleration to take
advantage of its robust framework. As advanced tuning, we
anticipate halo mitigation (or matching beyond rms match-
ing) and second order acrhomat tuning at arc sections. We
also utilize IMPACT as a modeling engine for virtual ac-
celerator, which enable us to benchmark tuning algorithms.
Although execution speed is a main concern for IMPACT
as an online model, we have confirmed that it can be run
with around 1 second with a standard server for the first
linac segment by turning off the space charge calculation
and optimizing simulation conditions.

As for a simple model, we have developed a envelope
model named FLAME [5]. This model was originally
prototyped with Java and extensively benchmarked against
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Figure 2: Schematic for commissioning application devel-
opment environment.

IMPACT. After verifying its physics model, we converted
it to a C++ code to further optimize the performance and
to improve its interfaces. We expect that this model serves
sufficiently for most of basic tunings such as orbit correc-
tion, rms matching, and phase/amplitude tuning.

We have developed an environment to develop commis-
sioning applications with Python as a scripting language,
FLAME as an online model, and Dakota as optimization
tools as shown in Fig. 2. Both FLAME and Dakota have
Python interfaces. We use IMPACT-based virtual acceler-
ator to verify tuning algorithms. We have prototyped basic
tuning applications with this environment. So far, Java pro-
totype for FLAME is used for the prototyping and we are
converting it to be FLAME-based.

Extended Error Studies and Model Enhancement

To achieve efficient tuning, we need deep understanding
of the machine and a good model to represent it. To deepen
our understanding of the accelerator, we are continuing er-
ror studies or case studies assuming realistic conditions,
which will be our knowledge-base on possible responses
of the machine to realistic errors [6]. Figure 3 shows an
example of those extended error studies where longitudinal
acceptance for LS1 assuming RF amplitudes £20 % off
the nominal randomly. This study gives us a guidance to
optimize operation parameters for RF cavities.

Accuracy of modeling for a linac is often determined
by the modeling capability of its front-end. Space-charge
effects are negligible for most part of FRIB due to rela-
tively small peak current. However, an obvious exception
is low energy beam transport immediately after ECR ion
sources. In particular, existence of contaminant ion species
and charge states make it complicated to model the dynam-
ics in the charge selection process where unintended ion
species and charge states are separated with a dipole mag-
net and eliminated with a slit. We are continuing efforts
to improve the modeling of front-end using Warp code [7]
with three dimensional field map [8].

Contaminant lon Species Loss Study

We have identified a few mechanisms which could result
in uncontrolled beam loss in FRIB linac, one of which is
caused by contaminant ion species. In generating a heavy
ion beam with an ECR ion source, other ion species but
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Figure 3: An example of extended error study with IM-
PACT. Longitudinal acceptance for LS1 with nominal RF
amplitudes (top left) and that with RF amplitude +20 %
randomly off the nominal (top right). Bottom figure shows
the RF amplitude distribution assumed in the case in top
right.

with similar Q/A (or the charge to mass ratio) can contam-
inate the beam. In some cases contaminants come from
supporting gasses, and in other cases from gasses intro-
duced in previous experiments. Contaminants with simi-
lar Q/A can be accelerated with intended ions in the first
linac segment. However, they could have very different
Q/A after charge stripper as lighter ions are more easily
stripped. Then, contaminant with very different Q/A has
a mismatch to the optics, which can result in a beam loss
after charge stripper. Those particles with different Q/A
from intended are supposed to be eliminated at charge se-
lector situated after the first dipole magnet in the arc sec-
tion. However, Q/A of a contaminant could be too different
to be delivered to the charge selector resulting uncontrolled
beam losses between charge stripper and charge selector
(See Fig. 4). One of examples for the contaminant is *N2+
for 238U34* . They have exactly the same Q/A of 0.146 and
hence they are both accelerated by LS1 being captured in
an RF bucket. After the stripper, however, '*N?* may be-
come N7t (Q/A=0.5) while typical charge state for ura-
nium will be 238U78+ (Q/A=0.328). Then, “N"* will not
reach the charge selector with optics tuned for 238U"87 re-
sulting a beam loss.

We are conducting a simulation study to find an optimum
design of collimators to localize the losses from contami-
nants [9]. As we need to deliver various ion species for the
experiment, the collimator system should accommodate a
wide range of Q/A ratio between contaminant and intended
ions. Figure 5 shows an example for the simulation where
Q/A of contaminant is assumed to be 20 % larger than the
intended beam.
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Figure 5: An example of IMPACT simulation for collima-
tion of contaminant ion species. Assumed Q/A for con-
taminant is 20 % larger than the intended beam. Beam
envelopes are simulated from charge stripper to charge se-
lector. Top: horizontal envelope, middle: vertical enve-
lope, and bottom: transmission efficiency of contaminant.
Light blue and magenta solid lines show the envelopes of
intended beam. Shaded areas in blue and red show the
envelopes of contaminant. Locations of collimators under
consideration are also shown with red arrows.

Residual Gas Stripping Loss Study

Another beam loss mechanism is residual gas strip-
ping. Accelerated ions can lose electrons by scattering with
residual gas molecules, and generated ions with irregular
charge state can cause beam losses. The rate of residual
gas stripping is determined by the vacuum pressure level
and gas component, and single electron stripping is domi-
nant where an ion lose an electron.

As the vacuum level is generally higher in room temper-
ature sections than in superconducting sections, this loss
mechanism is a concern in room temperature sections pri-
marily. Residual gas stripping in dispersion section is a
particular concern. If the single stripping occurs in non-
dispersive segments, there is a large likelihood that the scat-
tered particle stays in the acceptance. Meanwhile, if the
stripping occurs in a dispersive area, generated ions with
irregular charge state can have significantly different beam
trajectory and result in a beam loss. It will be especially
the case for vicinity of charge selector in the first 180 de-
gree arc section, where we anticipate that beam absorber
for charge selection can be a notable gas source. It led us
to focus on residual gas stripping loss study for the first
folding segment primarily.

We are conducting a simulation study to find an optimum
design of collimators to localize the losses from residual
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Figure 6: An example of IMPACT simulation for residual
gas stripping. Shaded areas in green, light blue, violet, ma-
genta, and red show the envelopes of five charge states of
uranium which will be delivered to the second linac seg-
ment. Shaded areas in gray show the envelope of ions with
irregular charges state generated at charge selector. Lo-
cations of collimators under consideration are also shown
with red arrows.

gas stripping assuming the primary source of gas stripping
is around charge selector [9]. Figure 6 shows an example
for the simulation where ions with irregular charge state are
generated at charge selector. The study will be extended to
deal with residual gas stripping in other locations.

Other Technical Challenges

Although we emphasizes challenges in FRIB regarding
beam dynamics in this section, we also have other chal-
lenges if we extend the scope to hardwares. We don’t elab-
orate on this in this paper as it was summarized in a re-
view paper in the previous workshop [3]. Representative
examples of technical challenges for FRIB linac include
charge stripper and MPS (Machine Protection System). As
for charge stripper, we plan to adopt liquid lithium stripper
to sustain the energy deposition [10]. In MPS, a particu-
lar challenge is to detect loss of heavy ions in low energy
section with sufficient sensitivity where conventional ion-
ization chamber is not sensitive enough. We are planning to
adopt multiple detection methods with different sensitivity
and response time to overcome this difficulty [11].

CONSTRUCTION STATUS AND
SCHEDULE

As of July 2016, construction of FRIB building is pro-
gressing ahead of schedule especially for its front-end area.
It allowed us to start to install technical equipment for
front-end and transfer lines. We plan to start beam com-
missioning of ion source in September 2016 and beam
commissioning of RFQ and MEBT (Medium Energy Beam
Transport) in February 2017. It will be followed by start of
beam commissioning of the first three cryomodules in LS1
in early 2018. The commissioning effort will be continued
in a staged way until completion of the project in fiscal year
2021.
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SUMMARY

FRIB is a high-power heavy ion accelerator facility
presently under construction at Michigan State University
to support nuclear physics experiments. FRIB consists of
a driver linac and experimental facility, and its linac accel-
erates all stable ions including uranium to kinetic energies
of more than 200 MeV/u and continuous wave beam power
up to 400 kW. This beam power is more than two orders of
magnitude higher than the existing heavy ion linac facili-
ties, resulting in various accelerator physics challenges. In
this paper, challenges for FRIB have been discussed with
emphasis on beam dynamics issues avoiding the overlap
with previous papers in this workshop series [2, 3]. We
have reported recent activities on online model develop-
ment, extended error simulations, and collimator design
study to mitigate beam losses from contaminant ion species
and residual gas stripping. The former two topics are
preparations for beam commissioning and operation. The
latter two are to finalize the design of collimators to localize
the beam losses from anticipated beam loss mechanisms,
which may eventually limit the reachable beam power.

We have also reported construction status of FRIB and
updated schedule for its beam commissioning. The con-
struction is progressing on track and we plan to start beam
commissioning of one of two ion sources in September
2016.
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BEAM OPTICS SIMULATION STUDY ON THE PRE-STRIPPER LINAC
FOR RARE ISOTOPE SCIENCE PROJECT*
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Abstract

The rare isotope science project (RISP) under
development in Korea aims to provide various heavy-ion
beams for nuclear and applied science users. A pre-
stripper linac is the first superconducting section to be
constructed for the acceleration of both stable and
radioisotope beams to the energy of 18.5 Mev/u with a
DC equivalent voltage of 160 MV. The current baseline
design consists of an ECR ion source, an RFQ,
cryomodules with QWR and HWR cavities and
quadruple focusing magnets in the warm sections
between cryomodules. Recently we have developed an
alternative design in collaboration with Argonne’s Linac
Development Group to layout the linac based on state-
of-the-art ANL’s QWR operating at 8§1.25 MHz and
multi-cavity cryomodules of the type used for the
ATLAS upgrade and Fermilab PIP-II projects. End-to-
end beam dynamics calculations have been performed to
ensure an optimized design with no beam losses. The
numbers of required cavities and cryomodules are
significantly reduced in the alternative design. The
results of beam optics simulations and error sensitivity
studies are discussed.

INTRODUCTION

A next-generation rare isotope science facility using the
in-flight fragment (IF) separation technique requires a
high-current heavy-ion accelerator capable of delivering
“¥U beam with a few hundred kW power to a thin
production target [1]. First, high currents of highly
charged ions are needed to efficiently produce such high-
power heavy ion beams. An ECR ion source operating at
28 GHz [2] has been developed, but for the heaviest ions,
the beam current in a single charge state is still lower than
required for a next generation IF facility.

To fully utilize the available accelerating voltage of a
heavy-ion linac, charge strippers are employed in the
process of multi-step acceleration. To accelerate a
uranium beam to 200 MeV/u, charge stripping at 18
MeV/u was determined to be optimal. A significant merit
of a superconducting linac is that its longitudinal
acceptance is large enough to simultaneously accelerate
multiple charge states of uranium produced at the charge
stripper. Therefore, a large fraction of the beam is
accelerated after the stripper and beam losses in the
charge state selection section are significantly reduced
resulting in lower radiation levels in that region.

*Work supported by National Research Foundation Grant No.
20110018946 and the Rare Isotope Science Project.
tjwkim@ibs.re kr

Beam Dynamics in Linacs

The layout of the pre-stripper linac of the Rare Isotope
Science Project (RISP) ongoing in Korea [3] is shown in
Fig 1. The linac is designed to accelerate either
radioisotope beams from the ISOL target or stable beams
from the ECR. In fact, a plan is to accelerate both
radioisotope and stable beams simultaneously when their
charge-to-mass ratios are within 2%. For instance,
280" can be accelerated together with **U™". The
isotope beam from ISOL is charge-bred before being
injected into the pre-stripper linac. The charge breeding
takes tens of ms in EBIS, which is under development at
RISP [4], and stable ions can be accelerated during
charge-breeding. Since the time duration for injection and
extraction of isotope beams is much shorter than 1 ms and
the breeding takes tens of ms, the fraction of stable beam
can be over 90%. The simultaneous acceleration scheme
of stable and radioisotope beams was devised for the
proposed multi-user upgrade of the ATLAS linac at
Argonne [5].
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Figure 1: Layout of the pre-stripper linac of the RISP
baseline design.

The injector includes an RFQ and the beam energy to
the first cavity is 500 keV/u. The pulsing of stable ions
according to the time structure of the charge-bred
radioisotope beam is formed by an electric chopper. At
the end of pre-stripper linac the two beams are switched
by a kicker magnet either to low energy experimental area
or to the achromatic 180° bending section after charge

stripping.

CURRENT BEAM OPTICS DESIGN

The current design of the pre-stripper linac is based on
the use of two kinds of superconducting cavities: QWR
(Bopt=0.047) and HWR (B,,=0.12) operating at 81.25 and
162.5 MHz, respectively [6]. Transverse focusing
components were decided to be quadrupole doublets
based on the thought that superconducting solenoids
located inside cryomodule can affect the cavity
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performance with leakage magnetic fields and also
alignment of solenoids can be less accurate.

The numbers of sc-cavity and cryomodule of the
current baseline design are listed in Table 1 in comparison
with those of a new design proposal based on Argonne’s
cavities and cryomodules. In the baseline design,
cryomodules of the first 22 units contain a single QWR
cavity each, followed by cryomodules with two and four
HWRs each. Both kinds of cavities are assumed to
operate at a peak surface electric field (E,) of 35 MV/m,
while ANL’s design assumes E, to be 40 MV/m.

Table 1: Linac Parameters of the RISP Baseline Design
in Comparison to the ANL Design Proposal

Parameters RISP baseline | ANL proposal
Number of QWR 2 15
(or QWR1)
Number of HWR
102 49
(or QWR2)
N
umber of 54 9
cryomodule
Total length 100 m 533 m

The main beam for the linac lattice design is ***U, and
TRACK [7] and TRACEWIN [8] have been used for the
beam dynamics simulations. The beam phase spaces after
RFQ acceleration were the input to the pre-stripper sc-
linac. The RFQ is designed to have an adiabatic bunching
section and a beam transmission higher than 98 %, which
makes the longitudinal beam phase space at the end of the
RFQ larger than for the design using an external multi-
harmonic buncher (MHB).

The longitudinal acceptance of the linac and phase
space of the U beam after the RFQ are shown in Fig. 2.
They are carefully optimized for a proper matching and
large margin, which requires slow ramping of
acceleration voltages in the first few cavities and also for
the cavities following the rf frequency jump from 81.25
MHz to 162.5 MHz.
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Figure 2: Longitudinal phase acceptance of the pre-
stripper linac together with the phase space of a U beam.
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A NEW DESIGN PROPOSAL

Considering the use of a large number of cavities and
cryomodules in the current design and the risk in rf
frequency jump in the middle of the linac, a new design
using long cryomodules with superconducting solenoids
based on realistic performance of ANL low-beta cavities
has been proposed. This design study was performed in
early 2016 utilizing two kinds of QWR cavities as
mentioned in Table 1. Models of the QWR’s with their
electric field distributions are shown in Fig. 3 and their
main parameters are listed in Table 2.

Figure 3: Electric field models of the two kinds of QWR’s.

Table 2: Design Parameters of QWR1 and QWR2

Parameter QWRI1 QWR2

f (MHz) 81.25 81.25

Bopt 0.05 0.109
Les (cm) 18.5 40.2
Epear/Eace 5.6 5.6

Bpeak/ Eacc

(mT/MeV/m) 77 73
R/Q (Q) 493 552
G (Q) 23 32
Aperture (mm) 40 40

The QWR cavities were designed to self-compensate
the RF steering effects, therefore no active steering is
needed in the linac when machine errors are not applied.
The steering correction versus particle velocity for
different tilt angles of the cavity’s drift tube face was
calculated. Figure 4 shows the beam steering in QWRI1
for different steering correction angles including the
uncorrected case (0°). It is clear that the 1° drift-tube face
tilt is the closest to the zero line for the beam vertical
angle (y’), which measures the steering effect. For QWR2
the beam steering effects can be similarly corrected with
an angle of about 4°.

For the evaluation of the new linac lattice design, the
goals of beam dynamics simulations were as follows: (1)
to provide matching between the RFQ and the SC linac,
(2) to define the value of the accelerating voltage and
synchronous phase for each SC cavity and the solenoid
field and (3) to demonstrate zero-loss beam acceleration
in the pre-stripper linac.

Beam Dynamics in Linacs
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Figure 4: Steering correction for the QWRI1. Vertical axis
is the beam angle in the vertical plane which measures the
steering due to the vertical asymmetry of the QWR
geometry.

The simulation starts from a MHB with U****. To
define the parameters of the accelerating and focusing
lattice, a relatively low number of particles is used,
typically 10* for each charge state of uranium. The space
charge effects for U beam are negligible after the RFQ,
therefore we follow the dynamics of each charge state in
the same accelerating bucket along the MEBT and pre-
stripper linac. In realty each charge state occupies a
separate bucket at the RFQ frequency.

The criteria for selection of the linac parameters is the
proper matching in the transverse and longitudinal phase
space for each focusing period along the linac. In
particular, good matching must be provided in the
transitions between cryomodules. Usually, a well-
matched beam produces the lowest rms emittance growth.
The available voltage from the SC resonators in the first
two cryomodules exceeds the limit dictated by a smooth
and adiabatic acceleration and can introduce significant
non-linear motion in the longitudinal phase space if fully
used. Therefore, we have applied ramping of both the
accelerating voltage and synchronous phase in the first
two cryomodules. Figure 5 shows a TRACK screenshot
for the simulation of a U beam from the MHB to the end
of the pre-stripper linac. The simulation starts with 5x10°
particles in each charge state of 33+ and 34+, where
98.83 % particles are accepted by the RFQ and
accelerated in the linac. It is important to note that there
are no U beam losses along the SC linac.

To evaluate tolerances to misalignment and machine
errors, beam simulations were performed for the linac
including all sources of machine error. Three sets of
errors with increasing amplitudes were simulated for
U™ Table 3 lists the error types and their values for
every set of errors. It is important to note that for
misalignment, the error given is the maximum absolute
value used to generate a uniform error distribution, while
for rf error, the sigma value is given for a Gaussian
distribution truncated at 3c. The Gaussian rf errors are to
simulate jitter or dynamic errors that cannot be corrected
for. Static rf errors are not included in these simulations
because they are constant shifts in the cavity phase and
amplitude that could, in principle, be measured and
corrected.

Beam Dynamics in Linacs
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Figure 5: Evolution of U***** beam envelopes (rms and
full) along the MEBT and SC pre-stripper linac.

The first set of error in Table 3 represents the nominal
error values and the rf errors were doubled in the second
set, while the misalignment errors were doubled in the
third one. For every error set, 100 randomly generated
linac configurations (also known as seeds) were simulated,
each with a total of 10° macro-particles starting from the
LEBT (5x10° for each charge state). Both cases, before
and after applying corrective steering, were simulated to
study the effect of corrections and determine the required
number, location and strengths of the steering coils.

Misalignment errors are uniformly generated within the
given maximum values. RF errors are generated within a
Gaussian truncated at the 3¢ value given in table 3.

Table 3: Error Types and Amplitudes for Three Sets of
Errors Used in the Simulations

Error | Cavity & Solenoid | Cavity phase CaYlt{j
set | misalignment (mm) | error (deg.) amplitude
: error (%)
1 0.25 0.5 0.5
2 0.25 1.0 1.0
3 0.5 0.5 0.5

The transverse correction scheme used in the error
simulations with corrective steering is shown in Fig. 6. In
this scheme, every cryomodule is treated as a separate
correction section. The general idea is to use the steering
coils on the solenoids placed in the middle of the
cryomodule and the beam position monitors attached to
the solenoid placed at the cryomodule end and between
cryomodules. For every correction section, at least two
monitors are required in order to correct both the position
and angle of the beam. Only two correctors and two
monitors are used in this scheme. In the case where the
combined strength of the two central correctors is not
sufficient, a third corrector placed at the cryomodule
entrance can be used. In these simulations, the corrector
strength was limited to 5 mrad angular kick. The monitor
precision and misalignment were set to 100 microns each.
With increasing error amplitudes, the correction scheme
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may fail at one point. In this case, we can include more
correctors and monitors in every correction section and or

increase the corrector strength.
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Figure 6: Correction scheme used in error simulations
with corrective steering. The different strings correspond
to the three different cryomodules of the linac, where

every cryomodule is treated as a separate correction
section.

The results of the error simulation with and without
corrective steering are shown in Fig. 7 for the second
error set. On the left, the figures show the beam centroids
before (in red) and after correction (in blue). On the right,
they show the distribution of angular kicks and the
corresponding magnetic field strength required from the
corrective steering coils. In comparison with the results of
the other two error sets, we could see clearly that with
increasing misalignment errors, the beam centroid spread
after correction is wider and the required corrective field
is stronger. It is important to note that the maximum
required magnetic field integral for the corrective steering
coils is 8000 G*cm, which would require a maximum
magnetic field of 400 G for an effective coil length of 20
cm.
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Figure 7: Error and correction simulation results for the
second error set. On the left are beam centroids before
and after correction. On the right are the corrector
strength in mrad and the corresponding magnetic field
integral in G*cm required.

The fractional beam losses before correction for the
first two sets of errors were in the order of 5x10” and 5%
for the third set. After correction, the loss becomes less
ISBN 978-3-95450-185-4
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than 1x107 for the second set, and almost zero for the
other two sets. Based on the results of these error and
correction simulations, we can conclude that the proposed
design for the RISP pre-stripper linac is robust and offer a
wide range of tolerance to errors and flexibility for beam
tuning without any beam loss.

CRYOGENICS ASPECT

The operation temperature of the two kinds of QWR
can be either 4.5 K or 2 K. It can be chosen considering
the cryogenic budget depending on the operation
temperature. In addition to the cryomodule thermal loads,
heat loads on the cryogenic distribution system is
included. The cryogenic distribution system for 2.0 K
operation estimates is based upon supplying each
cryomodule with 5 K helium gas where internal heat
exchangers and J-T valves convert the 5 K supply to 2 K
liquid/gas.

The result of cryogenic load estimation is summarized
in Table 4. It is worthwhile to point out that the total
required operating power at 2.0 K is double that for 4.4 K
operation. This is because the static heat leak is large
relative to the dynamic loads. Even though the dynamic
thermal load decreases by almost a factor of 5 from 781
W at 44 K to 198 W at 2.0 K, the static loads do not
follow the same trend.

The new design assumes to operate the two kinds of
QWR at 4.5 K. The capacity of cryogenic plant
considered is 2.5 kW at 4.4 K while it is 4.2 kW for the
pre-stripper linac of the current baseline design.

Table 4: Cryogenic Heat Loads for 2.0 K and 4.4 K
Operation for the ANL Design Study

Top | Cryomodules | Distribution | Total at 44 K
20K 435 W 355 W 2.64 kW
44 K 985 W 355 W 134 kW

SUMMARY

A new design of pre-stripper linac has been studied in
comparison with the present baseline design of RISP. The
new design uses much less number of cavities and
cryomodules by adopting state-of the art cavities in
operation at ANL [9, 10]. The lattice design includes 5.7
m long cryomodules and superconducting solenoid
focusing magnets. Beam optics study including error
analysis shows similar tolerances with that of present
baseline design. A significant saving in cryogenic system
and long-term operation costs is also expected.
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CHALLENGES AND PERFORMANCE OF THE C-ADS INJECTOR
SYSTEM*

Y. Chi', Institute of High Energy Phys, Beijing, China

Abstract

Along with the rapid development of nuclear power
plants in China, treatment of the nuclear waste has
become a crucial issue. Supported by the "Strategic
Priority Research Program" of the Chinese Academy of
Sciences (CAS), the Chinese Accelerator-Driven System
(C-ADS) project is now on-going. The accelerator of C-
ADS is a superconducting (SC) Continues Wave (CW)
proton linear accelerator (linac) with 1.5GeV energy and
10mA beam current. In the injector part many challenges
to developing technologies including Radio Frequency
Quadrupole (RFQ) and low B SC cavities and related
hardware’s. This paper presents the progress of
development of C-ADS injectors and related hardware.

ROADMAP OF C-ADS

In January 2011, a special program of nuclear energy
promoted by the CAS - Advanced Fission Energy
Program - was launched. This program is a strategic plan
with its long-term planning until 2032 (see Figure 1). The
R&D of the first phase has been funded by the "Strategic
Priority Research Program" of CAS.

(i) Phase I (R&D Facility)

Accelerator goal: 10 mA x 250 MeV

Reactor goal: 10 MWth

Schedule goal: Before the end of the decade

Short term goals: 5 MeV by 2015; 25 MeV by 2016

(ii) Phase II (Experimental Facility)

e Accelerator goal: 10 mA x 1 GeV
e Reactor goal: 100 MWth
e Schedule goal: Approximately 2032

(iii) Phase III (Demonstration Facility)

e Accelerator goal: 10 mA x 1.5 GeV
e Reactor goal: 1000 MWth
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Phase Il DEMO. Facility

Experiment Facilit
Phase | B i

R&D Facility

a o | i
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Figure 1: Road map of C-ADS project.

* Work supported by Chinese Academy of Sciences (CAS)
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DESIGN OF C-ADS LINAC

Proton Beam Requirements for C-ADS

C-ADS are anticipated as a demonstration facility for
transmutation of nuclear waste on an industrial scale, and
would require a beam power of at least 10 MW. Besides
the high beam power, the reliability of the machine should
be very high. The design specification of the proton beam
for C-ADS is shown in Table 1.

Table 1: Specifications of the Required Proton Beams of
C-ADS

Parameters Value Unit
Particle Proton
Energy 1.5 GeV
Current 10 mA
Beam power 15 MW
RF frequency 162.5/325/650 MHz
Beam loss <1 W/m
Duty factor 100%(CW)
<2500%* 1s<t<10s
Beam trips per year <2500 10s<t<5m
<25 t>5m

Design Philosophy of the C-ADS Linac

The C-ADS linac is an extremely challenging
accelerator, and there is no existing model in the world
yet. The concept may share features in common with
several other high power accelerators being developed in
the U.S. and Europe, such as Project-X, MYRRHA,
IFMIF and EURISOL.

With the approved SC Radio Frequency (RF)
technology, especially the positive test results of low
Spoke resonators and Half Wave Resonators (HWR) at
FNAL and ANL, and the success of the medium f
Elliptical cavities at SNS, it is believed that an all
superconducting proton linac except the RFQ is possible
and favored due to the difficulty to deal with huge heat
deposit in a CW room-temperature acceleration structure.
Another advantage of using superconducting cavities is
that one can use independently phased resonators to make
local compensation when some cavities fail during
operation. This is very important to achieve the very strict
demands for the reliability of the ADS driving accelerator.
So, C-ADS linac uses SC acceleration structures except
the RFQs, and works in CW mode.

The RF frequencies for the main linac have been
selected as 325 MHz for the Spoke cavity section and
650 MHz for the Elliptical cavity section. However, two
different designs employing different RF frequencies are
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pursued for the two injectors in the technical developing
phase. One is 325 MHz for Injector-I at Institute of High
Energy Physics (IHEP) and the other is 162.5 MHz for
Injector-II at Institute of Modern Physics (IMP).

The most crucial requirement for developing and
operating an ADS accelerator is the very high reliability,
reflected by the different numbers of beam trips for
different durations, as shown in Table 1. To achieve the
goal, special design methods in the driver linac have to be
adopted. The hardware will be designed and operated
with conservative performance margins, and will
incorporate fault-tolerant capabilities in the physics
design. However, no matter how we improve the
hardware's reliability performance, it should be expected
to meet some failures of important devices with a much
lower frequency. The accelerator design has to deal with
these situations. Both global and local compensation
methods have been proposed to tackle cavity failures in
superconducting linacs, with the latter being considered
suitable for meeting the very high reliability in ADS
linacs. In C-ADS linac, the local compensation-rematch
method has been further developed to deal with the
failures of two kinds of major components: SCRF cavities
and transverse focusing elements including SC solenoids
and room-temperature quadrupoles.

For the very low energy part, it is difficult to apply the
local compensation method, thus two parallel injectors
will be employed. When one is in the online operation
mode, the other is operated as a hot-spare and can be
switched to the online mode quickly.

Another key issue in designing the linac is that beam
losses should be kept as low as possible along the linac,
with a usual acceptance of 1 W/m for all high-power
proton accelerators. This is especially difficult for the C-
ADS, since it has a beam power about 10 times higher
than the most powerful existing linac such as the SNS
linac. And, this means a beam loss rate of 7x10-8/m at the
higher energy part for C-ADS linac, requiring very
delicate error and beam loss studies.

Layout of C-ADS Accelerator

The
It consists of four distinct regions:

accelerator layout is shown in Figure 2.

e Injector (0-10 MeV): Two alternatives are being
developed: one based on an ion source, 325 MHz
Radio Frequency Quadrupole (RFQ), and 325 MHz
low [ single Spoke resonator named Spoke012; and
the other on an ion source, 162.5 MHz RFQ, and
162.5 MHz low B HWR named HWRO010.

e Low B acceleration (10-147 MeV): Two types of
single Spoke resonators operating at 325MHz will be
utilized - one at p=0.21 (Spoke021), the other at
Bp=0.40 (Spoke040). A total of 96 cavities are
required.

e High [ accelerator (147-1500 MeV): Two types of
Elliptical cavities operating at 650 MHz will be
utilized - one at B=0.63 (Ellip063), the other at
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p=0.82 (Ellip082). A total of 142 cavities are
required.

e MEBT2 and HEBT. The second Medium Energy
Beam Transport line (MEBT2) transports and
matches the beam from either of the two injectors to
the main linac, while the High Energy Beam
Transport (HEBT) delivers high energy beam to the
neutron target.

SC-HWR
162.5MHz

35keV 2.1MeV

Injector IT

RFQ
ECR B2 12 50

Ellip063

325MHz g 325MHz g 650 MHz
60 cavities 42 cavities

37 MeV 147 MeV

Ellip082
650 MHz
100 cavities

MEBT2 10 MeV

35keV

RFQ
ECR =Tl oa.

32MeV
393 MeV

1505 MeV

Main Linac

Injector I

Figure 2: Layout of C-ADS linear accelerator.

R&D OF KEY ACCELERATOR
TECHNOLOGIES

RFQ Accelerators

A RFQ accelerator is used to simultaneously bunch,
focus and accelerate the very low energy (20-95 keV)
beam from the proton source to energy in the range
2-7 MeV. For an ADS accelerator system, the RFQ is
typically normal conducting and work in CW (100% duty
cycle) mode, and it is one of the most challenging
technical aspects of any ADS accelerator system.
Although several RFQ accelerators capable of providing
CW proton currents in the range 30 to 100 mA have been
developed and demonstrated performance levels that meet
the requirements for industrial-scale ADS systems,
C-ADS paid much attention to the RFQ accelerator from
the very beginning.

Two prototype RFQ accelerators have been designed,
fabricated and commissioned (see Figure 3). One is a 325
MHz RFQ (named RFQ-I), responsible by IHEP and the
other is 162.5 MHz RFQ (named RFQ-II) by IMP. The
main parameters of these two RFQs are shown in Table 2.

Table 2: Main Parameters of Prototype RFQs for C-ADS

Parameters RFQ-1 RFQ-II
RF frequency (MHz) 325.0 162.5
RF power (kW) 300 110
Beam current (mA) 10 10
Injection energy (keV) 35 35
Output energy (MeV) 3.2 2.1
Inter-vane voltage (kV) 55 65
Maximum modulation 2 23
Beam transition 98.7% 99.5%
en.rms.t (mmmmrad) 0.2/0.2 0.3/0.3
en.rms.l(tMeV-deg) 0.06 0.05
Accelerator length(cm)  467.0 420.8
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Figure 3: The RFQ-I and RFQ-II (1/4 part).

Superconducting RF Cavities

The SC RF technologies in the context of C-ADS linacs
are of the following advantages and therefore selected ‘
for C-ADS project: :

e High accelerating gradients (~20 MV/m) and Figure 5: HWRO10, Elliptical082 cavities.

therefore lower capital and operating costs,

e Low RF structure power dissipation which leads to

efficient transfer of RF power to the beam,

e Large aperture to reduce interception of halo 1

particles, o

e Extremely low vacuum to minimize beam-gas

interactions thereby reducing beam loss,

ak

Spoke012 4.2K VT, Designed Q= § x10° @ Epe =31.5 MV/m
T T

1000000

3 100000

-4 10000

Radiation [uSv/hr]

e Potential for high reliability with a linac architecture 0] = e
in which one SC cavity is powered by a single RF T E;:Z:wmﬁ'o R
source and SC cavities are maintained as online e E“;Mv/m);o e
spares.

Seven types of SC cavities have been designed and Figure 6: Vertical test results of Spoke012 cavities.

prototyped almost in parallel. They include HWR, Spoke e —
and Elliptical cavities, and may meet the requirement to & e anczan
accelerate the proton beam from low energy (2-3 MeV) to * e oing

4 IMP HWWR-007 Cl6-2
—+— IMP HIR-008 C6-2:x1
“ IMP HWR-000 CVB-1-§.
IMP HWR-010 ClA6-1-2
IMP HWR011 CU6-1-3
—7 IMP HWRO12CB-1-4.
IMP HWR-013 C6-1-6

the target 1.5 GeV. Their main parameters and typical
vertical test (VT) results are summarized in Table 3.

Totally seventeen Spoke012 cavities, eight Spoke(021 o e o
cavities, two Spoke040 cavities, two Elliptical082 and * RN,
12 HWRO10 cavities were developed (see Figure 4 and ‘ \
Figure 5) and vertically tested and exceeded the operation
specification, which is noted as the “target” in Figure 6 o 5w B w & x B b s 0 s
and Figure 7.

169

Figure 7: Vertical test results of HWRO010 cavities.

Table 3: Design Specifications and Vertical Test Results of SC Cavities for C-ADS

Spoke012 HWRO010 HWRO015 Spoke021 Spoke040 Ellip063 Ellip082 Unit

Frequency 325 162.5 162.5 325 325 650 650 MHz
Bo” 0.14 0.10 0.15 0.24 0.46 0.63 0.82 -
Aperture 35 40 40 50 50 100 100 mm
Letr 0.129 0.185 0.277 0.221 0.424 0.757 0.985 mm
E,cc Max 6.5 4.5 6.5 7.5 6.8 13.5 16.0 MV
Epeak 325 25 32 24/31 25/32 29/38 28/36 MV/m
Byeak 46 50 40 50/65 50/65 50/65 50/65 mT
Temp 4 4 4 2 2 2 2 K

Ploss <10 <10 <15.5 <16.8 <6.5 <21 <39 W
ExcMax @VT,4K 13 8.5 12.5 11 11.5 N/A 9 MV/m
QoMax @VT,4K 1.8 3 3 2 2 N/A 1.7 x10°

*By is the optimum f for single Spoke cavities, while it is the geometrical  for Elliptical cavities
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In parallel with the SC cavities development, the
corresponding RF Solid State Amplifier (RF SSA), Low
Level RF (LLRF) system, high power input couplers,
tuners and Cryomodules (CM) for the two injectors have
also been developed.

INTEGRATION AND COMMISSIONING
OF INJECTORS

In order to develop the relevant techniques and the
beam tuning method, the short term and principal goal of
phase I for C-ADS is to construct two 10 MeV injectors
with different schemes.

2.1MeV

RFQ MEBT_

Figure 9: C-ADS Injector-II at IMP.

The Injector-I and Injector-II are integrated and
commissioned by several stages during 2013-2016.

Finally, in May 2016, the Injector-I at IHEP (see
Figure 12) and Injector-2 at IMP (see Figure 13) was
integrated, consisting of the ECR ion source, LEBT, RFQ,
SC Cavities, MEBT and beam stop. Injector-I consists of
total 14 Spoke012 cavities in the CM1 and CM2, employ
SSA and microTCA LLRF system and operating at 2K
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temperature (see Figure 8). Injector-II consists of total
12 HWRO10 cavities in the CM1 and CM2, employ SSA
and customized LLRF system and operating at 4 K
temperature (see Figure 9).

Commissioning of Injector-1

On September 25™, 2014, the ECR Source + LEBT +
RFQ have been commissioned with max. 90% duty factor
beam, the beam power is 32.4 kW. Yet, the CW beam has
not been achieved since RFQ-I encountered some troubles
in RF conditioning at high power for CW operation. The
highest CW RF power reached is only 200 kW.

On October 28" 2015, the CMI output reached
6 MeV with pulsed beam at 2 K temperature.

On June 15" 2016, the CM2 output reached
10.1 MeV/10 mA with 20 ps pulsed beam at 2 K
temperature. The transition rate of SC cavities is 100%.
The measurement of beam energy and current and
transition rate are shown in Figure 10 and Figure 11 and
Figure 12.

viwiviw v

st e woiz-Bending magnet current at the

exit of Injector-I SC section:
Corresponding energy: 10.1MeV
Il

ACCT signal at the exit of Injector-I1 SC
section: 5.34*2=10.68 mA (peak current)

"

Bl 52> 6234 s

ction exit

Figure 12: The transition rate of SC cavities.
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At present continues beam commissioning and machine
studies on going in order to get stable beam and
understanding behavior of SC linac and proton beam. The
final goal of beam commissioning is to get CW proton
beam with 10 MeV/10 mA.

Commissioning of Injector-I1

On June 6™, 2014, the ECR Source + LEBT + RFQ
have been commissioned first beam with 2.16 MeV.

On June 30", 2014, operated 4.5 hrs with 10 mA CW
beam.

On June 6", 2015, a low duty pulsed beam with current
of 10.1 mA and energy of 5.2 MeV was achieved.

On January 2", 2016, operated 450 min with
4 MeV/1.7 mA CW beam, see history record in Figure 13.

At present Injector-II is under commissioning and
expect to get 10 MeV proton beam soon.

[——LEBT DCCT current (mA) —— HEBT DCCT current (mA)—— HEBT FC current (mA)
——RFQ power in (kW) ——BPM-11 sum
BPM-11 phase (deg) —— Gamma dose (uSvih)

RFQ
—— HEBT vaccum (Pa)

[ 3.0x10 [2.0x10" [- 3000
24 L‘J-g .F2800
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I | [ 2600
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ol o] L) | k- 1.6x10* |- 2400
.F2200
F 1.4x10
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Figure 13: History record of 4MeV/1.7mA/CW/450min
of injector-I1.
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CONCLUSION

There are active programs in many countries to
develop, demonstrate and exploit accelerator-driven
systems technology for nuclear waste transmutation and
power generation. Among them, MYRRHA and C-ADS
are the representative projects, already partly funded and
expected to become operational in the near future.

For the tens of MW beam power required for industrial-
scale ADS concepts, superconducting linear accelerator
technology has the greatest potential to deliver the
required performance.

Over the past five years of Phase I, C-ADS has made
significant progress in the R&D of the SC linac. One of
the exciting achievements concerning the SC linac is that
a CW RFQ and several types of lowBSC cavities have
been developed successfully.

In the end of year 2015, China Initiative ADS (CIADS)
project is officially approved by Chinese government. The
CIADS is a 6 year (2017-2022) project; the site is located
in the Huizhou city region in Guangdong province south
part of China.
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FIGURE-8 STORAGE RING - INVESTIGATION OF THE SCALED DOWN
INJECTION SYSTEM

H. Niebuhr*, A. Ates, M. Droba, O. Meusel, D. Noll, U. Ratzinger, J.F. Wagner
Institute for Applied Physics, Goethe-University, Frankfurt am Main, Germany

Abstract

To store high current ion beams up to 10 A, a supercon-
ducting storage ring (F8SR) is planned at Frankfurt univer-
sity. For the realisation, a scaled down experimental setup
with normalconducting magnets is being built. Investiga-
tions of beam transport in solenoidal and toroidal guiding
fields are in progress. At the moment, a new kind of injection
system consisting of a solenoidal injection coil and a special
vacuum vessel is under development. It is used to inject a
hydrogen beam sideways between two toroidal magnets. In
parallel operation, a second hydrogen beam is transported
through both magnets to represent the circulating beam. In
a second stage, an ExB-Kicker will be used as a septum
to combine both beams into one. The current status of the
experimental setup will be shown. For the design of the
experiments, computer simulations using the 3D simulation
code bender were performed. Different input parameters
were checked to find the optimal injection and transport
channel for the experiment. The results will be presented.

F8SR - FIGURE-8 STORAGE RING

TS-2
TS-6

Ex-1 Ex-2
£=90° £=270°
e SC - Straight
R=1.0m sectors
1=1.6m / S
1=0.32 b TS-7
h=1.5m
TS-3 TS-8 \
TS-4 SC - Toroidal

sectors

Ex-2
£=270°

Ix=0°

Figure 1: F8SR — Low-Energy Superconducting Magneto-
static Storage Ring.

The F8SR is a low-energy superconducting magnetostatic
storage ring for high current beams, for example proton
beams up to 10 A with an energy of up to 150 keV. Higher

* niebuhr @iap.uni-frankfurt.de
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charged ion species can be stored with higher energies. In or-
der to focus the high current beams, toroidal magnets (called
toroids) and solenoids are used around the whole ring. The
twisted Figure-8 geometry is necessary because of the RxB
drift of beams transported through the toroidal magnetic
fields. An additional advantage of this structure is the pos-
sibility to transport two different beams independently, one
in each direction, and to perform interaction experiments at
two areas of the ring where the beams cross. The F8SR is
shown in Fig. 1.

SIMULATIONS USING THE
PARTICLE-IN-CELL CODE BENDER

To investigate the dynamics of ion beams in solenoidal
and toroidal magnetic field systems and for the development
of the scaled down injection experiment, simulations using
the Particle-in-Cell code bender [1] were performed. For
this purpose, the external fields of the magnets used in the
experiment were calculated using CST (M-Static Solver) on
a mesh of 1x1x1 mm resolution and the beam tube geometry
was included (required for losses calculations). Different
geometries, injection coils and magnetic field strengths were
used to investigate the beam behavior and to find a working
and realizable injection system with a high acceptance and
transmission.

To get a look on the beam path and behavior from different
points of view, the tracking results of the ring beam and the
injection beam are plotted together with the magnetic field
strength B,. One result is shown in Fig. 2. In this figure the
upper picture shows a top view on the drift of the two beams,
the ring beam moves from left to right and the injection
beam from above to right. The lower picture shows the side
view.

Using this view the basic idea of the injection system
can be seen and how it works. The injected beam drifts
from the injection channel to the transport channel and then
gets transported trough the second toroid. Using the plotted
parameters, the injected beam is matched perfectly, so no
gyration occurs and the beam adjustment does not change.
In this process, the beam also drifts down to the level of
the ring beam. The possibility of using a kicker system to
merge the two beams is available. In this simulation, the ring
beam was not matched perfectly and so the beam adjustment
— visible by the different gyration inside the first and the
second toroid — changed. By using different parameters for
the ring beam, this effect can be reduced.

For the characterization of an injection system, a set of
simulations with different parameters were necessary. To
compare the results, a method to figure out how large the
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Figure 2: Looking on the beam path (upper picture from above / lower one from the side) of the ring beam and the injection
beam. The magnetic field of the injection coil was B,yis = 0.326 T, the offset of the injection channel 100 mm and the
injection position x=508 mm, y=100 mm and z=-40 mm.
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Figure 3: The picture shows the losses in each component of the transport and injection channel for 81 simulations with
different starting positions in front of the injection magnet (z/y-coordinates). The magnetic field of the injection coil was
Baxis = 0.326 T and the offset of the injection channel 100 mm.
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Figure 4: The picture shows the starting position in front of the injection magnet (z/y-coordinates) against the transmission
until the entrance, center or exit of different components of the injection and transport channel. The magnetic field of the
injection coil was Byyjs = 0.326 T and the offset of the injection channel 100 mm.

injection channel, the transmission and the acceptance is had
to be developed. Simulations with different magnetic field
structures and strengths, geometries and injection parameters
were performed to find the realizable injection system as
described here.

To check one setup 81 simulations were done using the
same geometry and magnetic field strength and structure
and only the starting position of the beam in front of the
injection channel varying across the whole zy-surface. The
losses were tracked and assigned to the components in which
they took place. A loss map was generated which shows at
which position to start the beam in the zy-surface 100 mm
in front of the injection coil to get beam losses in a specific
component.

A result of this analysis method is shown in Fig. 3. By
having the possibility to see where the beam gets lost if
it starts at different transverse positions, it is possible to
investigate how far the beam gets transported through the
beam line. Here, the started beams mostly go through the
injection coil and mainly get lost in the drift section (area
between the three magnets). Only a bunch of started beams
reaches the entrance of the second toroid. Still less of them
get transported trough the toroid and reach the end tank
behind the magnet.

Finally, the sum of the losses in the second toroid and the

end tank is of interest (second row / third picture (Fig. 3)).

Beams reaching one of these two components get transported

Accelerator Systems

through the injection system. It will be possible to kick
these beams completely into the middle of the tube and then
combine them with the ring beam by using a kicker system
at the entrance of the second toroid. The yellow area of
around 8x10 cm is the acceptance of the injection system.
The transmission shown by color is mostly around 100 % in
this area.

Another way to investigate the acceptance and transmis-
sion of an injection system is to use a homogeneous distribu-
tion (without starting angle) with the radius of the injection
vacuum tube and transport this "beam" trough the whole ex-
periment. In this kind of simulation, monitors are positioned
at the entrance, center and exit surfaces of the components.
A transmission map is generated which shows where to in-
ject in front of the injection magnet (in the zy-surface) to
get the beam transported until a monitor. This type of sim-
ulation runs faster and gives a more precise view on the
acceptances and the injection planes. Another difference is
that the transmission until a specific monitor is plotted and
not the losses. So a direct view on the acceptance is possible.
Disadvantages of this simulation type are that calculations
with an actual beam distribution need more postprocessing
and simulations with space charge are not possible.

In Fig. 4, results of this method are shown. The same
simulation parameters were used than in the simulations
shown before in Fig. 3.
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Figure 5: The complete layout of the experiment.

Here, the acceptance of the injection system can be seen
very precisely. The results are comparable to the one shown
before using the other simulation method. Using this method,
itis possible to see the structure of the acceptance. Especially
the acceptance at the exit of the second toroid shows an
unexpected and rare structure. But for the development of
the injection system the monitor at the entrance of the second
toroid (second row, first picture (Fig. 4)) is the important
one. By using a kicker system, all ions which come to this
point will be injected. Additionally a monitor in the center
of the second toroid was positioned in this simulations. This
one shows the acceptance of the injection system without
a kicker system. These results will be used during the first
experiments. At this time, no kicker system is available and
two independent beams will be monitored. Later the ExB
kicker will be implemented to combine the beams to get one
final beam.

Using bender and the different analysis methods, a final
geometry for the injection system was found and the neces-
sary parts were developed. This final geometry will be used
in future simulations. It has nearly the same dimensions
(few millimeters longer injection channel) than the geometry
used in the shown simulations. The main difference is that
the height-adjustability of the injection tank can be used
now.

THE EXPERIMENT

The injection experiment is under construction at the mo-
ment. The two injectors, the two filter channels [2], the two
toroids, the end tank and the whole periphery (power sup-
plies, high voltage terminals, etc.) are ready for use now [3].
The height-adjustable vacuum tank is under construction
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and the injection magnet was ordered and will be delivered
at the end of the year. The detectors were built and will
be tested during the next months. The construction of the
experiment will be finished at the beginning of next year. In
Fig. 5 the final layout of the injection experiment is shown.

THE NEW DETECTORS

For the measurement of the positions and the dynamics of
the two ion beams, two new detector systems were developed
and built. Detector Number One is a non-destructive detector
using phototransistors to detect the fluorescence generated
by the reaction of the beams with the residual gas. The
phototransistors are positioned around the beams at the tube
walls and look at the beams radially. The 92 signals are
measured using an electronic system connected to a PC. The
PC is used to calculate the beam positions and diameters.
This type of detector will be positioned at different spots in
the experiment and will also be built moveable to detect the
beams at different positions. By comparison of the different
results at different positions, the beam dynamics can be
investigated.

The disadvantage of this detector is that it is not possible
to detect beams near the wall of the tube. Such beams will
hit the detector structure and can not be measured. For this
situation a second detector was developed and built.

Detector Number Two is a destructive detector and was
designed to measure the beams at each position in the vac-
uum tube, for example in front of the other detector. It can
be positioned in front of the first detector if a beam near the
wall is expected. The detector consists of 64 single Faraday
cups (FDCs) with a suppression for secondary electrons.
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Figure 6: The left picture shows the layout of the non-destructive detector using phototransistors (Detector Number One).
The middle one shows the non-destructive detector inside the first toroid. The right picture shows the destructive Faraday

cup detector (Detector Number Two).

Each of the 64 signals will be measured independently by
the same electronic system mentioned before.

Pictures of the detectors and the layout of the first one are
shown in Fig. 6.

OUTLOOK

The scaled down injection experiment of the F8SR project
is under construction at the moment. This step should be
finished at the end of the year. After the setup of the injection

system will be finished, the first experiments can take place.

The offset of the injection channel, the magnetic fields of the
magnets and the transverse positions at the beam injection
are the main parameters which will be varied.

Future simulations will include the final geometry and the
height-adjustablility of the injection system. Further analysis
methods will be applied and different beam distributions will
be used. Finally, a comparison with the measurements will
be done.

Accelerator Systems
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Abstract

A combination of the H  stripping and phase space
painting method is used to accumulate a high intensity
beam in the Rapid Cycling Synchrotron (RCS) of the
China Spallation Neutron Source (CSNS). The injection
system for CSNS/RCS consists of three kinds of magnets:
four direct current magnets (BC1-BC4), eight alternating
current magnets (BH1-BH4 and BV1-BV4), two septum
magnets (ISEP1 and ISEP2). In this paper, the magnetic
measurements of the injection system were introduced
and the data analysis was processed. The field uniformity
and magnetizing curves of these magnets were given, and
then the magnetizing fitting equations were obtained.

INTRODUCTION

The China Spallation Neutron Source (CSNS) is a high
power proton accelerator-based facility [1]. It consists of
an 80 MeV H' linac (upgradable to 250 MeV for CSNS-
II), a 1.6 GeV Rapid Cycling Synchrotron (RCS), a solid
tungsten target station, and some instruments for neutron
applications [2]. With a repetition rate of 25 Hz, the RCS,
which accumulates an 80 MeV injection beam,
accelerates the beam to the designed energy of 1.6 GeV
and extracts the high energy beam to the target. The
design goal of beam power for CSNS is 100 kW and can
be upgradable to 500 kW [3].
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Figure 1: Layout of the RCS injection system.

For the high intensity proton accelerators, the injection
with H’ stripping and phase space painting is actually a
practical method [4] which is used for CSNS/RCS. Figure
1 shows the layout of the RCS injection system. It
consists of a fixed horizontal bump (four direct current
(DC) dipole magnets, BC1-BC4), a horizontal painting

*Work supported by National Natural Science Foundation of China
(Project Nos. 11205185)
"huangmy@jihep.ac.cn
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bump (four alternating current (AC) dipole magnets,
BHI1-BH4), a vertical painting bump (four AC dipole
magnets, BV1-BV4), two septum magnets (ISEPI,
ISEP2), and two stripping foils (Str-1, Str-2) [5].

In order to obtain the field uniformity and magnetizing
curves of different kinds of magnets in the injection
system for CSNS/RCS, the magnetic measurements need
to be done. By using some codes of numerical analysis,
the measurement results can be processed. Then the field
uniformity and magnetizing curves can be given and the
magnetizing equations can be fitted.

MEASUREMENTS OF BC MAGNETS

For the injection system of CSNS/RCS, four DC dipole
magnets, BC1-BC4, give a fixed horizontal bump in the
middle for an additional closed-orbit shift of 60 mm. The
physics design parameters of the four BC magnets are the
same and they share only one power supply.

Field uniformity of BC magnets
scL BC2

Figure 2: Field uniformity of the four BC magnets.

After the measurements of the four BC magnets, their
field uniformity can be obtained, as shown in Fig. 2. It
can be known that the field uniformity of any one BC
magnet is smaller than +0.3% which meets the physics
design requirement (<+0.5%). In addition, it can be found
that there are some differences between the four BC
magnets although they are the same in the physics design.

The magnetizing curves of the four BC magnets and
their auxiliary coils also can be given after the magnetic
measurements. By using some codes of numerical
analysis, the magnetizing curves can be fitted. After the
analysis of fitting errors, it can be known that the linear of
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the magnetizing curves is very good. Then the linear
fitting equations of the four BC magnets and their
auxiliary coils can be given, as shown in Table 1.

Table 1: The Magnetizing Fitting Equations of the Four
BC Magnets and their Auxiliary Coil

Magnet BC Equation (BL/T-mm, I/A)
BC1 BL = 0.1821xI+0.06024
BC2 BL = 0.1822xI+0.1789
Main
BC3 BL = 0.1823x1+0.182
BC4 BL = 0.1824x1+0.1789
BCl BL =0.08891x1+0.06674
Auxiliary BC2 BL = 0.08899x1+0.007756
coil BC3 BL = 0.08971xI+0.02102
BC4 BL = 0.08911x14-0.01571

MEASUREMENTS OF BH MAGNETS

For CSNS/RCS, the transverse phase space painting
method is used for injecting a small emittance beam from
the linac into the large ring acceptance. Four AC dipole
magnets, BHI-BH4, are used for horizontal painting and
another four AC dipole magnets, BV1-BV2, are used for
vertical painting.

Field uniformity of BH magnets

008

Figure 3: Field uniformity of the four BH magnets.

The physics design parameters of the four BH magnets
are the same and they share only one power supply. The
design requirement of the field uniformity for BH
magnets is smaller than £1.5%. After the magnetic
measurements, the field uniformity of the four BH
magnets can be obtained, as shown in Fig. 3. It can be
found that, in some areas, the field uniformity of BH
magnets is larger than £1.5% which doesn’t meet the
physics design requirement. After multi-turn tracking
simulation by the code ORBIT [6], the effects of bad field
uniformity for the real particle distribution area can be
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studied [7] and it can be found that the anti-correlated
painting method is more suitable.

As shown in Fig. 4 (left), the current curves of the
power supply of the four BH magnets are given, and then
the measurements of magnetizing curves can be done. In
Fig. 4 (right), the magnetizing curves of BH magnets are
given. It can be known that the rising rate and falling rate
are very important factors to impact the magnetizing
curves. In addition, the error becomes lager while the
current smaller than 3000 A. Furthermore, by using some
codes of numerical analysis, the magnetizing curves can
be fitted and the fitting equations can be obtained.
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Figure 4: The current curves (left) and magnetizing
curves (right) of BH magnets.

MEASUREMENTS OF BY MAGNETS

Field uniformity of BV magnets

004

Figure 5: Field uniformity of the four BV magnets.

Similar to the four BH magnets, the physics design
parameters of the four BV magnets are the same and they
also share only one power supply. The design requirement
of the field uniformity for BV magnets is smaller than
+1.5%. After the magnetic measurements, the field
uniformity of the four BV magnets can be obtained, as
shown in Fig. 5. It can be found that, in some areas, the
field uniformity of BV magnets can achieve about +4%
which is larger than £1.5% and doesn’t meet the physics
design requirement. After multi-turn tracking simulation
by the code ORBIT, the effects of bad field uniformity for
the real particle distribution area can be studied and it can
be found that the effects can impact the injection painting
process.

The current curves of the power supply of the four BV
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magnets are given in Fig. 6 (left), and the measurements
of magnetizing curves can be done. Figure 6 (right) shows
the magnetizing curves of BV magnets. It can be known
that the rising rate and falling rate are very important
factors to impact the magnetizing curves. In addition, the
error becomes larger while the current is small.
Furthermore, by using some codes of numerical analysis,
the magnetizing curves can be fitted and the fitting
equations can be obtained.
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Figure 6: The current curves (left) and magnetizing
curves (right) of BV magnets.

MEASUREMENTS OF SEPTUM
MAGNETS

There are two septum magnets in the injection system.
The physics design parameters of the two septum magnets
are the same, but they don’t share one power supply.
After the magnetic measurements, the field uniformity of
the two septum magnets can be obtained, as shown in Fig.
7. It can be known that the field uniformity of any one
septum magnet is smaller than +0.4% which meets the
physics design requirement (<£0.5%).

Field uniformity of septum magnets
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Figure 7: Field uniformity of the two septum magnets.

Table 2: The Magnetizing Fitting Equations of the Two
Septum Magnets

Septum Equation (BL/T-mm, I/A)
ISEP-1 BL = 0.1533x1+0.1647
ISEP-2 BL = 0.1531x1+0.2709

During the magnetic measurements, the magnetizing
curves of the two septum magnets can be obtained. By
using some codes of numerical analysis, the magnetizing
curves can be fitted. Through the analysis of fitting errors,
it can be known that the linear of the magnetizing curves
is very good. Then the linear fitting equations of the two
septum magnets can be given, as shown in Table 2.
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CONCLUSIONS

In this paper, the measurements of different kinds of
magnets in the injection system were introduced. The
field uniformity and magnetizing curves of different
magnets were given. It can be found that the field
uniformity of BC magnets and septum magnets meets the
physics design requirement. However, in some areas, the
field uniformity of BH and BV magnets cannot meet the
physics design requirement. By using some codes of
numerical analysis, the magnetizing curves of different
kinds of magnets can be fitted, and the magnetizing fitting
equations were obtained.
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Abstract

The physics design of the H™ charge exchange injection
system for Xi’an Proton Application Facility (XiPAF) syn-
chrotron with the missing dipole lattice is discussed. The
injection scheme is composed of one septum magnet, three
chicane dipoles, two bump magnets and one carbon strip-
ping foil. A 7 pg/cm? carbon foil is chosen for 7 MeV H-
beam for high stripping efficiency and low coulomb scat-
tering effect. The simulation results of the horizontal and
vertical phase space painting finished by two bumper mag-
nets and mismatching respectively are presented.

INTRODUCTION

Xi’an Proton Application Facility (XiPAF) is under con-
struction in Xi’an, China, to fulfil the need of the experi-
mental simulation of the space radiation environment, es-
pecially for the research of the single event effect (SEE).
XiPAF is mainly composed of a 7 MeV linac injector, a
synchrotron (60~230 MeV) and two experimental stations.
The synchrotron [1] has a 6-fold “Missing-dipole” FODO
lattice with its circumference of 30.9 m, the focusing struc-
ture consists of 6 dipoles and 12 quadrupoles, and six 2.21
m long drift space is left for accommodation of injection,
extraction and acceleration system etc. The stripping injec-
tion method is chosen to achieve higher beam intensity of
2 x 10" proton per pulse (PPP). And the phase space paint-
ing is chosen to control the space charge effect. The param-
eters from the linac injector are shown in Table 1.

Table 1: Injection Parameters for XiPAF Synchrotron

Parameter Value Unit
Injection ion type H
Beam energy 7 MeV
Peak current 5 mA
Maximum repetition rate 0.5 Hz
Beam pulse width 10~40 us
Normalized RMS emittance  ~0.25  n© mm-mrad
Injection period 0.85 us
Number of particles 2 x 10"
INJECTION LAYOUT

The layout of injection system for XiPAF synchrotron is
shown in Fig.1, a carbon strip foil near the center of the
injection section and three DC chicane dipoles (CH1, CH2,
CH3), are arranged in the injection section; and two

1 yaohongjuan @mail.tsinghua.edu.cn
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bumper magnets (Bumpl, Bump2) located in the two sec-
tions adjacent to the injection section.

gs Bumpziffg,
JeoBump 7

TR
s S
injection beam.

Sy

Figure 1: Injection Layout of XiPAF synchrotron.

In order to inject the beam properly, the closed orbit
need to be bumped to the position of the strip foil during
the beam injection. Three DC Chicane dipoles produce a
fixed bump in the closed orbit near the strip foil. Then two
bumpers are switched on to bend the closed orbit an addi-
tional 2.4 cm outward, and to make the closed orbit passing
through the strip foil so that the injected beam and circu-
lating beams overlap. The closed orbit bump produced by
three chicane dipoles and two bumpers is shown in Fig.2.
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Figure 2: The closed orbit bump.

Table 2: Main Parameters of Chicanes and Bumpers

Parameter CH1 CH2 Bumpl Bump2
Kick angle (mrad) 70 140 10 7
Magnetic field (T) 0.17 028 0.024 0.017
Effective length(mm) 150 200 160 160

The main parameters of three chicane dipoles and two
bumpers are given in Table 2. The parameters of CH3 are
same with the ones of CH1. During injection, 7 MeV H"
beam is converted to protons by the strip foil. After the in-
jection, the two bumpers are switched off to move the
closed orbit off the strip foil completely.
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STRIPPING FOIL

For XiPAF synchrotron, H™ charge exchange injection
method is adopted to achieve high intensity. At end of the
second chicane, there is a carbon stripping foil on the path
of injection. H™ particles are stripped two electrons and con-
verted to protons by the carbon strip foil in the injection.
The thickness of carbon stripping foil is chosen from two
aspects to consider, the foil should be thick enough to strip
two electrons of H™ while the emittance growth caused by
it is acceptable.

When H- particles enter the foil, electrons of the particle
can be stripped away or the particle can capture electrons
from atoms in the foil. The fraction of H', H°, H" can be
calculated using the formula [2] as following:

N— — e—(o‘,w-*—a,] 1)x

NO — O 10 —Oo1* _ e*(OZero'—n)X] . (1)

[e
C_jpt0_;, =0y

N*=1-N"=N°

Where N-, NO, N+ are the three charge fractions, x is the
number of target atoms per cm?, 610, Go1, 6.11 are the elec-
tron loss cross sections. The measurements of these cross
sections for H- in carbon have been obtained by Gulleyet
al. [3] at 800MeV as

6.10= (6.76+0.09) X 10" cm?
o= (2.64+0. 05) X 107° cm? )
6.11= (0.1240.06) X 1079 cm?.

Then we can evaluate three cross sections for 7 MeV
H- in carbon, and calculate the stripping efficiency, that is
fraction of H' for several different thickness foils, the re-
sults are listed in Table 3. Where | is the thickness and 7 is
stripping efficiency; A€rmsx, A€mms, and Adrms are rms emit-
tance growth in horizontal and vertical direction, and mo-
mentum spread increase respectively, the data in these
three columns is multiplied by 10, which means passing
through the foil 10 times.

Table 3: Results of stripping efficiency, emittance growth
and momentum spread increase vary with foil thickness.

1 n 10A&rmsx 10A&rmsz 10A0rms
(ng/cm? (%) (nmmemrad) (Tmm-mrad) (%)

5 93.4 091 0.79 0.02

6 96.5 1.09 0.95 0.024

7 98.1 1.27 1.11 0.028

8 99.0 1.45 1.27 0.031

From the results in Table3 we can see that stripping effi-
ciency increases with the foil thickness, but the foil cannot
be too thicker, because when the beam passes through the
foil, the coulomb scatterings cause the emittance and the
momentum spread to increase, and thicker foil means
larger emittance and momentum spread growth. The emit-
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tance growth and the momentum spread increase of pass-
ing through strip foil are given in formula (3) and (4) re-
spectively [4]

Bylm] l[ug/cm?]
B2(pcMeVD)? X,Lg/cm?] 3)

Ae, = 58.87

Where Ag, denotes emittance growth for horizontal direc-
tion x or vertical direction z, By is P function value at the
strip foil for horizontal direction x or vertical direction z, 1
is thickness in pg/cm?, the radiation length X, is 42.97
g/cm? for carbon.
_AE _ KZz? n 2myc?Bry? gy
B?E  AB*E I (4)

A8

Where K=0.307 MeV/(g /cm?) is a constant, me is the rest
mass of electron, Z and A are the atomic charge and mass
number of the foil, I=16Z°° is the effective ionization po-
tential of the medium atom. The rms emittance increase
and the momentum spread growth due to multiple coulomb
scattering are calculated and shown in Table 3.

From the injection simulation results given at the next
section we know the average hits number per proton is
about 6, at Table3 we use 10 hits number with enough mar-
gin to do the calculation. From the linac injector with a de-
buncher the beam momentum spread is +0.45% and the ac-
ceptance of the ring is +0.7%, so the thickness of 5~8
pg/cm? can be acceptable.

The thickness of 5 pg/cm? foil is about 25 nm, even
the 8 pg/cm? foil is only 40 nm, these foils cannot be self-
supporting, they are made on glasses. The size of foil is 15
mm (width)x30 mm (height), the “U” shape frame with
three supported edges and one free edge is used to support
the foil. We did several experiments and now three thick-
ness foil of 5 pg/cm?, 7 pg/cm?, 8 ng/cm? are successfully
moved on to the “U” shape frame from the glasses, Fig.3
shows the picture of 5 pg/cm? and 8 pg/cm? foils.

AT

Figure 3: The “U” shape frame with foils.

From our experience, the foil is thicker and the success
rate of the experiment is higher. Based on the above factors,
the thickness of 7 ug/cm?is chosen, which provides more
than 98% stripping efficiency while the emittance growth
and momentum spread increase remain acceptable.
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PHASE SPACE PAINTING

XiPAF synchrotron requires 2x10'! proton per pulse in-
jected into the ring, so the phase space painting method is
adopted. The injected beam is painted into the large trans-
verse phase space to reduce the influence of space charge
effects. As shown in Fig.1, two bumpers make a time de-
pendent bump orbit for beam painting in horizontal plane.
As for the vertical plane, the phase space painting is real-
ized by phase space mismatching, at the same time an off-
center coordinate at the injected point in vertical phase
space is used for more uniform distribution after painting.

x (mm)

0 5 10 15 20

t(us)
Figure 4: The orbit bump moving curve.

We have simulated the phase space painting using OR-
BIT [5] code and the space-charge effects have been taken
into account. About the moving curve, we did a lot of cal-
culations using square-root function, exponential function
and linear function. After the optimization the orbit bump
moving curve is given in Fig.4, which is a piecewise func-
tion and the falling down time is 30 ps. The injected beam
is painted in two phase space to control the tune shift under
0.2. Two dimension plots in horizontal phase space (x, Px),
vertical phase space (z, P,) and in real space (X, z) are given
in Fig.5 at different turns.

ol S5 tum1t

|

i ‘:f.:_} &

*% a 15}

Figure 5: Phase space and real space distribution at differ-
ent turns (the three rows are (X, Px), (z, P,), and (X, z) re-
spectively; the four columns are turn 1, turn 11, turn 30
and turn 300 respectively).

The rms emittance of 7 MeV injected beam is 2 =«
mm-mrad, after the transvers phase painting the rms emit-
tance is shown in Fig.6, 2x10!! proton can be obtained after
11 turns injection, and the average number of hits on the

Accelerator Systems

MOPRO004

foil per proton is 6 before the circulating beam keep away
from the foil.

256411
< 20E+11

15E+11

hits/p

/ L0E+11

harizonts

vertical

€rms (Tl Mm-mirad)

10 20 30 40 50 60
turns

Figure 6: The hits number on the foil and the rms emit-
tance after phase painting.

CONCLUSION

The 7 MeV H' charge exchange injection system has
been designed for Xi’an Proton Application Facility. The
15 mm (H)*x30 mm (V), 7 pg/cm? foil is chosen to provide
more than 98% stripping efficiency, the emittance growth
and momentum spread increase are acceptable; the foil has
been successfully moved to the “U” shape frame. 2x10"!
particles per pulse are injected into the synchrotron using
the phase painting method. At present the bumpers, chicane
dipoles and stripping foil system are under construction.
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Abstract

The physics design of slow extraction for Xi’an Proton
Application Facility (XiPAF) synchrotron is discussed.
The extraction scheme is composed of two resonant sex-
tupoles, one electrostatic septum (ES) and two septum
magnets. The phase space diagram under the Hardt condi-
tion at the entrance of ES and the last three turn’s trajecto-
ry before extraction are presented. A program is written
with C++ to simulate slow extraction process by RF-
knockout (RF-KO), the calculation results of dual fre-
quency modulation (FM) and amplitude modulation (AM)
are given, and the standard deviation of the fluctuation
parameter R; can be limited 0.2 with optimum parameters
under a sampling frequency of about 10 kHz.

INTRODUCTION

Xi’an Proton Application Facility (XiPAF) is under
construction in Xi’an, China, to fulfil the need of the
experimental simulation of the space radiation environ-
ment, especially for the research of the single event effect
(SEE). XiPAF is mainly composed of a 7 MeV linac in-
jector, a synchrotron (60~230 MeV) and two experi-
mental stations. The synchrotron [1] has a 6-fold “Miss-
ing-dipole” FO-DO lattice with its circumference of 30.9
m. The irradiation experiments require 1~10 s proton
beam, so the slow extraction system has been designed
for XiPAF synchrotron. For this facility, the third-integer
resonance and RF-KO (Radio Frequency Knock Out)
technology are applied to accomplish slow extraction. The
parameters of XiPAF synchrotron related to slow extrac-
tion system are listed in Table 1.

Table 1: The Parameters of XiPAF Synchrotron

Parameter Value Unit
Injection energy 7 MeV
Extraction energy 60~230 MeV
Circumference 30.9 m
Maximum repetition rate 0.5 Hz
Maximum B,/By 5.8/6.0
Extraction v,/v, 1.678/1.794

EXTRACTION SYSTEM SCHEME

The scheme of extraction system for XiPAF synchro-
tron is shown in Fig.1, the extraction elements consist of
four sextupoles (SR1, SR2, SC1, SC2), one electrostatic
wire septum (ES), two septum magnets (MS1, MS2) and

T zhengsx@tsinghua.edu.cn
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one RF-KO kicker. As showed in Fig. 1, one pair sextu-
pole magnets SR1 and SR2 are used for resonance excita-
tion. The phase advance between SR1 and SR2 is about
5n/3, and they have same strength but opposite sign.,
which leads to the same function on resonance but cancel-
lation of the chromaticity correction Another pair sextu-
pole magnets SC1 and SC2 are used for chromaticity
correction. The phase advance between SC1 and SC2 is
also about 5n/3, and they have same strength and same
sign, which leads to the same function on chromaticity
without affecting the resonance.

MS2 57~ extraction beam

Figure 1: The extraction system scheme for XiPAF syn-
chrotron.

The ES is used to give a kick to the particles entering
the ES gap by the electrostatic field in order to separate
from the circulating beam remaining inside the separatrix.
In addition, two septum magnets MS1 and MS2 are used
to deflected beam toward the beam transport line for ex-
traction. The main parameters of ES, MS1 and MS2 are
listed in Table 2.

Table 2: Main Parameters of ES, MS1 and MS2

Parameter ES MS1 MS2
Kick angle (mrad) 11 873 4538
Max. magnetic field (T) /034 081
Max. electric field MV/m) 5.7 / /
Effective length (m) 0.8 0.6 1.3

Septum thickness (mm) 0.1 15 30

The ES is closed to the focusing quadrupole where the
beta function has large value, and the phase advance be-
tween ES and MS1 is 92 degrees. Based on the formula
(1), a large horizontal deflection will be obtained at the

septum magnet MS1, which makes the design of MS1
easier.
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Ax =0\B. B, sin u. (1)

Where 0 is the kicker angle of ES, Bgs and Bys are beta
function values at ES and MS1 respectively, p is the
phase advance between ES and septum magnet MS1.

TRACKING SIMULATION

Computer simulations of third-integer resonance ex-
traction has been performed using MAD-X [2] code, the
horizontal tune is chosen at 5/3. Figure 2 shows the phase
space distributions at the entrance of the ES (a), the exit
of ES (c) and the entrance of the first septum magnet MS1
(d). The Fig.2 (b) is the local zoomed graph of (a). From
this figure, we can see that only one separatrix is crossed
with the septum of ES, the normalized sextupole strength
is 35 m™? and the spiral step is 5 mm as shown in Fig.2

(®).

i
Py
1

/mrad

%60 o -0 0 20 o [ Y92 25 3% 3® 3 2 W

' /mrad
' /mrad

& K
Figure 2: The phase space distributions at three different
positions: the entrance of ES (a), the exit of ES (¢), the
entrance of MS1 (d), (b) is the local zoom of (a).

The ES is located in the descending part of the disper-
sion to fulfil the Hardt condition [3]. At the entrance of
ES, D,~1.2 m*®, D,’~0.45 m"’, when the chromaticity
value is -0.7, the Hardt condition is fulfilled. Figure 3
shows the separatrix at the entrance of ES under three
different momentum spread -0.1% (red), 0 (blue), and
0.1% (green). It is apparent that the separatrix of extrac-
tion for three conditions are overlapping, which means the
Hardt condition is fulfilled very well.

10¢

[¥]

135 i0 5 [ 10 s
X
Figure 3: The separatrix under three momentum spread

and with the Hardt condition fulfilled.
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We calculated the trajectories of last three turns of the
particle with the maximum spiral step before it enters the
electrostatic septum, and the extraction trajectory togeth-
er, which are shown in Fig.4. The original point of the
trajectories is the entrance of ES. The maximum position
of the extraction trajectory appears at the focusing quad-
rupole between ES and MS1, so a large bore quadrupole
is used at this position.

0 extraction

x/mm

o 5 10 15 0 25 30
s/m

Figure 4: The last three turns before entering the electro-
static septum and the extraction trajectory.

RF-KNOCK OUT

For XiPAF, the RF-Knock Out slow extraction method
is used to obtain the beam current for 1~10 s. The circu-
lating particles continue to be extracted from the inside of
the separatrix to its outside by using the constant separa-
trix and transverse RF field. To have a perturbation reso-
nant with the particle, the frequency of the transverse RF
field should be matched with that of the betatron oscilla-
tion.

A C++ code Li-Tracker is written to simulate the RF-
KO slow extraction process, which including all kinds of
elements in XiPAF synchrotron, and it’s a multi-particles
tracking program. Due to the limitation of calculation
time, in our simulation the extraction time 0.01 s has been
used for the calculation, it is about 60000 turns. The
phase space distribution is shown in Fig.5, 18000 parti-
cles and 60000 turns are used in this simulation. From the
turn 0 the sextupoles SR1 and SR2 are ramped linearly in
6000 turns; and then the RF-KO is turned on in the next
54000 turns while the magnetic elements keep constant.

Turn 0 Turn 6000
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o
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001 Turn 20000 00
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o 8 oL w8

pdrad
padradd

0003 -0.003

-G—qu.Gl 0003 0 0.005 001 -GEJICII 0003 0 0.003 001
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Figure 5: The phase distribution during extraction.
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For the RF-KO slow extraction method, the parameters
of frequency modulation (FM) and amplitude modulation
(AM) are very important. In our calculations, the dual FM
method as described in Ref [4] and AM function in Ref
[5] are used in order to make the extraction spill more
uniform. The optimized parameters including the center
frequency, the bandwidth, the AM parameters and so on,
have been obtained and listed in Table 3.

Table 3: The Optimized Parameters of Dual FM and AM

Parameter Value Vale
Extraction energy (MeV) 60 230
Center frequency (MHz) 2.24 391
Bandwidth (kHz) 22 37
Repetition frequency (kHz) 5 5
AM parameter r,’ 50x10°  32x10°
AM parameter 6, 32x10°  6x10°
Tprac/ Text 1.25 1.25
R, +17%  £20%

The 230 MeV, 0.01 s extraction spill structure and the
FFT result are shown in Fig.6 under a sampling frequency
of about 10 kHz. From the FFT result, we can observe the
peak due to the RF-KO. In our calculations the synchro-
tron oscillation has not considered. In order to character-
ize the spill structure and to compare it, one parameter R;,
the standard deviation of the fluctuation from the analyti-
cal estimation is defined in Ref [5]. The results of R; is
also listed in Table 3. The value of R, is smaller, which
means that the spill is more uniform.

amplitude

Figure 6: The extraction spill structure and FFT result.

The kick angle with the turn number is shown in Fig.7;
from the figure we can see that the maximum kick angle
is about 6 urad for the extraction duration of 0.01 s and
the extraction energy of 230MeV, then maximum kick
angle needed for extraction time of 1 s and extraction
energy of 60MeV can be derived, which is 1.1 prad, and
is 1.4 prad for 7 MeV. With margin, 2 prad is used for the

ISBN 978-3-95450-185-4
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kicker voltage calculation. A pair of plate electrodes is
employed as the RF kicker, the electrodes gap is 0.11 m
and the length is 0.3 m, the peak-peak voltage value is
+215 V.

x10°

5.5)

4.5

kick angle
NS

1 I I L
0 1 2 4 5 6

3
Turn x10*

Figure 7: The kick angle vs turn number.

CONCLUSION

The third integer slow extraction with RF-KO method
for XiPAF synchrotron has been described. The tracking
simulation of the 3™ order resonance is done with MAD-
X code, and the extraction process with RF-KO method is
simulated with Li-Tracker code, and the main parameters
of electrostatic septum, septum magnets, FM, AM and
kicker electrodes have been listed in this paper. The pa-
rameter R, is £20% for 60~230 MeV under a sampling
frequency of about 10 kHz, which meets the requirement
of the experimental stations.

At present, the block diagram of the RF-KO system
with a complicated feedback system has been designed to
keep the extracted beam current more stable, and the
Code Li-Tracker is improving with the synchrotron oscil-
lation and space charge effect are taken into account, we
will report the new development in the future.
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Abstract

We report a design of the 230 MeV proton accelerator,
the Xi’an Proton Application Facility (XiPAF), which will
be located in Xi’an city, China. The facility will provide
proton beam with the maximum energy of 230 MeV for
the research of the single event effect. The facility, com-
posed of a 230 MeV synchrotron, a 7 MeV H' linac injec-
tor and two experimental stations, will provide a flux of
10°~10® p/cm*/s with the uniformity of better than 90% on
the 10 cmx10 cm sample.

INTRODUCTION

To fulfil the need of the experimental simulation of the
space radiation environment, especially the investigation
of the single event effect, the project of Xi’an Proton
Application Facility (XiPAF) is under construction in
Xi’an City, China. The facility is mainly composed of a
230 MeV synchrotron and a 7 MeV H' linac injector and
two experimental stations. A proton flux of 10°~10°
p/cm?/s with the uniformity of better than 90% on the 10
cmx10 cm sample is designed. Table 1 shows the parame-
ters of the synchrotron and linac injector.

Table 1: Main Parameters of the XiPAF

Parameter Injector Synchrotron
Ion type H Proton
Output energy (MeV) 7 60~230
Peak current (mA) 5

Repetition rate (Hz) 0.1~0.5 0.1~0.5
Beam pulse width 10~40 ps 1~10's
Max. average current (nA) 100 30

Flux (p/cm?/s) (10x10cm?) 10°~10®

The schematic layout of the XiPAF Accelerator system
is presented in Fig. 1. The H beam is produced at the ion
source (IS), accelerated to 7 MeV in linac injector, and
then transferred to synchrotron through Medium Energy
Beam Transport (MEBT). This H beam is stripped into

T wangxuewu@tsinghua.edu.cn
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protons by carbon foil in synchrotron and it is accelerated
up to 230 MeV. Then the beam is extracted to experi-
mental station through High Energy Beam Transport
(HEBT). The HEBT have two beamlines, where T2 is
used for 60 to 230 MeV proton application extracted from
synchrotron directly, and the T1 can degrade the proton
energy from 60 MeV to 10 MeV for low energy applica-
tion. The lowest extraction energy from the synchrotron is
60 MeV.
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Figure 1: Layout of XiPAF accelerator system.

The main features of this accelerator are listed as fol-

low:

e H injection enables transverse space painting flexi-
bility in order to alleviate space charge effects at low
energy.

e The 6-fold “Missing-dipole” FODO structure simpli-
fies the lattice design and work point tuning.
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o The magnet-alloy loaded cavity simplifies the accel-
erating system and provides wide beam frequency
swing.

e Slow extraction with the 3rd integer resonance can
provide stable, uniform and low current for proton ir-
radiation requirement.

SYNCHROTRON

The H beam is striped into proton beam by carbon foil
in injection system of synchrotron, then proton beam is
adiabatically captured by RF bucket. The captured 7 MeV
proton beam can be accelerated up-to 230 MeV in 0.5
second. The proton beam will be slow-extracted in 1 to 10
.

Lattice Design

A 6-fold symmetric lattice is chosen for the synchrotron
ring [1]. The basic lattice structure is called ‘missing
dipole’ which is a FODO structure with one dipole is
replaced by straight line. These straight line section can
accommodate injection, extraction, accelerating elements.
Table 2 presents the main parameters of the synchrotron
lattice. The maximum magnetic field of dipole is 1.52 T at
230MeV.

Table 2: Main Parameters of the Synchrotron Lattice

Parameter Value Unit
Circumference 30.9 m
Dipole effective length 1.6 m
Dipole bending angle 60 degree
Dipole edge angle 30 degree
Maximum beta function(x/y)  5.7/6.0 m
Maximum dispersion 2.6 m
Tune at extraction(x/y) 1.68/1.79
Chromaticity(x/y) -0.2/-2.3
Transition energy 1.64
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Figure 2: Layout (TOP) and twiss parameters (BOTTOM)
of main ring elements.
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Figure 2 shows the synchrotron layout and main pa-
rameters. The maximum beta functions are 5.9 and 6.0
meter for x and y direction separately. The base tunes are
1.68/1.79 which are chosen for the sake of 3" integer
resonated slow extraction.

Injection and Extraction System

The design intensity is 2x10'" proton per pulse (PPP) in
synchrotron. We chose a strip injection and phase space
painting method to reduce beam loss. The injection sys-
tem is consisted of 3 chicane dipoles, 2 bumpers, one of
injection septum magnet and one of carbon stripper. The
3 chicanes form a fixed bump closed orbit. In addition, an
additional 2.4 cm bump orbit is created by 2 bumpers and
restored in 30us. The phase space painting process has
been simulated, and the result shows the tune spread can
be well controlled.

The 3rd integer resonance and RF-KO method are
adopted for slow extraction. The extraction time can be
varied from 1s to 10 s. The extraction elements consist of
4 sextupoles, 2 extraction magnet septum, an electrostatic
wired septum and a RF-Knock-Out (RF-KO). The RF
kicker signal is turned on to excite the 3rd integer reso-
nate of circulating beam. A complicated feedback system
will be used to keep extracted beam current stable. The
detailed injection and extraction system design are report-
ed in Ref [2] and [3] respectively.

Magnet Alloy Loaded Cavity

The magnet-alloy (MA) loaded broadband coaxial cavi-
ty system, shown in Fig. 3, is adopted due to its good
frequency characteristics and high saturation flux density
characteristics.

MA core

AR [:::I]
AAA AAA voricer

power divider

N

LLRF

Figure 3: Layout of MA cavity system.
Table 3: Main design parameters of MA loaded cavity

Parameter Value Unit
Frequency 1~7 MHz
Maximum voltage 800 v
Number of ring 6

Impedance of ring 50 Q
Impedance of cavity 300 Q
Size of ring 450%300%25

Power consume 180 W/core
Length of cavity <630 mm
Inner D of beam pipe 120 mm
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There are 6 solid state amplifiers separately coupled to
6 MA rings, each ring can induce 100 V voltage with 50
Q impedance. This topology structure uses the cavity as
an RF combiner and it simplified the system structure.
Table 3 presents the main parameters of the MA loaded
cavity.

7 MeV H LINAC INJECTOR

The 7 MeV linac injector [4] is composed of the 50 keV
H ion source, Low Energy Beam Transport line (LEBT),
3 MeV four-vane type Radio Frequency Quadrupole
(RFQ) accelerator, 4MeV (from 3 to 7MeV) Alvarez-type
Drift Tube Linac (DTL), and the corresponding RF power
source system. The designed number of the accumulated
protons in each pulse in the synchrotron is 2x10". We
choose the injection energy of 7 MeV for both achievable
particle intensity and the cost of the linac injector.

ECR Ion Source and LEBT

One 2.45GHz microwave-driven Cesium-free Electron
Cyclotron Resonance (ECR) ion source has been manu-
factured and tested successfully for XiPAF facility by
Peking University. The 12.4 mA of the H beam current
was measured by one Faraday cup after the analysing
magnet with the RF power of 2.8 kW, beam pulse width
of 1 ms, repetition rate of 100 Hz, extraction voltage of 50
kV. The measured normalized RMS emittance is 0.16 &
mm mrad.

Ton trap &
chopper

agnet‘siI 7
Figure 4: Layout of LEBT.

As shown in Fig.4, an adjustable aperture is exploited
in the LEBT to obtain the designed current of 6 mA at the
entrance of the RFQ accelerator. The matched Twiss pa-
rameters (0=1.05, p=4.94 cm/rad) can be achieved by two
solenoids. The beam pulse can be shortened to 10~40 ps
by one chopper between the solenoid-2 and the RFQ
accelerator. The chopped particles will lose outside the
RFQ cavity.

RFQ Accelerator

One 3-meter-long four-vane Radio Frequency Quadru-
pole (RFQ) will accelerate H from 50 keV to 3 MeV The
value of p/ry is kept to be 0.8 throughout the structure,
where p is the transverse curvature of the vane tip and 7
is the mean bore radius. The design result is shown in Fig.
5, with B is the focusing strength, X is the focusing pa-
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rameter, 4 is the acceleration parameter, W is the syn-
chronous energy, @, is the synchronous phase, m is the
modulation factor, and a is the minimum bore radius.
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Figure 5: Parameters of RFQ vs. longitudinal position.

The length of the dipole-mode stabilizer rods is chosen
to be 14.7 cm to maximize the frequency interval between
the operating mode and its neighbouring dipole modes.
The RF peak power of 406 kW is needed including the
structure loss of 388 kW and beam power of 18 kW.

Drift Tube Linac

DTL will accelerate H from 3 MeV to 7 MeV. Samari-
um-cobalt permanent magnets are adopted as the trans-
verse focusing quadrupoles for the DTL. The field gradi-
ents are designed to be constant (84.6 T/m), except that
the gradients of the first four quadrupoles are adjusted to
match the RFQ output beam. The total length of the DTL
is about 2.2 m and the number of the accelerating cells is
23. The RF peak power of 300 kW is needed including
the structure loss of 276 kW and beam power of 24 kW.

CONCLUSIONS

A 230 MeV proton accelerator had been designed for
XiPAF. The facility is suitable for wide energy proton
irradiation with slow extraction from 60 to 230 MeV. The
project is under construction. All accelerator sub-systems
including main magnets, injection elements, extraction
elements and the power supplies have completed their
conceptual design and the final design is in progress. The
beam commissioning will be expected at the end of 2018.
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Abstract

A compact magnetic alloy (MA) loaded cavity is under
development for XiPAF’s synchrotron. The cavity contains
6 large size MA cores, each is independently coupled with
solid state power amplifier. Two types of MA core are pro-
posed for the project. We have developed a single core model
cavity to verify the impedance model and to test the proper-
ties of MA cores under high power state. The high power
test results are presented and discussed.

INTRODUCTION

Xi’an Proton Application Facility (XiPAF), under con-
struction in Xi’an, China, is dedicated to radiation applica-
tions like proton therapy, single event effects (SEE) study [1].
XiPAF’s accelerator complex is composed of a 7 MeV Linac,
a compact synchrotron (7~230MeV) and two application
beam lines. The synchrotron works in slow cycling mode
and can accelerate proton beam from 7 MeV to 230 MeV in
0.5s.

We propose to use a compact MA loaded cavity for beam
acceleration because: 1. MA material has the property of
wide band, thus we can use a single cavity to cover the large
frequency range of our machine. This property can also
simplified the control system compared to ferrite loaded
cavity; 2. For slow cycling operation of our machine, a
voltage of several hundred volts is enough, so the cooling of
MA loaded cavity would not cause serious problem.

TP HHE

A A A A A A Solid state

amplifier

Energy spliter
Feedback loop U

LLRF Control system

Figure 1: MA loaded RF system for XiPAF’s synchroton.
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The schematic design of our MA loaded cavity is shown
in Fig. 1. The cavity contains 6 large size MA cores. The
impedance of each core will be designed close to 50 ©, so
they can be independently coupled with solid state power
amplifier without special impedance match. The main pa-
rameters of the cavity are listed in Table. 1.

Table 1: Parameters of the MA Loaded Cavity

Parameter Value Unit
Frequency range 1~7 MHz
Harmonic number 1

Max. Voltage 800 \Y%
Core number 6

Shunt impedance per core ~80 Q
Max. power dissipation per core  ~110 w
Q value ~0.5

Core outer diameter 450 mm
Core inner diameter 300 mm
Core thickness 25 mm

Two local company in China have provided two types of
large size MA core (see Fig. 2):

* Type A: The material of ribbon is 1K107 produced by
AT&M'. The thickness of ribbon is 18 um. The core is
solidified with epoxy resin.

* Type B: The material of ribbon is FT-3M, which is the
most widely used material in this area. The thickness
of ribbon is 18 um. The core is solidified with silica
gel.

We have carried out several experiments of both low power
and high power to test the performance of large size MA
cores.

Figure 2: Large size MA cores, (a) Type A, (b) Type B.

! http://www.atmen.com/
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RESULTS OF COLD TEST

The shunt impedance R, of each core can be written as [2]

R,
Ry = (1,0f)tIn (?) (1)
’ ’ 1
Hp = Hg (1 + @) @)

where R,, R; and t are the outer diameter, inner diameter
and thickness of the core, Q is defined as 5 /uy, wy — juy
is the complex permeability of the material. The product
(u,Qf) is independent of the size of core and is used to
evaluate magnetic material.

We have measured the complex impedance of the MA

cores through a vector network analyzer and deduced their

(1,0 f) and Q. The measured results are shown in Fig. 3.

Cold test results show that 1K107 and FT-3M material have
similar performance. The cores made of FT-3M have better
( ,u;, Qf) when the frequency reaches several MHz. Their
(u;,Q f) ranges from 4 GHz to 9 GHz in the frequency range
of 1~7 MHz. With the size of the core, the shunt impedance
ranges from about 50 Q to 120 Q in the frequency range of

1~7 MHz. A single core model cavity is built to further
10 , 1.0
— TypeAl
£ 8H — Typeaz 0.8}
SR | 0.6}
; 4 — TypeAl
53:,_ 4 0.4r — Tilpc/\zi
ER) 0.2} — TypeB1}|
— TypeB2
fo 100 101 0901 100 101

Frequency / MHz Frequency / MHz

Figure 3: (y;,0f) and Q value of large size MA core.

Figure 4: Single core test cavity.

test the MA cores (see Fig. 4). A tunable capacitance is
installed on the cavity to adjust the resonant frequency. We
measure the impedance through the couple loop as shown
in Fig. 5. The measured results show the cavity has good
wide band property, the standing wave ratio stays below 1.7
in the frequency range of 1~7 MHz. However, the measured
result is not well consistent with the theory result. Here,
the theory complex impedance is calculated as Zore// ja+c’
where Zgore is the measured impedance of MA core without
cavity. We infer that the distributed inductance is the main

reason of the difference, because the image part of measured
ISBN 978-3-95450-185-4
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impedance grows much faster than the image part of theory
impedance.

200 ———————— - 30
- - Theory =1
B S I
g 100y owprs o 2
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R St ke 2 R S B
1 3 5 7 9 11 13 15 1 3 5 7 9 11
Frequency / MHz Frequency / MHz

Figure 5: Imedance and standing wave ratio measured
through the couple loop. In (a), the blue, green and red
lines indicate the real part, image part and absolute value of
complex impedance, the dashed lines stand for theory result,
the solid lines stand for measured result.

RESULTS OF HIGH POWER TEST

We have carried some high power experiments to test the
shunt impedance of MA core under strong field and high
temperature. The shunt impedance of MA core is estimated
by

vé
Ry 2Py, ®)
where V¢ is the voltage across the capacitance, Py, is the
input power from amplifier. A thermal camera is used to
monitor the temperature distribution on the surface of MA
core.

Instantaneous Experiment

The shunt impedance under strong field is evaluated
through instantaneous experiment. The input power is ON
only for a short time to avoid significant temperature rise.
The test result is shown in Fig. 6. The maximum input power
reaches about 2000 W, correspond to a average energy den-
sity of 1.4 W/cc. For both types of MA core, there is no sign
shows the shunt impedance will decrease until this energy
density.

140 140
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Figure 6: Shunt impedance of large size MA core under
different input power, (a) Type A, (b) Type B.

Continuous Experiment

The MA cores are coupled with continuous 3 MHz RF
power without special cooling to test their shunt impedance
under high temperature.

For type A core, local damage happened when the in-
put power is 800 W and the maximum surface temperature

Accelerator Systems
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reaches 240 °C. The measured shunt impedance decrease
slightly as shown in Fig. 7. There is epoxy resin leaking
outside the core in some spots (see Fig. 8). The spots lo-
cate at the splints used to support the core which have made
the heat dissipation more difficult. The local temperature
should be higher than 240 °C that can not be observed by
thermal camera. After the damage happened, we conducted
high power test with input power of 300 W and 500 W. The
measured shunt impedance reaches a balanced value after
the temperature is stable and does not behave significant
decrease compared with instantaneous test result. Local
epoxy resin leakage seems not causing serious problem for
the shunt impedance.

400 80
350+
D R N ok Sl R 4 70
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Figure 7: Long time high power test result of type A core.
The 300 W and 500 W tests are conducted after 800 W test.

For type B core, there is also damage when input power
reaches 800 W, but no shunt impedance decrease as shown
in Fig. 9. The damage way is different from type A core.
There is local swell under the splint (see Fig. 10). The swell
disappears after the core gets cooled. Under same input
power, type B core’s maximum surface temperature is a
little higher than type B core’s. We think this is due to the
worse thermal conductivity of silica gel than epoxy resin.
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SUMMARY

Two types of large size MA core have been tested for
XiPAF’s MA loaded cavity project. Cold test shows the
performance of 1K107 and FT-3M material are similar. In-
stantaneous high power test shows both type of MA core can
sustain a average energy density of about 1.4 W/cc. In long
time high power experiment, high temperature has caused lo-
cal epoxy resin leakage for type A core (~240 °C) and slight
shunt impedance decrease. For type B core, there is local
swell under temperature ~260 °C, but no significant shunt
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Figure 8: Local damage of type A MA core.
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Figure 9: Long time high power test result of type B core.

Figure 10: Local damage of type B MA core.

impedance decrease. It seems that the difference comes
from the material used for solidification.Silica gel has worse
thermal conductivity, but it is more stable than epoxy resin
under high temperature.
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Abstract

A new large scale accelerator facility is being designed
by Institute of Modern Physics (IMP) Lanzhou, which is
named as the High Intensity heavy-ion Accelerator Facili-
ty (HIAF). This project consists of ion sources, Linac
accelerator, synchrotrons (BRing) and several experi-
mental terminals. During the operation of Bring, the
heavy ion beams will be easily lost at the vacuum cham-
ber along the BRing when it is used to accumulate inter-
mediate charge state particles. The vacuum pressure bump
due to the ion-induced desorption in turn leads to an in-
crease in beam loss rate. In order to accumulate the beams
to higher intensity to fulfil the requirements of physics
experiments and for better understanding of the dynamic
vacuum pressure caused by the beam loss, a dynamic
vacuum pressure simulation program has been developed.
Vacuum pressure profiles are calculated and compared
with the measured data based on the current synchrotron
(CSRm). Then the static vacuum pressure profiles of the
BRing and one type of pump which will be used in the
BRing are introduced in this paper.

INTRODUCTION

The HIAF project consists of ion sources, Linac accel-
erator, synchrotrons and several experimental terminals.
The Superconducting Electron-Cyclotron-Resonance ion
source (SECR) is used to provide highly charged ion
beams, and the Lanzhou Intense Proton Source (LIPS) is
used to provide H," beam. The superconducting ion Linac
accelerator (iLinac) is designed to accelerate ions with the
charge-mass ratio Z/A=1/7 (e.g. **U**") to the energy of
17 MeV/u. lons provided by iLinac will be cooled, accu-
mulated and accelerated to the required intensity and
energy (up to 1.4x10"" and 800 MeV/u of *U**") in the
Booster Ring (BRing), then fast extracted and transferred
either to the external targets or the Spectrometer Ring
(SRing). As a key part of the HIAF complex, SRing is
designed as a multifunction experimental storage ring. A
TOF detector system will be installed for nuclei mass
measurements with isochronous mode. An electron target
with ultra-low temperature electron beam will be built for
Dielectronic Recombination (DR) experiments. Both
stochastic cooling and electron cooling systems are con-
sidered to be equipped in order to provide high quality
beams for experiments and compensate energy losses of
internal target experiments. MRing is used for the ion-ion
merging [1]. The layout of the HIAF project is shown in
Fig. 1.
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Figure 1: Layout of HIAF project.
CSRm VACUUM PRESSURE PROFILE

Static Pressure Profiles

The HIRFL-CSR complex consists of the main cooler
storage ring (CSRm), Radioactive Ion Beam line (RIB)
production and transfer line two (RIBLL2), experimental
storage ring (CSRe), and experimental stations. The two
existing cyclotrons, the Sector Focus Cyclotron and Sepa-
rated Sector Cyclotron, at the Heavy Ion Research Facili-
ty in Lanzhou (HIRFL) are used as the injector system.
The heavy ion beams from HIRFL are injected into the
CSRm, then accumulated, electron cooled, and accelerat-
ed, before being extracted to the CSRe for internal target
experiments and other physics experiments [2].

CSRm is a racetrack shape synchrotron that consists of
four arc sections with the circumferences of 161.00 m.
Each arc section is composed of four dipoles, five focus-
ing quadrupoles, and three defocusing quadrupoles.

The total volume of the CSRm vacuum system is about
7200 L and the total inner surface is about 160 m* (not
including the equipment inside the vacuum system). Sput-
ter ion pumps (SIP) and titanium sublimation pumps
(TSP) are selected as the main pumps, which are distrib-
uted in about 4 m along the rings according to the calcula-
tion. Sputter ion pumps with pumping speeds of 200~400
I/s remove non-getterable gases such as methane and
argon. Titanium sublimation pumps have a high capacity
for hydrogen at very low pressure, where the residual gas
is mainly H, (90%). The pumps have an area of 5000 cm®
of sublimated titanium and a pumping speed of approxi-
mately 2000 I/s for active gases [3].

The dynamic vacuum pressure calculation method
which developed from the VAKDYN code [4] is imple-
mented to calculate the equilibrium pressure profile for
the CSRm. The newly developed simulation code is
named as HIAF-DYSD. For the computation of the
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CSRm pressure profiles, the following parameters are
used:

1. Along the CSRm, the beam pipe temperature is
T=293 K.

2. There are two types of SIP and TSP at the CSRm,
with the pumping speed of SIP1=200 1/s, SIP2=300
I/s, TSP1=1000 I/s and TSP2=2000 I/s for the hydro-
gen.

3. Operational experiences of many particle accelera-
tors in the world suggests that, after the pretreatment
mentioned above, the outgassing rate of the materials
should be lower than 5%10™"° mbar*l/(s*cm?) [3]. In
this paper, the outgassing rate for hydrogen is as-
sumed to be 7#10°"° mbar*1/(s*cm?).

According the parameters mentioned above, the vacu-
um pressure profile for the CSRm is calculated and
shown in the Fig. 2. With 8 gauges installed in the CSRm,
measured vacuum pressure data was recorded and com-
pared with the calculation result.

1E-8

Calculation result
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Figure 2: Static pressure profile for CSRm.

In the code VAKDYN and HIAF-DYSD, the Crank-
Nicholson method is used to solve the differential equa-
tion that describes the pressure profile [4]. Another pro-
gram (Bolide) which provided by Alexander Smirnov
from Joint Institute for Nuclear Research (Dubna, Russia)
is adopted to calculate the pressure profiles to do the
comparison. The simulation result for the CSRm by us-
ing his code can be seen in Fig. 3.
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Figure 3: Static pressure profile for CSRm using Bolide.

According to the simulation result, the beam intensity is
too low to make the vacuum pressure bump too much
under the condition of high pump speed in the CSRm.
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Dynamic Pressure Profiles

During the operation of heavy ion accelerator, the
heavy ion beams are easily lost at the vacuum chamber
along the ring when it is used to accumulate intermediate
charge state particles. The vacuum pressure bump due to
the ion-induced desorption in turn leads to an increase in
beam loss rate [5]. The average dynamic pressure is cal-
culated with the assumption that the heavy ion beams are
lost continuously around the CSRm ring.

The uranium beam ***U*?* that was accumulated in the
CSRm in 2011 is chosen as the reference ion to simulate
the beam loss distribution with the machine operation
parameters. The desorption rate is assumed 2%10*
molec./ion as the input parameters for the ion-induced
desorption part of the outgassing of the vacuum chamber
walls coming from Lianc3 at CERN [6]. For the uranium
beam, the number of the lost ions is 2*10® ion/s. With the
total surface 160 m?, the total dynamic outgassing rate is
estimated to be about 1*10™° mbar*l/(s*cm?). Dynamic
pressure simulation for the hydrogen in the CSRm can be
seen in Fig. 4.
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Figure 4: Dynamic pressure simulation for the CSRm.

BRing VACUUM PRESSURE PROFILE

Static Pressure Profiles

BRing is used to accumulate and accelerate ions pro-
vided by iLinac up to high intensities and energies. A two-
plane painting injection system, which means that ions
can be injected both in horizontal and vertical phase space
simultaneously, is designed in order to get highly accumu-
lation gain factor. Both fast extraction and slow extraction
systems are equipped in BRing, in order to deliver ion
beam to targets or experimental terminals.

The Booster Ring has a threefold- and mirror-
symmetric lattice over its circumference of 530 m. Each
super period consist of 8 DF structure arc and FODO
straight sections. Sputter ion pumps (SIP) and titanium
sublimation pumps (TSP) are also selected as the main
pumps. The space between two dipoles is only 600 mm
and not long enough to install normal TSP, therefore, a
new type of pump NEXTorr will be installed in the lim-
ited space.
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The NEXTorr D 2000-10 is an extremely compact
pump which integrates sputter ion pump and NEG pump
technologies with larger pumping speed (2000 L/s) and
capacity to sorb gases. The getter cartridge is made of
porous sintered getter disks stacked in a highly efficient
gas trapping structure featuring pumping speed in excess
0f 2000 1/s (H2). The cartridge is integrated into a CF 100
flange containing heating elements for the getter activa-
tion [7].

With the defined pumping speed of TSP, SIP and NEX-
Torr, the static pressure profiles of BRing with 4 period
sections can be seen in Fig. 5.
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Figure 5: Static pressure profile for 50m part in BRing.

Setup to Measure lon Induced Desorption Rate

The effect of ion-induced molecular desorption signifi-
cantly influences the operation of low charge-state heavy
ion accelerators and has an important impact on the de-
sign of future machines [8]. Therefore, an experimental
setup to measure the ion induced desorption rate is de-
signed and installed at the CSRm. Fig. 6 shows the layout
of this setup.

\.‘ ! . ‘_ —/.-' '
\ . Y S
Figure 6: The layout of experimental setup.

This setup consists of three chambers: first chamber
which installed an Integrating Current Transformer (ICT),
Al,O; fluorescence screen is used to measure the beam
current and align the incoming beam; the second chamber
which installed a TSP, SIP and NEXTorr is used to pump
out the desorption gases; the experimental chamber is
equipped with a pressure (extractor) gauge and a residual
gas analyzer (RGA) to measure the total pressure increase
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and the partial pressure distribution during ion bombard-
ment.

More beam test will be conducted in this setup to
measure the ion induced desorption rate of different mate-
rials in the future.

CONCLUSION

The vacuum pressure profiles for the CSRm and BRing
have been calculated by using the newly developed code.
An experimental setup has been installed at the CSRm
and will measure the ion beam induced desorption rate in
the near future. Based on the simulation results and meas-
urement data, the collimation system for the BRing is
under designing.
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Abstract

Following a successful commissioning period, the Multi-
Turn Extraction (MTE) at the CERN Proton Synchrotron
(PS) has been applied for the fixed-target physics programme
at the Super Proton Synchrotron (SPS) since September
2015. This exceptional extraction technique was proposed
to replace the long-serving Continuous Transfer (CT) extrac-
tion, which has the drawback of inducing high activation in
the ring. MTE exploits the principles of non-linear beam
dynamics to perform loss-free beam splitting in the horizon-
tal phase space. Over multiple turns, the resulting beamlets
are then transferred to the downstream accelerator. The op-
erational deployment of MTE was rendered possible by the
full understanding and mitigation of different hardware lim-
itations and by redesigning the extraction trajectories and
non-linear optics, which was required due to the installation
of a dummy septum to reduce the activation of the magnetic
extraction septum. The results of the related experimental
and simulation studies, a summary of the 2015 performance
analysis, as well as more recent performance improvements
are presented in this paper.

INTRODUCTION

To provide high-intensity beams for fixed target physics at
the SPS, the longitudinal structure delivered by the PS has to
comply with certain requirements. In order to reduce beam
loading and to provide an almost continuous spill towards the
experimental facilities, uniform filling of the SPS is desired.
Considering that the length of the SPS is about eleven times
the circumference of the PS, and that a gap for the rise time
of the SPS kickers is needed, the non-resonant CT process
was proposed in 1973 [1]. This extraction technique, which
occurs over five turns at 14 GeV/c, allows to optimize the
duty cycle as only two subsequent extractions from the PS
are necessary. On the downside, the CT extraction comes
with the major drawback of significant beam loss occurring
at multiple locations around the ring [2], leading to high
dose to personnel during accelerator repair and maintenance
as well as to long cool down times.

Therefore, the MTE technique was proposed to replace
the CT process in 2001 [3]. MTE is a resonant extraction
mechanism, which exploits advanced concepts of non-linear
beam dynamics and applies a fourth order stable resonance
to perform beam splitting in the horizontal phase space. The
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resulting beamlets - one core and four islands - are then
extracted over five turns.

Due to the complexity of the MTE scheme, its operational
implementation has had to overcome many challenges. In
2010, about one month of operational experience could be
gathered with this novel technique, and two major issues
were identified [4]:

(1) significant fluctuations in the efficiency of the trans-
verse splitting, the losses at extraction and the trajecto-
ries in the transfer lines, and

(2) unacceptably high radioactive activation of the mag-
netic extraction septum (SMH16).

In order to overcome the second problem, a so-called
dummy septum (TPS15), i.e. a passive absorber to shield
SMH16, was developed and installed in straight section (SS)
15 of the PS during the Long Shutdown 1 (LS1) between
2013 and 2014 [5]. A certain fraction of the losses during the
extraction is intrinsic to the process itself and the debunched
longitudinal structure of the beam: during the rise time of the
fast kickers, the continuous beam is swept from the internal
to the external side of SMH16, causing unavoidable beam
loss. Using TPS15, the activation of SMH16 can be reduced
by relocating these losses from SS16 to the well-shielded
SS15. It was only after the installation of this device that
the MTE commissioning could be resumed.

In this paper, several experimental and simulation studies
are presented, which allowed to increase the understanding
of the MTE process and eventually led to the implementation
of appropriate measures to overcome the two aforementioned
problems. As a result of these studies, the MTE process was
operationally deployed and has been used to deliver high-
intensity beams to the SPS as of September 2015. Since
then, it has successfully replaced the CT extraction [6].

Furthermore, an analysis of the MTE performance in 2015
and recent operational improvements, which aim at increas-
ing the robustness of this extraction technique, are discussed.

PERIODIC OSCILLATIONS OF THE
SPLITTING EFFICIENCY

The efficiency of the transverse splitting is the natural
figure-of-merit of the MTE performance and is defined as

_ <1 Island )
I Total

, ey

TIMTE

where (Iisland) and Ity Stand for the average intensity in
each island and the total beam intensity, respectively. The
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nominal efficiency is 20%, corresponding to an equal beam
sharing between islands and core. One of the challenges
of working with transversely split beams is the fact that it
is difficult to directly measure the locations of the various
beamlets in the phase space. Therefore, nyrg is inferred
from phase space projections, which are obtained by using
horizontal wire scanners (WSs).

Figure 1 shows the time evolution of several measured
horizontal profiles. Clear oscillations of the intensities cap-
tured in the various beamlets are observed, with oscillation
periods in the order of tens of minutes. This phenomenon
caused cycle-by-cycle variations of nytg and, therefore, sig-
nificant deviations from the minimum acceptable value of
19% set by the SPS.

Based on an extensive measurement campaign and sub-
sequent simulation studies, the splitting process was un-
derstood to be significantly perturbed by a low-frequency
modulation of the tune. The observed oscillations were
actually caused by a current ripple introduced by the switch-
mode power converters used to power the different circuits of
the Pole-Face Windings (PFW), which are special auxiliary
windings used to control transverse tunes and linear chro-
maticities [7]. The current ripple at the intrinsic frequency of
these power converters of 5 kHz was found to be larger than
expected and, more importantly, the lack of synchronization
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Figure 1: Top: Comparison between good and bad splitting
efficiency based on measured horizontal profiles. Bottom:
Waterfall representation of multiple measured horizontal
profiles, with the colour scale corresponding to the amplitude
of the data shown in the image at the top. Each measurement
was recorded on a different cycle and clear oscillations of
the beamlets’ intensities are visible.
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of the clocks of the different power converters resulted in
a modulation of the tune at 5 kHz with varying amplitude
in time. Figure 2 shows the excellent agreement between
the time evolution of the measured profile amplitude of the
outermost island (see Fig. 1) and the amplitude of the 5 kHz
component of the PFW current.

Following a hardware intervention to reduce the current
ripple at 5 kHz, the fluctuation of nyrg was significantly
improved. This achievement, which was the prerequisite to
again transfer MTE beams to the SPS, is also visualized in
Fig. 2, where the intensity of the different beamlets measured
with a WS is shown to be constant in time.

By means of time-dependent 6D simulations with the Py-
ORBIT code [8] - using PTC [9] as underlying tracking code
- the effect of a tune modulation at 5 kHz on the efficiency of
the transverse splitting was investigated. Therefore, the mul-
tipole elements required to perform the horizontal splitting,
i.e. dedicated sextupole and octupole magnets, were pro-
grammed according to the operationally used values and the
horizontal tune was constantly increased over 50 x 10% turns
to cross the resonance and perform the transverse splitting.
In addition, a 5 kHz tune modulation corresponding to the
maximum measured ripple amplitude of the PFW circuits
was included in the simulations. In Fig. 3, the resulting topol-
ogy of the horizontal phase space is compared to the case
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'S || 5kHz line of PEW
ol !
. | |
I
E i rmalht han
© 054l el AL \l \ i\”/
g UOp I 1 ‘ fal \ |
N i | @ )
£ Lvl\’t“c' Y.l [Pt
B | 4 ‘ | I
E ot
< . . . . . .
0 10 20 30 40 50 60
Time [arb. units]
100
p 3.
<o 80 i
E
#
T 60 @ o
Q .
. 1
o 40 H
2 ;
S 20 *
0 3

-10 0 10 20 30
 [mm)]

-30 —20
Figure 2: Top: Comparison between the time evolutions of
the measured profile amplitude of the outermost island and
the amplitude of the 5 kHz current ripple of the PFW. Bottom:
Waterfall representation of multiple measured horizontal
profiles after an intervention aimed at damping the PFW
current ripple at 5 kHz. A significant improvement with
respect to the measurements shown in Fig. 1 is clearly visible.
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without any tune ripple. Due to the absence of the transverse
damper, which is used to horizontally excite the beam for
about 14 x 103 turns (the PS revolution period corresponds
to 2.1 ps) after the crossing of the fourth order resonance at
a frequency close to the resonant tune frequency to improve
the trapping probability into the stable islands, simulations
without any ripple show an efficiency of only 14%. However,
similar experimental results of g were achieved without
using the transverse damper, which highlights the very good
capabilities of the non-linear model of the PS. Furthermore,
a tune ripple was found to severely affect the splitting pro-
cess, leading to a reduction of nyTg by more than 1% for
the chosen parameters.

Additional simulations, whose results are summarized
in Fig. 4, revealed that the splitting efficiency is even more
severely affected by frequencies lower than 5 kHz. For higher
frequencies, however, the impact on the splitting was found
to be less important. Furthermore, the secondary oscilla-
tion frequencies of the particles close to the stable fixed
points (SFPs) inside the islands were understood to be in the
low-kHz regime. Therefore, it was concluded that the de-
population of the islands in the presence of a low-frequency
tune ripple occurs due to an overlap of the external excitation
frequency with the particles’ natural frequency of motion
during the splitting process.

Based on the results of the presented studies, the feasi-
bility of synchronizing the different power converters and
of moving their switching frequencies to higher values are
currently being investigated.

IMPROVED NON-LINEAR EXTRACTION
OPTICS

Subsequent to the successful splitting in the horizontal
phase space, the beamlets have to be rotated in order to cor-
rectly position them at SMH16. The results of the previously
discussed time-dependent simulations revealed that the op-
erationally used rotation process occurred very quickly and,
therefore, non-adiabatically. Eventually, this results in fila-
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Figure 3: Simulated horizontal phase space portraits at the
end of the splitting process in the absence of a tune ripple
(left) and with a ripple amplitude corresponding to the max-
imum measured current ripple on the PFW circuits (right).
The efficiency of the splitting process is clearly reduced in
the latter case.

Accelerator Systems

MOPRO009

15
14 t
S
@ 13}
H
§ —m— 2.5 kHz
12} —m— 5 kHz
—m— 10 kHz
11 L . . . . .
0 2 4 6 8 10

Ripple amplitude [arb. units]

Figure 4: Dependency of the splitting efficiency on the fre-
quency and amplitude of the external perturbation.

mentation and emittance blow-up, as the particles captured
inside the islands are not able to follow the rapid motion of
the SFPs (see Fig. 5).

Further simulation studies with PTC led to the understand-
ing that the surface of the islands can be reduced by properly
choosing the multipolar configuration. Nevertheless, it has
to be considered that any reduction of the surface is always
accompanied by a certain probability of de-trapping [10].
This surface reduction in combination with the intended adi-
abatic rotation can eventually be achieved by acting either on
the sextupolar or the octupolar component of the magnetic
field. As acting on the octupolar component is accompa-
nied by a significant change of the amplitude of the SFPs
in the islands, it was decided to slowly adapt the sextupolar
component to perform an appropriate rotation.

The results of simulations with an improved multipolar
configuration are shown in Fig. 6. During the rotation, the
islands follow the movement of the SFPs and slowly adapt to
the new configuration. Thereby, they are elongated and the
external one is reduced in horizontal size, which provides
additional margin for the proper extraction process, as the
clearance between the beam and the blade of the extraction

**&
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Figure 5: Simulated horizontal phase space portraits during
a non-adiabatic final rotation. Once the beamlets are suffi-
ciently separated (see Fig. 3), the rotation occurs within 2000
turns. An intermediate situation after 1000 turns is shown
on the left and the phase space on the right corresponds to
the end of the rotation process.
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Figure 6: Simulated horizontal phase space portraits show-
ing the evolution of an improved final rotation, which takes
about six times longer than the one illustrated in Fig. 5. nmtE
is conserved during the process and the final surface of the
islands is significantly reduced.

septum is increased and only particles in the tails of the
island’s distribution are likely to be absorbed.

The changes to the multipolar configuration were exper-
imentally implemented and the extraction efficiency was
indeed improved by about 4%. The final step pursued to
further increase the extraction efficiency was to correctly
position the dummy septum with respect to SMH16, i.e. to
establish shadowing conditions. The corresponding experi-
mental results are set out in the following section.

SHADOWING CONFIGURATION

TPS15 has been designed to absorb particles that would
otherwise be lost at SMH16 during the rise time of the fast
extraction kickers. As this device constitutes an additional
aperture restriction in the extraction region, a complete re-
design of the extraction bump was required to extract the
MTE beam. Experimental studies showed the necessity to
move TPS15 to its minimum position of 80.5 mm and an
angle of 0 mrad in order to provide sufficient separation be-
tween the beam and the septum blade during the extraction
process.

Therefore, the remaining degrees of freedom to position
SMH16 in the shadow of TPS15 corresponded to the position
and angle of SMH16 and a fine scan of these parameters was
experimentally conducted to determine the settings, which
minimize beam loss in SS16.

By means of a fast beam loss monitor (BLM) in SS16,
which allows to resolve beam loss on a time scale shorter
than one turn, losses occurring during the extraction of the
islands can be distinguished from those created during the fi-
nal turn. In Fig. 7, a typical beam loss pattern during the last
five turns is shown. To evaluate the shadowing efficiency,
the sum of the losses occurring for the core and the islands
was considered as figure of merit and the dependency of this
value on the position and angle of SMH16 was investigated.
For an angle of 0 mrad, beam loss was observed to be a
quadratic function of the position, with a minimum located
at 58.65 mm (see Fig. 7 bottom). The losses measured at this
position corresponded to a reduction by about a factor three
compared to the value obtained for the settings of TPS15
and SMH16, which were considered operational at the time
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Figure 7: Top: Signal of the fast BLM16. The grey area
indicates a duration of five turns, with the dashed lines being
separated by one turn. The red and the blue circles cor-
respond to the maximum beam loss occurring during the
extraction of the islands and the core, respectively. Bottom:
Dependency of beam loss on the position of SMH16 for an
angle of 0 mrad. Red and blue circles correspond to the
losses of the islands and the core, respectively, and the black
circles represent their sum. Error bars describe the stan-
dard deviation obtained over 10 consecutive measurements.
The dashed line and the grey band indicate mean value and
standard deviation of losses for the nominal septa settings.

these measurements were conducted (82.5 mm / 0 mrad
and 55.5 mm / 3 mrad, respectively). Based on these re-
sults, the following settings were chosen as new operational
configuration: TPS15 at 80.5 mm / 0 mrad and SMH16 at
57.5 mm / 1 mrad. These values constitute an acceptable
compromise for both MTE and the other operational users.

PERFORMANCE ANALYSIS OF THE 2015
RUN

Based on the increased understanding of the MTE process
and the implemented mitigation measures to overcome the
issues, which stopped the deployment of MTE in 2010, it
became again possible to transfer MTE beams to the SPS
at the end of 2015. From September 21% until the end of
the proton run on November 161, MTE replaced the CT
technique. Continuous beam optimisation was carried out,
and intensities of up to 2.0 x 10'® p could be operationally
extracted.
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the proton run on November 161, MTE replaced the CT
technique. Continuous beam optimisation was carried out,
and intensities of up to 2.0 x 10'3 p could be operationally
extracted.

The striking advantage of MTE over CT is visualized in
Fig. 8, where measurements with slow BLMs, which are
installed around the PS circumference in the 100 straight sec-
tions and integrate beam loss over 1 ms, are presented. Beam
loss occurs mainly in the extraction region and activation of
the rest of the machine is significantly reduced.

Figure 9 presents the time evolution of the extracted beam
intensity and of the extraction efficiency 7exi. For MTE, nex
is around 97-98%, whereas typical values for CT at simi-
lar beam intensity are around 95%. Hence, MTE reduces
extraction losses with respect to CT by almost a factor of 2
and concentrates them in the well-shielded SS15.

MOPRO009

A summary of some statistical indicators describing the
MTE performance for an intensity of 2.0 x 10'3 p is listed
in Table 1.

Table 1: Splitting and Extraction Efficiencies for the 2015
MTE Beam with an Intensity of 2.0 x 10! p. Based on
15 x 103 different measurements, the mean (@), median
(0»), and standard deviation (o) of the two quantities are
quoted.

TIMTE Next
H 0> o M O o
1990 19.92 041 | 97.50 97.56 0.60
RECENT PERFORMANCE
IMPROVEMENTS

As a result of the aforementioned performance improve-
ments of the MTE technique and the operational experience
gained during the MTE run in 2015, the decision was taken
to adopt MTE as the operational extraction scheme through-
out the 2016 run.

In parallel to the operational use of MTE, studies are being
carried out to further improve the MTE reproducibility. This
especially concerns the optimization of the applied multipole
functions and of the settings of the wide band stripline kicker
of the transverse damper system.

Figure 10 shows that an excitation of at least 20% of the
maximum available excitation amplitude is required to prop-

TP+515
— 250 f or
F 200 N
s :ﬁ: MTE (shadowing)
2
£ 150 I
% 100}
9
E 50} ke
3 L 3 =
m 0 e m ..?tg *a" = = . - |
20 40 60 80 100

BLM / straight section

Figure 8: Integrated beam loss measured after extraction on
the MTE cycle using TPS15 and SMH16 in shadowing con-
figuration. Only BLM15 is saturated, and beam loss at the
adjacent SMH16 is significantly reduced. For comparison,
the MTE case without TPS15 and the CT case are shown.
Error bars for the case of MTE with shadowing correspond
to the standard deviation of 500 consecutive measurements.
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Figure 9: Evolution of the PS proton intensity measured prior
to extraction and of 7¢x¢ during the 2015 MTE run. Operation
with CT and the period using the shadowing configuration
are highlighted in grey.
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erly populate the islands during the splitting process. The
transverse splitting also crucially depends on the horizon-
tal emittance before resonance crossing and the transverse
damper was found to be efficient in reducing the dependency
of nvtE on the initial emittance.

Furthermore, scans of the excitation frequency confirmed
that its fractional part is required to be close to 0.25, while
nmte Was found to be basically independent of the integer
tune value of the excitation frequency.

22
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Figure 10: Dependency of the splitting efficiency on the
excitation amplitude of the transverse damper (in % of the
maximum amplitude). An amplitude of at least 20% is re-
quired to achieve proper splitting efficiency.
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MACHINE ELEMENT CONTRIBUTION TO THE LONGITUDINAL
IMPEDANCE MODEL OF THE CERN SPS

T. Kaltenbacher™, F. Caspers, C. Vollinger
CERN, Geneva, Switzerland

Abstract

This contribution describes the current longitudinal
impedance model of the SPS and studies carried out in order
to improve, extend and update it. Specifically, new sources
of impedances have been identified, evaluated and included
in the model. One finding are low Q and low-frequency (LF;
here below 1 GHz) resonances which occur due to enamelled
flanges in combination with external cabling e.g. ground
loops. These resonances couple to the beam through the gap
with enamel coating which creates an open resonator. Since
this impedance is important for beam stability in the CERN
Proton Synchrotron (PS), RF by-passes were installed on the
enamelled flanges, and their significance for the SPS beam is
currently under investigation. Simulations, bench and beam
measurements were used to deduce model parameters for
beam dynamic simulations.

INTRODUCTION

A significant SPS upgrade is mandatory in order to meet
the expectations for the planned LHC upgrade scenarios [1]
since there are still intensity limitations apparent for future
high-intensity LHC beams [2,3]. Beam measurements and
the current longitudinal beam coupling impedance model of
the SPS [4] have unveiled the main contributors to the resis-
tive impedance which are vacuum flanges, and the 200 MHz
cavities to name but a few. The main contributor to the
high R/Q impedances are the kicker magnets and again the
200 MHz cavities [3].

Vacuum flanges in the SPS were found to be responsible
for single- and multi-bunch longitudinal instabilities. There-
fore, an impedance reduction campaign of these vacuum
flanges (VF) during the Long Shutdown 2 (LS2 in 2019)
is LIU baseline. However, it is not yet clear if the flange
insulation has to be maintained or not. In order to answer
this question, a campaign is planned during a technical stop
in 2016 [5] to shortcircuit all insulated VF of the 109 QF
(quadrupole focusing magnet) short straight sections (SSS)
by so-called soft clamps. Detailed beam parameter mea-
surements before and after the deployment of these soft
clamps will provide the basis for the decision whether the
VF can maintain their enamel insulation or not. Based on
this decision, the current flange shield design for impedance
reduction will have to be reviewed or can be kept. This is
very important, since many of the positions that have to be
shielded are equipped with enamelled flanges. In the PS [6],
insulated vacuum flanges are used to avoid eddy currents
induced by fast ramping (ramp rates ~ 2.3 T/s) of C-shaped
magnet , and to avoid that ground loops are closed via the
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beam pipe. From measurements, it could be shown that the
flange capacitance and the connected CBN (ground loops)
form a resonator with a resonant frequency of about 1.5 MHz
which had to be dampened with by means of RF-bypasses.
As before for the PS, also in the SPS, the enamelled flanges
were introduced to avoid eddy current propagation along
the beam pipe, and in addition to allow a sectorising of
the vacuum system such that only one ground connection
is installed at each half-cell (approx. every 32 m). In the
SPS however, the ramping rates of H-window magnets are
about 10 times slower than in the PS and induced net cur-
rents on the beam pipe are thus considerably smaller as well.
From laboratory measurements, it could be shown that the
induced current from focusing quadrupole magnets (QF) is
below 1.5 A and from defocusing quadrupole magnets (QD)
less than 200 mA. In addition, from measurements, it could
be shown that in the SPS, a resonator which is formed by
the flange capacitance and the ground loop, is resonating
at about 2.5 MHz. The same measurements also indicated
a number of resonances at higher frequencies, i.e. at about
20 MHz, about 60 MHz, and higher. It should be mentioned
already here that these resonances show a spread around the
indicated frequencies due to slight variations in the ground-
ing loop lengths and topology, as is illustrated in Fig. 1.
Consequently, the current impedance model has to be ex-
tended to include these low-frequency resonances occurring
due to enamelled flanges.

1201 no RF-shield

BPH31008; RF-shielding
---BPH31208
—BPH31408; RF-shielding

100

with RF-shield
—BPH31608; RF-shielding
80| ---BPH31808
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60) —BPH32808; RF-shielding
—BPH33008; RF-shielding
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Figure 1: Differentially measured reflection coefficient Sy
was used to calculated the real part of input impedance Z; -
Re(Z;) - of 10 QF SSS with and without RF-shield.

MEASUREMENTS

In order to evaluate these low frequency resonances, two
different type of measurements were performed with a vector
network analyser (VNA) in the SPS. Firstly, measurements
of reflection S-parameters (S;1) were carried out to obtain
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the low-frequency input impedance of enamelled flanges,
and secondly we performed measurements via a pick-up
(PU) installation. The PU consisted of conducting loops that
are connected to an inner and outer conductor of a coaxial
cable and were put in place to the left and right side of the
flanges. Via the PU installation, beam induced measure-
ments from the surface were possible. Again, reflection
S-parameters were taken as read-out signal to allow an eval-
uation in the same manner as for the first set of data. In order
to rule out spurious signals caused by coupling effects due
to the surrounding installation, independent differential RF
measurements were performed for the very same positions.
These single-ended and differential measurements, as well
as the beam induced measurement set-ups are described in
more detail below together with their results.

RF Measurements

For the single-ended (s.e.) RF measurement, the VNA
was connected to the pick-up (PU) by means of a BNC-N
adapter (see Fig. 2). During the measurements, we could
determine that the upper signal frequency limit of the s.e. RF
measurement to a value of about 30 MHz, caused by the cou-
pling of the outer conductor of the cable to other electrical
installations and equipment, i.e. the EM surrounding.

The differential (diff.) RF measurement method was ap-
plied using a hybrid junction (MACOM H-9-N; nominal
bandwidth 2 to 2000 MHz) [7]. Two RF measurement ca-
bles with pins connected to them (see Fig. 3) and provided
an independent measurement of the very same pick-up.

Figure 2: Pick-up (PU3) position in the short straight section
of the focusing quadrupole magnet QF31610 in the SPS.

Via the hybrid, signals between the 0° and 180° phase shift
port were taken. It is worthwhile to mention that both ca-
bles were calibrated simultaneously by means of a one-port
calibration and that the differential characteristic impedance
is 100 Q. This characteristic impedance was used to con-
vert the reflection coefficient S;; to the input impedance
(Z;). As expected, this set-up is limited towards low fre-
quencies at about 1 MHz, when spurious signals caused by
data interpolation as well as calibration effects of the VNA
become visible. Also, operation of the hybrid junction below
2 MHz is difficult, so that we did not consider these very low
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frequency values. The upper frequency limit shows up at
about 500 MHz and is caused by increased loss from contact
resistance and signal interferences.

Figure 3: Schematic of differential RF measurement set-up.

Beam Induced Measurements

In order to show the coupling of the beam to the EM
surrounding through enamelled flanges, beam induced
measurements were performed. Three positions with
enamelled flanges were chosen (PU1 to PU3) and fitted
with to so-called soft clamps. These clamps are tailor-made
from copper braids into which cable ties were slid similar
to a sleeve. The cable ties allowed to strap the soft-clamp
on the beam pipe to the left and right side of the flange.
A socket was soldered on each of the clamps beforehand
and the PU was completed by connecting the clamps with
a banana-BNC adapter (see Fig. 2) which in turn was
connected to a spare coaxial cable running from the tunnel
to the surface. Such a pick-up represents a single-ended
measurement of the (beam) induced signal across a VF.
The signals were acquired one second after injection with
a fast, high analogue band-width oscilloscope with 50 ps
time sampling period and afterwards converted to frequency
domain by means of fast Fourier transform (FFT). Although
in the SPS, the single bunch beam (with bunch length
40; ~ 3 ns) had a nominal intensity of 1 x 10'! protons
per bunch (ppb), all measured data traces except one were
taken with 4 x 10'° pbb due to the availability of the cycle
during our measurements. Figure 4 shows the spectra of
beam induced signals for the three pick-ups (PU1 to PU3) in
different locations. Note that for PU3, two traces taken with
different intensities are shown and the magnitude scales
accordingly (= 10/4).

SIMULATIONS

Macro-Particle Longitudinal Beam Dynamics

Longitudinal beam dynamics simulations with BLonD [8]
were performed with the updated impedance model for the
SPS including the scattered LF contribution (see Fig. 1).
Two kind of simulations were performed. Firstly, a 72 bunch
beam with 25 ns spacing during the ramp, and secondly
a synchrotron frequency shift simulation from quadrupole
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Figure 4: Single-ended spectrum of the beam induced mea-
surements for pick-up PU1 to PU3. Note that the magni-
tude scales as expected for PU3 by about 2.75 (theoretically
10/4=2.5).

oscillations. Preliminary results have shown that there seems
to be no significant effect on neither beam stability nor on the
synchrotron frequency shift due to short bunch length [9].

EM Simulation

Figure 5 shows a simplified model of an MBA/MBA
flange interface with 4-convolution bellows (undulation was
not modelled). This model was used to show the coupling
of a TEM signal excited on a wire (I mm diameter) along
the beam axis in order to mimic a wire measurement.

Figure 5: CST model of the simplified MBA/MBA flange
structure with bellows and clamp. Note the wire along the
beam axis is touching both microwave ports (red).

This special simulation approach was used since wake
field simulations did not show any coupling to LF resonances.
From our simulations, we see that the aspect ratio of enamel
thickness (i.e. opening for coupling) and the VF object
dimensions are so extreme that the VF opening remains un-
detected in the time domain solver. However, the HF solver
of CST Microwave Studio [10], was used for S-parameter
simulations (HF solver) of the simplified insulated flange
structure. It is important to note that the object was em-
bedded in vacuum so that the metal structure of the flange
and beam pipe did no touch the perfect electric conducting
(PEC) boundaries. This way modes from the inside are al-
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lowed to couple to the outside of the structure through the
enamel layer (300 um thick) via the clamp (see Fig. 6). In
the Results and Conclusion section will be shown how the
coupling takes place in the simulation.

Figure 6: E-field magnitude of the mode at 13.8 MHz of
the model shown in Fig. 5 with u,, = 50. Note the coupling
to the surrounding through the VF including the gasket and
enamel (red circles).

RESULTS

Beam Induced Measurement Results

The method of beam induced measurements was
evaluated for the three pick-ups shown in Fig. 4. All
three positions show a significant peak below 10 MHz
which is most likely caused by resonance of the VF
capacitance and the common bounding network (CBN).
Furthermore, the spectrum of PU3 shows also signifi-
cant peaks around 18 and 62 MHz which coincide with
resonances measured differentially at the very same position.

RF Measurement Results

As explained in the introduction, RF-shields were in-
stalled in about 860 intermagnet pumping ports during the
impedance reduction campaign in the year 2000 [11], how-
ever, detailed documentation is sometimes missing or unre-
liable for some positions. Thus, as a first exercise measure-
ments of the input impedance from S-parameter on QF SSS
at the beam monitor position were carried out in order to
deduce whether an RF-shield is installed at a certain position
or not. As expected, in locations known to be equipped with
RF-shields, the first resonance appears at approx. 60 MHz
whereas at locations known to be without RF-shields, the
first resonance is measured at about 10 MHz (see Fig. 1).

As anext step, this method was used in the locations of the
pick-ups in order to allow a comparison of input impedances
measured by the s.e. and diff. methods as is shown in Fig. 7
for pick-up nr. 3. Note that pick-up nr. 3 is installed in the SSS
of magnet QF31610 (see Fig. 2). For the s.e. measurement
the two variations of the connections, the outer conductor
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(GND) of the coaxial cable to the right or left of the VF,
are shown. The data shows an increasing input impedance
below 5 MHz which could be attributed to the indepen-
dently evaluated flange capacitance of about 600 pF. From
the measurement of input impedance with the s.e. method,
we observe an increase above 20 MHz due to the capacitive
coupling of the coaxial cable to the (EM) surrounding. Qual-
itatively both measurement methods agree very well with
each other and the beam induced signal shows an excellent
agreement with the differentially measured impedance.

70 2 — PU3; s.e.; GND left 7
—— PUS3; s.e.; GND right
60 1.5 — PUS3; diff. |
PU3; beam ind.; 4e10
1

50
= 0.5 \\.,\A_J\—/
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o
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I
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Figure 7: Measurement results for pick-up (PU3) includ-
ing the impedance by single-ended (s.e.) and differential
(diff.) method. GND left and right describes the config-
uration where the outer conductor of the coax. cable was
connected to with respect to the VF. The beam induced
(beam ind.) spectrum for a single bunch beam with an in-
tensity of 4 x 100 protons is scaled to match the impedance
values. Inset: Zoom on resonance at 62 MHz from beam
induced measurement (green) and diff. RF measurement
(black).

EM Simulation Results

Figure 8 shows the transmission signal S>; from the simu-
lated flange model presented in Fig. 5. From the simulations,
we observe a significant dip at about 1.64 GHz which could
be attributed to a strong coupling of the flange to the outside
through the enamel layer, even if the fixation clamp is absent
in the model. Adding the clamp in the model causes the dip
to scatter due to a build-up of EM-fields that are leaking
to the outside at the clamp position. A large variation of
the EM surrounding exists in the SPS and causes a varying
inductance of ground loops at the enamelled VF positions.
In order to include this EM surroundings in our simulation
model, an additional ring was inserted at the gasket location
to mimic the EM environment, and different material proper-
ties were assigned to this ring. The simulation results show
that the variation of material properties of the ring (relative
permeability u,- and permittivity &,) cause a shift of the res-
onance frequencies towards lower values, and thus provide a
simulation model for the EM situation in the SPS at the VF
positions. The successful description of measurement data
by simulations is the base for further studies concerning the
beam coupling to the shown LF resonances.
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Figure 8: Simulated transmission S-parameter (S;) for the
simplified flange model shown in Fig. 5 with g, and &, vari-
ation assigned to a ring that was inserted next to the gasket
(see Fig. 5). The shifted LF resonances are highlighted.

CONCLUSION

In this work we have introduced and evaluated LF reso-
nances connected to enamelled vacuum flanges in the SPS.
This allowed us to update the current SPS impedance model
and to analyse the additional contribution in terms of beam
coupling impedances. Furthermore, a simplified simulation
model of the VF was proposed in order to describe and re-
produce coupling from the flange inside to the outside EM
surrounding. Beam dynamic simulations could not point
out any significant effect neither on the stability threshold of
a multi-bunch beam not on the synchrotron frequency shift.
However, further studies will be carried out to qualify the
significance of this coupling by performing further EM and
beam dynamics simulations.
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THE SPS 200 MHz TWC IMPEDANCE AFTER THE LIU UPGRADE
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Abstract

As a part of the LHC Injectors Upgrade project (LIU)
the 200 MHz Travelling Wave Cavities (TWC) of the Su-
per Proton Synchrotron (SPS) will be upgraded. The two
existing five-section cavities will be rearranged into four
three-section cavities (using two existing spare sections),
thereby increasing the total voltage from 7 MV (Irr = 1.5 A,
current LHC) to 10 MV (Igxr = 3.0 A, HL-LHC) [1,2]. Pro-
jections of the HL-LHC (High Luminosity Large Hadron
Collider) era are conceived by the macro-particle simulation
code BLonD [3], that makes use of an impedance model of
the SPS, developed from a thorough survey of machine ele-
ments [4]. This paper analyses the impedance contribution
of the 200 MHz cavities in the two configurations, using
electromagnetic simulations. Measurements of the existing
cavities in the SPS and a single-section prototype are also
presented.

INTRODUCTION

The 200 MHz TWC system of the SPS currently consist
of two four-section cavities and two five-section cavities.
To guarantee stability of the future HL-LHC beams in the
SPS, the required controlled longitudinal emittance blow-up
will have to be increased. This implies a larger bucket and
voltage amplitude, but one must not forget that the increased
intensity will also cause more beam loading in the cavities,
which has to be compensated by the RF system as well. The
existing two five-section cavities with the available 1 MW
power plant will struggle with the future HL-LHC beams,
and solutions were proposed in [1]. The two existing five-
section cavities will be rearranged into four three-section
cavities (using two existing spares), and two additional power
plants of 1.4 MW/cavity are foreseen. The two four-section
cavities will remain in their current configuration. This will
not only be beneficial for the fundamental mode, but the total
impedance will reduce by 20% in this new configuration [1].

For projections of the HL-LHC era requirements, the
macro-particle simulation code BLonD [3] is used. It re-
lies on an impedance model of the SPS, developed from a
thorough survey of machine elements [4]. In this paper the
impedance contribution of the 200 MHz cavities in the two
configurations is assessed using measurements taken in situ
in the tunnel, laboratory measurements of a single section
on the surface and electromagnetic simulations (CST Studio
Suite [5]). In particular, attention will go to the 628 MHz
Higher Order Mode (HOM) couplers, since recent studies
showed that the intensity threshold for beam stability can be
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improved when, amongst others, the impedance contribution
of the longitudinal 628 MHz HOM is reduced at least by a
factor of 2 [6,7].

SINGLE SECTION CAVITY

General Description

The currently installed SPS 200 MHz TWC system, de-
scribed in [8], consists of two four-section cavities and two
five-section cavities. A single section of 11 cells is avail-
able on the surface as well for additional measurements.
This 11-cell section is a spare section, which is closed, as
in the tunnel, by two lids to allow measurements. No power
couplers are installed on this section and as for the HOM
couplers only the four 628 MHz HOM couplers with detach-
able 50 Q loads are put into place (Fig. 1). The couplers for
the longitudinal 938 MHz HOMs and the couplers for the
transverse 460 MHz HOMs were not installed. This choice
is motivated by two aspects: In the first place their effect
on the 628 MHz HOM damping is considered minimal to
non-existing. In the second place, and more importantly,
the single-section cavity study was done to reassure that
a known setup could be modelled and simulated correctly.
The requirement for the model is that it represents exactly
the laboratory setup, and as such a laboratory setup with
as little (unnecessary) complexity as possible is an obvi-
ous choice. It should be noted that spare 938 MHz HOM
couplers are available, in the event this would be desired.
On the other hand, no spare 460 MHz HOM couplers were
available. Typical transmission and reflection measurements
were performed between two probes, mounted on the beam
pipe axis, between different 628 MHz HOM couplers, or
combinations of both. In addition, the RF voltage feedback
pick-up loops, used to measure the Fundamental Pass Band
(FPB) field flatness, served as a measurement interface with
the cavity as well.

Table 1: Resonant measurements of the SPS 200 MHz
single-section cavity around 628 MHz, with no loads on
the 628 MHz HOM couplers.

Freq [MHz] R/Q[Q] Qo

624.3 0.5 18400
626.8 10 22300
628.8 56 18000
631.6 27 19500
634.3 4.6 17800
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Figure 1: Simulation model of the 11-cell section of the SPS 200 MHz TWC with installed 628 MHz HOM couplers and

RF voltage feedback pick-up loops.

Measurements

Figure 2 shows the cavity transmission characteristics
around 628 MHz measured between two weakly coupled
probes, installed on the beam pipe axis. The undamped
cavity (50 Q loads not mounted on the 628 MHz HOM
couplers) has, as expected, several resonant peaks around
628 MHz. With the 50 Q loads installed the input signal
is considerably damped (-25 dB) and the Q is significantly
reduced. The dip around 637 MHz for the loaded HOM
couplers (blue curve) is assumed to be caused by destructive
interference between the two probe’s. This can be overcome
by changing their relative positions. Table 1 shows R/Q and
Q based on beadpull measurements for the unloaded section.
The transmission measurements between a single probe and
a HOM coupler allow to draw identical conclusions, though
the data is more challenging to interpret.

-20

-40-

S21[dB]

7321 Loaded HOM couplers

8,, Open HOM couplers i

1800 15 620 625 635 640 645 650

630
f [MHz]
Figure 2: Measured transmission (Sp;) characteristics
around 628 MHz for two weakly coupled probes mounted in
the centre of the beam pipe on each side of the single-section
cavity.

Simulations

The position of the 628 MHz HOM couplers with respect
to the drift tubes seems to be well optimised in the past.
Simulations also show that certain modes preferably couple
to one of the two HOM pairs (e.g. the 628 MHz mode cou-
ples stronger to the outer pair of HOM couplers, while the
632 MHz mode couples stronger to the inner pair of HOM
couplers). This was confirmed by measurements as well. In
order to get confirmation that the applied model represents
the single section, actual measurement setups were simu-
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lated. Figure 3 shows the S,; for the single-section structure
equipped with four 628 MHz HOM couplers. As an input
interface the RF voltage feedback pick-up loop close to one
lid was used to insert the signal (P1 on Fig. 3), the mea-
surement was taken at the pick-up loop on the other side of
the cavity section (P2 on Fig. 3). The frequency difference
between measurements and simulations is within the uncer-
tainty of the measurement, arising e.g. from a combination
of tolerances and an expansion of the measured structure
due to temperature differences. The seemingly strong reso-
nance present at 629.6 MHz is in fact a transverse mode that
manifests only in the single-section cavity with lids. Con-
sequently, this transverse mode does not appear in the four-
and five-section cavity simulations or measurements. The
R/Q and Qg (Q external) for a loaded single-section cavity
were simulated as well (Tab. 2).

Measurement
Simulation

$21 [dB]

-100-

190 615 620 625 630 635 640 645 650

Figure 3: Comparison between simulation and measurement
for an Sy between two RF voltage feedback pick-up loops
(P1 and P2) in the single-section cavity.

IN SITU MEASUREMENTS

General Description

A large number of measurement data was taken during
the technical stop in February 2016, most of it on cavity II,
since this four-section configuration will remain in the ma-
chine after the upgrade. Fundamental power couplers, main
load, all HOM couplers and all auxiliary equipment was
connected, though no RF power nor beam was present. It is
worth mentioning that the model size of a five-section cavity
becomes cumbersome in the CST software due to its large
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Table 2: Resonant simulations of the SPS 200 MHz single-
section cavity around 628 MHz, with loads on the 628 MHz
HOM couplers.

Freq [MHz] R/Q[Q] Qkr
620.2 0.145 156
622.3 2.83 7162
622.9 1.97 3.93e+004
624.4 12.1 2.58e+004
625.2 15.0 517
626.9 34.5 8013
628.6 1.87 472
630.9 14.5 56
631.4 45.4 258
634.4 0.899 446
634.6 30.4 742
637.0 48.5 255
638.3 20.0 110

dimensions (20.603 m, excluding the fundamental power
coupler lines). Not only the number of required mesh cells
is huge (>100 million tetrahedrons), also the ratio of the
structure length to smallest component dimension reaches
values that compromise adequate handling by the mesher.

Measurements

Form the measurements clear differences are observed
between the four- and five-section cavities but also between
the two 4 section cavities in terms of transmission charac-
teristics. The exact reason for this difference is currently
not well understood and the significance on the impedance
model has not yet been studied. It also became clear that a
single-section measurement cannot be easily scaled up to
a multi-section equivalent: different resonances shift dif-
ferently both in frequency and amplitude (Fig. 4). As for
the 460 MHz transverse HOM couplers, these do not seem
to have any contribution to the damping of the 628 MHz
HOMs, as was confirmed by removing the loads on those
couplers. This did not have any additional damping effect
on the S;; in Fig. 4. From a frequency perspective their
presence in the cavity induces a small frequency shift. At
460 MHz on the other hand the 460 MHz HOM coupler
damping works as foreseen.

Simulations

For cavity II a measurement setup was simulated too: The
S»1 was evaluated for the four-section cavity equipped with
power couplers, loaded 460 MHz, 628 MHz and 938 MHz
HOM couplers. The connected input and output RF voltage
feedback pick-up loops are indicated on Fig. 5. The differ-
ence in frequency can again be explained by a combination
of tolerances and an expansion of the measured structure
due to temperature differences. The comparison shows that
the simulation model represents quite well the cavity in the
actual machine.
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Figure 4: S, characteristics around 628 MHz between the
two most outer pickup loops for cavity II (four-section) and
cavity III (five-section).
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Figure 5: Comparison between simulation and measurement
for an Sy; between two RF voltage feedback pick-up loops

(P1 and P2) in cavity II in the tunnel.
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Figure 6: Fundamental passband reflections (S;;) for the
feeder line measured into the cavity. Comparison between
cavity I (four sections) and cavity III (five sections). In black
the eigenmodes of a four-section cavity simulation are given.

FEEDER LINE

Reflections in the feeder line of cavity I (four sections)
were investigated between 100 MHz-1000 MHz. The feeder
line was disconnected from the (cold) generator on the
surface at the last combiner and reflections were analysed
both into the generator and into the cavity. Detailed mea-
surements were taken in the fundamental passband region
(190 MHz-225 MHz) and the HOMs at 460 MHz (400 MHz~
500 MHz), 628 MHz (615 MHz-645 MHz) and 938 MHz
(900 MHz-1000 MHz). Two cavity setups were measured:
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Figure 7: Impedance plots obtained from electromagnetic simulations with CST Studio Suite. Blue: Four-section cavity
including 460 MHz, 628 MHz and 938 MHz HOM couplers, power couplers and RF voltage feedback pick-up loops. Red:
Future three-section cavity, based on the layout of present four- and five-section configurations.

with and without the 50 Q loads connected to the 628 MHz
HOM coupler. The feeder line has an attenuation of about
0.2 dB/100 m and has a length of 90-180 m, depending on
the generator distance from the cavity. Reflection measure-
ments into the cavity show that the fundamental passband
drops to -17 dB at 200 MHz (Fig. 6), which is comparable
with the results found for cavity III, reported in [9]. Table 3
summarizes Si; near the HOM’s, showing that the feeder
line only provides a very limited amount of HOM damp-
ing and that the generator currently does not contribute to
the damping of the 460 MHz or 628 MHz HOMs. When
measuring the feeder line in the direction of the cavity, no
change in S;; could be observed around 628 MHz if one
removed the 50 Q loads on the 628 MHz HOM couplers.
Although not fully understood yet, this seems to imply that
the excitation of 628 MHz through the feeder line does not
reach the cavity, but is mainly reflected before.

Table 3: Average reflection measured on the feeder line of
cavity I in the spectrum of 100 MHz-1000 MHz.

IMPEDANCE CONTRIBUTION OF THE
200 MHZ CAVITIES

Four-section Cavity

The above measurement-simulation comparisons give
confidence that the models prepared for the impedance cal-
culations are a proper representation of the actual cavities
installed in the machine. The impedance result from wake-
field simulations of the four-section cavity is shown in Fig. 7
and is used for BLonD simulations.

Three-section Cavity: Prognosis

Based on the experience with the existing cavities an
impedance prognosis for the three-section cavities is sim-
ulated (Fig. 7). The used three-section model only differs
from the existing model in its number of sections. All HOM
couplers and power couplers are assumed to remain identical,
since no upgraded designs are available yet. This impedance
can now be included in the BLonD simulations to further
predict future machine performance.

CONCLUSIONS

Confidence in the applied models was built up through
comparison of electromagnetic simulations with measure-
ments of both a spare section of the 200 MHz TWC and the

Freq [MHz] Feeder line S;; [dB] Generator S;; [dB]
460 0 0

628 -1--2 0

938 -4--5 2--5

actual cavities installed in the SPS. The transmission charac-
teristic comparisons show a good agreement. The adequate
damping of the 628 MHz HOM dampers of the cavities
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was assessed, and both the feeder line and 460 MHz HOM
couplers do not appear to have a significant contribution to
the damping in this frequency range. The good agreement
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between measurement and simulation allowed to construct
the impedance model of the four-section 200 MHz TWC.
The three-section cavity impedance model is obtained by a
reconfiguration of the modelled sections. The impedance
models can now be included in the studies on the HL-LHC
beam requirements.
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Abstract

The High-Luminosity LHC (HL-LHC) upgrade repre-
sents a challenge for the full chain of its injectors. The aim
is to provide beams with a brightness a factor of two higher
than the present maximum achieved. The 450 GeV beams
injected into the LHC are directly provided by the Super
Proton Synchrotron (SPS) via two transfer lines (TL), TI2
and TI8. Such transfer lines are both equipped with a pas-
sive protection system to protect the LHC aperture against
ultra-fast failures of the extraction and transport systems. In
the LHC instead, the injection protection system protects
the cold apertures against possible failures of the injection
kicker, MKI. Due to the increase of the beam brightness,
these passive systems need to be upgraded. In this paper,
the foreseen and ongoing modifications of the LHC injec-
tion protection system and the TL collimators are presented.
Simulations of the protection guaranteed by the new systems
in case of failures are described, together with benchmark
with measurements for the current systems.

INTRODUCTION

The high brightness of the HL-LHC beams represent an
unprecedented challenge for the full set of the passive protec-
tion devices of the LHC injection and transport system. An
upgrade of the main injection absorber, TDI, is foreseen in
order to maintain the necessary protection of the LHC cold
aperture. Also, the SPS-to-LHC transfer line collimators
will be replaced with more suitable devices for the aimed
beam brightness.

The LHC injection system is composed by: injection septum
MSI, injection kicker MKI, injection dump TDI and two
auxiliary absorbers TCLIA and TCLIB; all acting on the
vertical plane. The HL-LHC injection system will not be
too different from the present one. The main modification is
represented by the new TDI, i.e. the segmented TDI (TDI-
S).

The TDI-S will be composed by three separated blocks: the
first two blocks will be 1.425 m, made of Graphite (R4550
or similar), the last one instead will be made of higher Z
material (60 cm of Aluminium and 70 cm of Copper). Every
block will be separated from each other by 125 cm and the
last block is also 2 mm further away from the circulating
beam than the others to avoid direct impact of the beam.
This is the design baseline at the moment of writing this
paper.

Among the other modifications, it is worth to mention also
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the slightly different crossing and separation schemes as
well as the upgrade of the transfer line collimators (TCDI).
The TCDIs upgrade represents a key upgrade because the
aperture of the LHC (especially the horizontal one) during
the transport from the SPS is directly protected only by these
collimators. They are designed to protect the LHC and the
MSI from any kind of failures of the SPS extraction and TL
elements.

The protection against fast losses relies on prompt detection
of the change in field of the magnet under observation. The
MSI (its time constant is about 1 s) is constantly monitored
from different systems (Fast Extraction Interlock and Fast
Magnet Current Monitor), which guarantee an adequate pro-
tection and redundancy. For ultrafast failures of the SPS
extraction kickers, the TCDIs represent the last resort to
protect the MSI and the LHC arc aperture.

In case of ultrafast failure of the LHC injection kicker instead,
the LHC (HL-LHC) injection protection devices are the one
responsible to for the protection of the vertical LHC aperture.
The TDI (TDI-S) is the main protection against MKI failures
- it is installed about 90° vertical phase-advance from the
MKI to maximise the protection guaranteed. The TCLIA
and TCLIB protect against possible phase-advance errors
between MKI and TDI; they are placed at Ay, =~ 180° +20°
and Au, = 360° — 20° from the TDI respectively.

In this paper the following notation will be used:

= /B(s) 3.5 mmmrad/(By) )
= /B(s) 2.5mmmrad/(By), @

OLHC

OHLLHC

where B(s) is the beta-function at an s location and (By) is
the product of the relativistic factors.

TRANSFER LINE COLLIMATORS

The main aim of the TL collimators is to ensure adequate
protection of the LHC cold apertures. From the LHC De-
sign Report [1], the minimum available aperture in the arc is
7 orLrc, hence this represents the target protection for the
TL collimation system.

In order to define the collimator jaws aperture needed to
guarantee the above cited protection, all possible sources of
error have to be taken into account. All the considered errors
are listed in Table 1; summing these contributions linearly,
considering a typical beam size of 0.5 mm, the total error
is #1.4 orgc [2]. The maximum escaping amplitude in a
“three-phase® collimation system is given by pure geomet-
rical considerations, i.e. Apgx = Ajaw/ cos(/6); where
Ajaw is the required jaw position, including errors. For the
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LHC A,,ux = 7 0LHC, so the collimator half-gap should be
Ajaw = 4.5 opc. Due to the very conservative tolerances
used in the definition of the LHC minimum aperture, the TL
collimators have been operated at 5 o~ during LHC Run 2.

In view of the HL-LHC upgrade, such collimators will be
updated in order to guarantee the required protection of the
LHC arc aperture. As detailed described in [3], their active
length will be increased to deal with the higher brightness.
As a consequence, some of them had to be moved from their
current location and hence a optics rematch was done to
maintain Sy X By > 3600 m?, that is the brightness limita-
tion. The phase-space coverage is unchanged, even if some
mechanical tolerances are increased due to the longer jaws.

Table 1: Errors for the TL Collimator Jaws [2].

Error type Unit Value
Inter-jaw parallelism pum 50
Jaw axis wrt tank pum 100
Tank axis wrt beam size pm 180
Surface flatness um 100
Knowledge of bema position ~ um 44
Beam size errors o 0.5

MKI FAILURE MODE ANALYSIS

The beam coming from the SPS through the two transfer
lines is horizontally deflected by the injection septum and
vertically by the injection kicker, MKI. Once the injected
beam trajectory is equal to the vertical closed orbit at the
kicker longitudinal location, y;,,; (spx1) = Yco(smk1), the
MKI provides the necessary deflection, Oy ~ 850 prad,
to adjust the beam vertical transverse momentum.

The injection kicker is composed by four tanks per ring. To
provide the required deflection, a total integrated field of
1.2 Tm is needed. Such dipole field is required for a maxi-
mum of about 8 ps, which is the maximum possible beam
length for LHC injection. Due to the LHC box stacking in-
jection, the rise and fall time of the MKI magnetic field has
to be very short, 0.9 us and 3.0 ps respectively. The reason of
such tight requirements on fall and rise time is because this
defines the minimum possible space between LHC batches
and hence the maximum number of bunches usable for LHC
physics. To preserve the beam emittance during the injection
process, the MKI flat top ripples amplitude must be below
+0.5 % the nominal field [1].

Each MKI tank is equipped with its own Pulse-Forming Net-
work (PFN). Two resonant charging power supply (RCPS)
per system are used to charge the PFNs and a main and
dump switch are required at both ends of the PFN to be
able to control the pulse duration. To satisfy the challeng-
ing requirements, a well matched high bandwidth system
is required. This is achieved with a multi-cell PFN and a
multi-cell travelling wave kicker magnet, both connected via
a transmission line terminated by a matched resistor [4].
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Assuming that the beam energy tracking system (BETS) and
the re-triggering system always work, and that the MKI pulse
length is 8.2 ps, in case of failure only a limited number of
bunches can escape the injection region with a dangerous
amplitude. This is true only for the following possible MKI
failures: charging failure, erratic triggering of the kickers,
missing triggering of one switch and timing error.

As a consequence of these failures, the circulating or the
injected beam could be swept on the TDI front-face or com-
pletely dumped onto the TDI. This could happen any time
during the PFN charging process, hence the resulting MKI
waveform could have a shorter flat-top (4.1 ps) at any field
value up to the maximum. This yields to a maximum of
186 bunches (considering 225 ns batch spacing) that can be
deflected at any angle. The flashover inside a magnet needs
also to be included among the possible failures. Depending
on the longitudinal location of the breakdown, the field seen
by the beam can be reduced or amplified. This can affect the
whole injected beam (maximum of 288 bunches for 25 ns
operation) as well as the circulating one. A short circuit
is created and the pulse is reflected - if this happens right
at the beginning of the magnet, the current in that magnet
will be zero; if it happens at the end instead, the current is
doubled and so the field. In case of flashover in more than
one magnet simultaneously, the system can provide up to a
maximum of twice the design field, 200 %. For both circu-
lating and injected beam, a kick of about 20 % the nominal
one corresponds to an impact parameter on the TDI larger
than So.

TRACKING STUDIES OF THE MOST
CRITICAL MKI FAILURE FOR HL-LHC
INJECTION SYSTEM

A flashover into the MKI magnets can translate in an al-
teration of the MKI nominal kick, between 0 and 125 %,
depending on its longitudinal position. Due to the nature of
the LHC box stacking injection, the MKI is ready to kick
an upcoming injected SPS batch while another is already
circulating in the machine. In case of asynchronous trig-
gering of the MKI, the circulating beam can be deflected
by 0 to 0.85 mrad. Of course any combination of the just
described failures has a non-zero probability, although very
small, hence they are considered beyond design.

In these possible failures, the interesting part for machine
protection is represented by the range of kicks [-20, 20]%.
Above these, the impact parameter on to the TDI is above
5 o uc and hence almost the whole beam will be lost di-
rectly there. This situation can be seen equivalently for the
injected and for the circulating beam, where these range of
kicks can be originated by a flashover in the MKI at partic-
ular longitudinal position. In this range, the scenario that
leads to the highest number of particle with the biggest am-
plitude is represented by the grazing impact on the TDI (i.e.
when y(stpr) = 8.1 cgrruc)- This is the case because the
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TDI-S, due to its design, let only the 0.2 % of the particles
that hit it survive, hence this scenario maximises the parti-
cles at high amplitudes. The highest number of bunches that
can be deflected coherently is 288.

In order to evaluate the maximum amplitude with intensity
above the safe beam flag, the survival function S:

Sx)y=1-F(x) = foof(t)dt 3)

normalised to the beam intensity (6.62 X 1013 p")) of the
tracked particles, in the cases of the above described failures,
has been calculated at the exit of the injection protection
system.

The amplitude at the exit of the injection system is calculated
taking into account also angles (normalising the vertical
action to the betatron beam size), that is:

Y = %+ (Byy’ +ayy)?. 4)

When S(Y) = 5x 10'! p*, represents the maximum am-
plitude above the safe beam flag. To be noticed, this is a
quite pessimistic way of assessing the minimum protected
aperture because the implicit assumption made is that all
particles with a larger normalized amplitude will be lost at
exactly the same longitudinal location.

The simulations of MKI failures, as just described, have
been carried out for both B1 and B2 and for different pro-
tection device configurations : i) nominal settings, i.e. TDI-
S, TCLIA and TCLIB at 8.0 0y 1rrc half-gap; ii) TDI-S
at 9.2 oyrruc and TCLIA/B at 8.0 0y Hc; iii) TDI-S
and TCLIs at 9.2 cgr.r.ac; iv) TDI-S with maximum error,
2.5 0grruc, and nominal settings for TCLIs; v) injection
protection maximum error, i.e. all injection protection de-
vices misaligned of 2.5 o1, pc. The maximum error on
the injection protection devices takes into account injec-
tion precision delivery [5], local orbit, optics discrepancy
with the nominal during setting-up and mechanical errors
(Table 2). Other possible optics errors that could lead to
a beta-beat of maximum 10 % [6], translates in a phase-
advance error between the MKI and the TDI smaller than
10°, hence they can be neglected because of the design strat-
egy of the injection protection system. The error on the local
orbit is assumed to be maximum 1.1 o g7 gc due to the two
sided collimator nature of the injection protection devices.
A bigger error will translate in high losses and a consecutive
trigger of the dump. The errors assumed to check the pro-
tection guaranteed by the LHC injection protection system
have been added linearly and took the most extreme cases
in order to be as conservative as possible.

The simulations are done for a 450 GeV beam with normal-
ized emittance of ei\{ y = 1.377 mm mrad. The tracking
inside active accelerator elements is performed with MAD-
X and instead the tracking inside the collimator jaws is done
with pycollimate. The simulated loss patterns for the
three different protection device configurations are shown in
Fig. 1 for B1 as example. The losses distribution for B2 is
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Figure 1: Losses distribution on the HL-LHC elements in
case of failure of the MKI for three different protection de-
vices configurations. Left, for Beam 1 and right for Beam
2.

equivalent. It is interesting to highlight the evolution of the
losses in IR7 as function of the injection protection elements
settings - the losses increase by about an order of magnitude
for only 1.2 oy error at the TDI. Evaluating then the
survival function at the exit of the injection protection sys-
tem (Fig. 2), the worst case is represented by the scenario
with all protection devices misaligned by 2.5 oy for
B2. This gives the maximum amplitude of the halo with
intensity equal to the setup beam flag, thatis 10.3 ogrruc,
hence the maximum dangerous amplitude of the halo orig-
inated by SPS extraction, transport and injection process
shall be considered to be 10.3 0 1.1 ¢, Which corresponds
to 8.7 oL c. These studies, and their implication, are dis-
cussed in details in [6].

Table 2: Maximum errors, at the TDI and TCLIs, assumed
to evaluate the amplitude of the halo escaping the injec-
tion protection system, calculated assuming an emittance of
2.5 mm mrad.

Parameter set Value (cgLLHC)

Injection precision 0.35
Mechanical tolerances 0.35
Setting-up optics 0.71
Local orbit 1.1
Total 2.5
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Figure 2: Survival function of the tracked particle distribu-
tion at the exit of the HL-LHC injection protection system
for B1 (Top) and B2 (Bottom) for the cases: i, iv and v.

EXPERIMENTAL DATA FROM THE
PRESENT LHC INJECTION
PROTECTION SYSTEM

In order to benchmark the simulations presented in this pa-
per, experimental data have been taken on the present LHC
injection protection system. The aim of these measurements
was to validate with beam the chosen settings of the TDI.
All injection protection devices were set to 6.8 o gc and
centred around the established machine closed-orbit. Pilot
beams (one bunch of ~ 1 x 10'° protons) are then injected
and sent directly to the dump without completing a full revo-
lution. Two superconductive correctors, positioned between
the MSI and the TDI, are used to steer the beam on to the
TDI, simulating an MKI kick. Such correctors are set in a
way that there is a direct control of the beam displacement
at the TDI. Varying the corrector strengths and recording
losses at the TDI, TCLIA and TCLIB, the actual aperture
of the TDI can be retrieved. In Fig. 4, the measurements
taken during Run 2 commissioning are plotted (blue dots).
Here the closest BLM, and with the longest integration time,
at each protection device was used. Their readings were
normalised by the extracted intensity from the SPS. The
losses trend, at the TCLIA and TCLIB, is reverted between
6.5 and 7 o g (half nominal sigma was the resolution of
the measurements), confirming the theoretical half-gap of
the TDI of 6.8 0 LpC.
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Figure 3: (Top) Measured normalised losses at the TDI in
IP2 (red dots) as function of the theoretical beam displace-
ment the the TDI. The solid blue line is a least square fit of
the measurement point with a double Gaussian CDF. (Bot-
tom) Reconstructed vertical beam profile distribution (for
B1 and B2) with the data shown in Fig. 4 at the IP1. These
are compared with the ideal Gaussian distribution (red) at
the same location.

From these data, the beam profile at the TDI can be also
inferred. At the time of the measurements, the beam was
not scraped in the SPS. As suggested in literature [7], the
beam delivered in this way to the LHC is more likely to have
a double Gaussian profile than being normally distributed.
In fact, the TDI BLLM data can be fitted with the function
(Fig.3-top):

f(x)=c1(1 = )N o, o11(x) + cac1 N o, 021(x), (5)

where the same average, Ly, is used for both Gaussian dis-
tributions due to the assumption of symmetric beam; c¢; and
c; are scaling factors and o1, 0 the standard deviations of
the two Gaussian distributions. The same procedure was
repeated for both B1 and B2. The resulting distribution
is plotted in Fig. 3—bottom and compared with the ideal
Gaussian distribution at the chosen location. The observable
difference between the fit results for B1 and B2 is thought
to be originated from the impossibility to measure losses
with high impact parameter in IP8 (B2). This was due the
interlock triggering at the experiments and the consequent
interruption of commissioning procedure.
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Figure 4: Comparison of measurements (blue dots) and simulations (dashed lines) of losses induced by different MKI kick
at the three injection collimators. In red are plotted the results from particle tracking starting with a Gaussian transversally
distributed beam, in green the same tracking has been performed but using the beam vertical profile obtained from Fig. 3.

To be able to compare simulations and measurements, a
conversion from proton undergone inelastic scattering in
the collimators and BLM signal has to be done. Previous
studies [8] show the complexity in obtain reliable calibration
factors for the injection collimator BLM data, hence the com-
parison done is based on the ratio among different BLMs.
The proximity of the protection devices to each other makes
the losses at the previous device interfere with the readings
of the following one via particle shower development. In
Fig. 4, the measurements form 2016 commissioning have
been compared with two beam configurations: ideal Gaus-
sian (red dashed line) and double Gaussian (green dashed
line) distributed beam. As expected, the main difference
between the types of transverse beam distribution is visible
for small beam displacements at the TDI. At the TCLIA,
the discrepancy with simulations reaches the maximum for
9 o uc deflection of about an order of magnitude. The
main source of disagreement between BLM readings and
simulations is originated from the fact that the simulations
only account for primary and secondary protons lost at the
different devices and not for any another kind of particles.
Also, the simulations are done considering an ideal ma-
chine configuration, which is obviously not the case. The
agreement at the TCLIB is smaller than a factor 2 overall.
A better agreement could be achieved taking into account
possible errors and particle shower developments, although
for the propose of these studies this was not necessary. It
can be concluded that the agreement between simulations
and measurements is satisfactory, especially considering the
uncertainty on beam position at the different devices and
particle shower contribution.

CONCLUSIONS

Failures of the MKI are a serious machine protection con-
cern. The increase in brightness will only translate in an
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increased danger if no countermeasures are put in place. The
TDI upgrade will permit to properly protect the downstream
elements (mainly the D1 and the triplet) and to survive a
direct impact of the full SPS train.

A model for the HL-LHC injection system has been devel-
oped and possible failure cases studied in detail. An estima-
tion of the maximum amplitude with intensity equal to the
setup beam flag has been given.

A very good agreement between BLM readings and particle
tracking has been shown. Due to the similarities with the
model developed for HL-LHC and LHC, the prediction pre-
sented in this chapter for the new injection protection system
can be considered validated.
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Abstract

The CBETA project [1] is a prototype electron accelerator
for the proposed eRHIC project [2]. The electron accelerator
is based on the Energy Recovery Linac (ERL) and the Fixed
Field Alternating Gradient (FFAG) principles. The FFAG
arcs of the accelerator are comprised of one focusing and one
defocusing quadrupoles which are designed as either, iron
dominated or Halbach-type permanent magnet quadrupoles
[3]. We present results from 2D and 3D electromagnetic
calculations on corrector electromagnets for both the iron
dominated, and Halbach type quadrupoles.

INTRODUCTION

The proposed eRHIC accelerator [2] will collide 20 GeV
polarized electrons with 250 GeV polarized protons or 100
GeV/n polarized 3 He*? ions or other non-polarized heavy
ions. The electron accelerator of the eRHIC will be based
on a 1.665 GeV Energy Recovery Linac (ERL) placed in
the RHIC tunnel with two recirculating rings placed also
in the RHIC tunnel alongside the hadron RHIC accelerator.
Fig. 1 is a schematic diagram of the eRHIC accelerator
showing the hadron accelerator (blue ring), and the electron
accelerator (red ring).

FFAG Recirculating Electron Rings ERL Cryomodules

1.68-5.02GeV

6.68-20 GeV

100 meters

From AGS

Figure 1: Schematic diagram of the eRHIC accelerator. The
blue and red rings are the hadron and the electron acceler-
ators respectively. The right insert is the ERL and the left
insert is a cross section of the two FFAG rings of the electron
accelerator. The green rectangles are the experimental areas
for the electron-hadron collisions.
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The 1.655 GeV ERL is shown as insert in the top right
corner and the cross section of the two recirculating elec-
tron rings shows in the insert on the top left corner. The
experimental areas of the electron-hadron collisions are the
green rectangles. Two important concepts are involved in
the electron accelerator, namely, the ERL and the FFAG
concepts. The ERL concept provides 1.665 GeV of energy
to the electron bunches each time they pass through the
ERL for the electrons to achieve the top energy of the 20
GeV before the collision with the hadrons. Following the
collision the electrons deliver back to the ERL the 20 GeV
of energy by recirculating 12 times through the ERL, each
time delivering to the ERL 1.665 GeV of energy. Since it
takes 12 passes for the electrons to achieve the 20 GeV of
energy, and also 12 passes to give back the energy to the
ERL, the electron bunches circulating in the accelerator have
12 different energies, ranging from 1.685 to 20 GeV. The
three electron bunches with the energies 1.685, 3.350 and
5.015 GeV are circulating in one FFAF arc and the rest of
the bunches with energy range from 6.68 GeV to 12.0 GeV
in the second FFAG arc. Thus this FFAG places electron
bunches with large energy range in a small transverse dis-
tance of ~22 mm in each of the FFAG arcs. The CBETA
which is the prototype of the eRHIC accelerator will employ
both, the ERL and FFAG concepts and is under construction
in Cornell University. Fig.2 is a layout of the accelerator
showing the ERL (LA) the FFAG sections (FA, ZA, ZB, and
FB) and the splitter/merger sections (TX, SX).
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Figure 2: Layout of the CBETA accelerator. The section
labeled (LA) is the ERL, The sections labeled (FA), (ZA),
(ZB), and (FB) are the FFAG which will accommodate 4
energies of the recirculating electron bunches.

The FFAG arcs for either eRHIC or CBETA accelerators
consists of FODO cells, each cell comprised of one focusing
and one defocusing quadrupole. The top plot in Fig. 3 shows
the orbits, the middle plot the 8, , functions, and the bottom
the 17, , dispersion functions of the electron bunches with
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the four different energies in one of the CBETA cells. The
remarkable property of the FFAG is the accommodation
of bunches with large energy range into a relatively small
transverse space of the FODO cell.
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—— 78
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QF QD

Figure 3: The orbits, the Sy , functions, and the 7, , disper-
sion functions of the electron bunches with the four different
energies in one of the CBETA cells.

THE MAGNETS OF THE FFAG CELL

There are two possible designs for the magnets of the
FODO cell. The iron dominated permanent magnets shown
in the left picture of Fig. 4 and the Halbach type magnets
shown in the right picture of the figure.

Figure 4: (Left) Isometric view of iron dominated magnet.
(Right) Halbach type quadrupole.

The material shown as dark blue in the left picture of Fig.
4 is soft iron and the permanent magnet material is shown
as the cyan color. The Halbach type of magnet shown in the
right picture of Fig. 4 is made of permanent magnet wedges
which are magnetized along a specified direction. Details
on the design and measurements of these magnets are in Ref.

[1].
THE CORRECTOR MAGNETS

In the following subsections we describe the corrector
magnets for the iron dominated quadrupole and the Halbach
quadrupole, and we provide results from the 2D and 3D
electromagnetic design of the corrector magnets. The spec-
ifications of the corrector magnets call for electromagnets
with air cooled conductors and an effective strength in the
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range of £50 Gauss for the normal and skew dipole and +0.4
T/m for the normal quadrupole. The field uniformity of the
corrector should be ~ +1072 in the range of +3 cm. In all
calculations the material of the permanent magnet was not
included since it does not affect the field of the corrector
due to the high saturation (4 ~1.0) of the permanent magnet
material. The insignificant effect of the permanent magnet
on the corrector’s field has been proven experimentally [4].

Correctors for the Iron Dominated Magnets

For the iron dominated magnets we have found three type
of corrector magnets that comply with the specifications, the
normal quadrupole and the normal and skew dipole.

The normal quadrupole corrector Figure 5 shows the
isometric views of two different but equivalent coil arrange-
ments which can generate a quadrupole field. The left picture
in Fig. 5 shows the coils of the corrector wound on the poles
of the magnet, and the right picture shows the coils on the re-
turn yoke. The field uniformity of the quadrupole corrector
is ~ +107* and exceeds the specifications

Figure 5: (Left) Isometric view of the magnet with the cor-
rector coils on the poles . (Right) Isometric view of the
magnet with the corrector coils on the return yoke.

The normal dipole corrector Figure 6 (Left)isaniso-
metric view of the magnet with the coil of the normal dipole
corrector. (Right) An expanded view of the cross section
midway the length of the magnet. The corrector can pro-
vide a dipole field of 50 Gauss with current density of 1
A/mm?. The conductor of the coil are arranged to provide
an approximate cos(6) current distribution.

The skew dipole corrector Figure 7 (Left)isanisomet-
ric view of the magnet with the coil of the normal dipole
corrector. (Right) An expanded view of the cross section
midway the length of the magnet. The corrector can provide
a dipole field of 50 Gauss with current density of 1 A/mm?.
All the conductor of the coil above the median plane carry
the same current density and those below the median plane
the opposite current density.

Correctors for the Halbach Type Magnets

The Halbach magnets can accommodate almost any cor-
rector multipole. Here we will present the normal and skew
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Figure 6: (Left) Isometric view of the magnet with the coil
of the normal dipole corrector. (Right) Cross section of an
expanded view midway of the magnet. The green lines are
the equipotential magnetic lines.

NN I
. n‘

Figure 7: (Left) [sometric view of the magnet with the coil
of the skew dipole corrector. (Right) Cross section of an
expanded view midway of the magnet. The green lines are
the equipotential magnetic lines.

dipole and quadrupole. A rectangular window frame mag-
net can accommodate all the correctors. For example the
left picture in Fig. 8 shows a window frame magnet with a
coil powered as a normal dipole is placed around a Halbach
quadrupole magnet. It has been shown experimentally [4]

Figure 8: (Left) Isometric view of a window frame magnet as
a normal dipole corrector placed around a Halbach magnet.
(Right) A window frame magnet with coils in all its sides can
be used as a normal dipole and quadrupole and skew dipole.
By rotating the window frame magnet by 45¢ the corrector
can provide normal and skew dipole and skew quadrupole.

that the field of the window frame dipole corrector magnet
is superimposed to the that of the Halbach magnet. The su-
perposition is independent of the corrector’s field direction
(isotropic). The superposition is due to the saturated nature
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of the permanent magnet that makes the permeability of the
permanent magnet material (u ~1.0). A skew dipole can
be made by rotating the window frame magnet (left picture
in Fig. 8) by 90° or by placing an additional coil on the
horizontal sides of the window frame as shown in the right
picture in Fig. 8. The side coils are powered independently
of the top-bottom coils. The normal quadrupole corrector
is identical to the window frame magnet shown in the left
picture of Fig. 8 but the coils are powered in such a way to
generate a quadrupole field. A window frame magnet pow-
ered as a quadrupole is also known as a Panofsky quadrupole.
By rotating a Panofky quadrupole by 45° we generate a skew
quadrupole field. In addition the four coils can also provide
normal and skew dipoles simultaneously.

CONCLUSIONS

We designed dipole and quadrupole correctors for the iron
dominated and the Halbach type of magnets which are two
possibilities for the cells of CBETA or eRHIC projects . We
found that the correctors for the Halbach magnets are easier
to design and provide the required field with superior field
uniformity.
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MITIGATION OF NUMERICAL NOISE FOR BEAM LOSS SIMULATIONS

F. Kesting* -2, G.Franchetti>!
! Institute for Applied Physics (IAP), University of Frankfurt, Germany
2 GSI, 64291 Darmstadt, Germany

Abstract

Numerical noise emerges in self-consistent simulations
of charged particles, and its mitigation is investigated since
the first numerical studies in plasma physics [1-3]. In ac-
celerator physics, recent studies find an artificial diffusion
of the particle beam due to numerical noise in particle-in-
cell tracking [4], which is of particular importance for high
intensity machines with a long storage time, as the SIS100
at FAIR [5] or in context of the LIU upgrade [6] at CERN.
In beam loss simulations for these projects artificial effects
must be distinguished from physical beam loss. Therefore,
it is important to relate artificial diffusion to artificial beam
loss, and to choose simulation parameters such that physical
beam loss is well resolved. As a practical tool, we therefore
suggest a scaling law to find optimal simulation parame-
ters for a given maximum percentage of acceptable artificial
beam loss.

HEAVY-ION BEAM LOSSES

The uncontrolled loss of charged particles is an important
issue in high energy particle accelerators. For 1 GeV proton
beams, it was found that 1 W/m is the maximum tolerable
beam loss to allow hands-on-maintenance [7]. If more the
energy is deposited, a worker would be exposed a too high
dose during maintenance, and hence a health hazard.

However, this limit of energy deposition is only valid for
1 GeV proton operation. According estimates for heavy-
ion machines were only found recently [8] by dedicated
simulation studies in which a uniform beam loss along a
beam pipe is considered. The pipe is irradiated for 100
days, while the effective dose rate was calculated four days
after the radiation stopped. Then, the residual activity is
compared to the residual activity caused by 1 GeV protons,
in order to infer a scaling law for heavy ions. Using this
scaling law, we estimate the maximum acceptable beam loss
per run in the SIS100 for U*?® particle beams at different
energies, see the Table 1.

Table 1: Maximum Acceptable Beam Loss

part. energy | energy dep. | # particles
200 MeV/u 75 W/m 1.1-108
500 MeV/u | 23 W/m 1.3-10"2
1000 MeV/u | 12 W/m 3.4-101

The design goal of the SIS100 is a maximum of 5 - 10!
particles of U*28 stored in the machine, such that only the
loss of a full 1GeV/u Uranium beam depicts a hazard. For

* f.kesting@gsi.de
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particle beams with less energy a complete, but uniform,
beam loss can be tolerated.

Further, beam loss may cause a heating of superconduct-
ing structures, such that the material changes to the normal
conducting phase. This may lead to a serious machine dam-
age, or at least will require maintenance, and thus an inter-
ruption of beam time. It was found at the Large Hardron
Collider (LHC) at CERN, that a nominal beam loss of the
order of 107 corresponding to 10° protons can cause a mag-
net quench [9]. The limit on the nominal beam loss for the
LHC is exceptionally small, because the beam energy and
the and the intensity are very high compared to other ma-
chines. Simulation studies on the superconducting magnets
of the SIS100 synchrotron at FAIR show that there is no risk
of a magnet quench [10].

The lifetime of organic insulators and protection diodes
in superconducting magnets is expected to give the most
restrictive limit to beam loss for the SIS300 synchrotron. It
was found in simulation studies that a maximum of 2 percent
nominal beam loss can be tolerated for this machine [11].

In summary, the maximum acceptable beam loss varies
greatly for various scenarios, such that different upper
bounds are required for artificial beam loss in numerical
simulations.

ARTIFICIAL BEAM LOSS

In the following chapter, we present an analytic model
to predict artificial beam loss induced by numerical noise
in particle-in-cell tracking. Beam loss occurs whenever the
emittances of a single particle i are larger than the accep-
tance of the machine. A collimator allows controlled particle
loss, as particles with large amplitudes can be removed with-
out activating the accelerator structures. By adjusting the
geometry of a collimator, the acceptance of a machine can
be set to the required size. The rms emittance of a particle
beam is given by

€ = ) — (P, (1)

and accordingly for the y-plane. Here, (:) is the moment of
the according coordinate, and

(=02 (x?y =02, )

are the variances of the phase space coordinates, which
quantify the beam size.

The rms emittance of a beam growths linearly in the pres-
ence of numerical noise, as long as numerical noise is weak
and not correlated. The average emittance growth per inte-
gration step of length As was derived from a single particle
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model as [4]:

qoEy
My c2 B2y

Here, A accounts for the particle density of the distribution,
with A = 1 for K-V beams and A = 0.5 for Gaussian beams.
Further, my is the mass of the particle, c is the speed of light,
and B, y are the relativistic factors. The factor 6 E, accounts
for the precision of the Poisson solver, and can be found by
a simple numerical investigation. We randomly initialize
the particle distribution, and calculate the electric field in
the center of the beam. We repeat this procedure 7 times,
and we identify the standard deviation of the n samples with
O E,. This analysis has a low computational load compared
to a full tracking simulation, and can be used to efficiently
find optimal simulation parameters for long-term tracking
simulation, as shown in Ref. [4,12].

As the particle beam diffuses due to numerical noise, the
single particles may exceed the acceptance in long-term
tracking simulations. We therefore expect to observe numer-
ical noise induced particle loss. In the following, we derive
estimates for such artificial beam loss, and find a scaling law
on simulation parameters. These scalings can be used to find
optimum simulation parameters in terms of computational
load for a maximum tolarable amount of artificial beam loss.

The general form of a particle distribution function for a
beam after injection is given by

Aé, 2
& ATh
As 2€,

2
) As. 3)

€x; €yi
f(ex,i’eyi)(s) = f + ) (4)
€x(s)  €(s)
where €,, and €, are the single particle emittances. For
an investigation on artificial beam loss, we have to consider
that f(ex,€y,)(s) changes while tracking due to numerical
noise. In the following we discuss artificial beam loss for

the Gaussian distribution, and the Kapchinsky-Vladimirsky
(K-V) distribution.

Gaussian Distribution

The Gaussian particle distribution is given by

1 _ 1 &x.i €yi
Fewneno) = e HE ) )
deyey
such that the single particle coordiantes follow a Gaussian
distribution function. The mathematical condition for single
particles to hit a collimator is given by the inequality

2 2
X— + y— > 1 (6)
(Box)?  (Boy)?
or, in terms of emittances,
Ex; €y
— + — > 1. 7
9ex ey )

For illustration, we plot a sample Gaussian distribution in
Fig. 1 together with the condition given by Eq. 7. Most
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Figure 1: Distribution of single particle emittances (blue

points) of a Gaussian beam, and the condition for collimation

according to Eq. 7 (red line).

of the particles are initially not affected by the collimator.
However, a grow of single particle emittance will slowly
induce losses.

To estimate the amount of artificial particle loss, we de-
velop a theoretical model where we consider beams with
equal rms emittances, i.e. €,(s) = €,(s) = €(s). We then
find the condition for collimation as

€x; () + €y.i(s) > 9€(s0) = A, ®)

where A is the acceptance of the machine, set by the colli-
mators. With this, we find the nominal beam loss as

AN A A—EX

— =1 —f dey, f dey, f(€x;,€y,)(5). ©)]
N 0 0

We use Eq. 5, to derive

AN A
N \2e,(s)

A
+ 1) e 2ex(, (10)
while the evolution of the rms emittance €, (s) is described
by the scaling law Eq. 3. This model can be compared
to previous models of beam loss [13, 14], where nominal
beam loss was estimated by solving a diffusion equation
via Bessel basis functions. For sufficiently large nominal
emittance growth, it was found that

AN -1 /11 Ae X

woteeln (i)
where A is the first zero of the Bessel function. We compare
Eq. 10 and Eq. 11 in Fig 2, and find a significantly larger
nominal beam loss for the model derived in this proceed-
ing,. This discrepancy can be explained by the assumption
of large emittance growth in Ref. [13], which refers to a
beam shape given by the Bessel function Jy, while in our
model a Gaussian distribution is assumed. Further, the self-
consistent effect of the particle loss on numerical noise is not
considered in our model. Therefore, our model is only valid
for particle losses, where the distribution remains Gaussian,
and the particle loss itself is not changing the strenght of
numerical noise.

an
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Figure 2: Comparision of models for beam loss caused by
diffusion, where a Gaussian beam distribution is assumed
(red line), or the distribution is approximated by the Bessel
function Jy (blue line).

K-V Distribution

The previously derived model for artificial beam loss is
valid only for Gaussian beams. In the following, we investi-
gate the artificial beam loss for particles beams described by
the Kapchinsky-Vladimirsky (K-V) distribution [15], that is
given by

Sf(€x; €y,)(s) 6 (12)

X, €y, 1
2e(s)  2e(s) '
such that solely a single line €, ; = 2€ — €, ; is populated,
as shown in Fig. 3.

Initial singl‘e panicleé +
Collimator ----------
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w
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Figure 3: Distribution of single particle emittances (blue

points) of a K-V beam, and the according condition for col-

limation (red line).

When placing the collimators at the edges of the beam,
we find that even a weak numerical noise, and thus small
artificial beam diffusion, may cause dramatic artificial beam
loss in K-V beams

ESTIMATION OF OPTIMAL
SIMULATION PARAMETERS

Previous results for Gaussian beams can be used to find
optimal simulation parameters for beam loss studies. In the
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following, we discuss the case of beam loss simulations for
the SIS100 at FAIR, but for simplicity assume a circular
beam. The beam and simulation parameters are given as:

* beam size: oy ~ 0y ~ 7 mm,

* tunes: O, = 18.87, and O, = 18.74,

* emittance: €x ~ €, ~ 5.7 mm mrad

* integration lenght: As =~ 5.703 m

e ring length: L = 1083.5 m

 number of turn: N; = 2.0 - 10°

 number of kicks: Ny =2 -10° - 190

* space charge tune shift: O, ~ 0, = -0.21

* relativistic factors: 8 = 0.56768, y = 1.2147
e particle: Uranium-238 in charge state 28

In the following, we consider an exemplary scenario,
where the physics case requiers a maximum of 1 percent of
artificial beam loss. We use Eq. 3 and Eq. 10, to find the
condition for the minimum precision of our solver as

(6E¢) <28.9Vm™'. (13)

In the following, we find optimal simulation parameters for
the MICROMAP tracking library [16], that utilizes a two-
dimensional spectral solver [17-19]. For the solver, we use
as a first attempt Np; = 1000 macro-particles, and a mesh
of Ng X Ng = 64 x 64 grid points. By analyzing n = 1000
samples of the electric field initializations, we find

SE, ~210 V™!, (14)

We thus have to increase the precision of the solver, by a
factor of about 7 to limit the nominal beam loss to 1 percent,
which requires Njps =~ 53.000 macro-particles. If instead
we consider a maximum of 0.1 percent of beam loss, our
theory predicts an optimum number of macro-particles of
Ny ~ 514.000.

BEAM LOSS SIMULATIONS

In the following, we present beam loss simulations of
coasting beams whose dynamics is distorted by strong nu-
merical noise, and compare it to our analytical derivations.
The tracking is performed with MICROMAP [16], while
we use the beam and simulation parameters as listed in the
previous chapter. The collimators are placed at +30, and
+30y, such that particles with larger amplitude are scraped
within the first turns. As this effect is superposed with the
artificial beam loss pattern, we normalize the beam inten-
sity after 2000 turns. In order to resolve well the beam loss
pattern, we repeated the simulation 15 times, and show the
average loss pattern in Fig. 4.

We reach agreement on the model with the loss pattern
for different number of macro-particles. In the following, we
investating the beam loss pattern of a rms equivalent [20,21]
K-V beam, for which the collimators are placed at positions
slightly larger than the beam size. In Figure 5, we show the
beam loss pattern for different number of macro-particles,
and with the same beam and simulation parameters as for
Gaussian beams.
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Figure 4: Beam loss pattern within the first 10,000 turns in a
SIS100 scenario for a Gaussian beam with different number
of macro-particles.
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Figure 5: Beam loss pattern within the first 1000 turns in
a SIS100 scenario for a K-V beam for different number of
macro-particles.

The beam loss pattern for K-V beams shows an above-
average beam loss during the very first turns. This is due
to the fact, that the emittances of many particles are very
close to the edge of acceptance, and even a small random
fluctuation in the coordinate may induce beam loss. Later,
the beam loss becomes more moderate, but is still much
stronger compared to Gaussian beams.

SUMMARY

We developed a theory for estimating optimal simulation
parameters for a maximum acceptable beam loss. The theory
is based on previous investigation on the propagation and
generation of numerical noise. We show with numerical
simulation typical loss patterns for Gaussian and K-V beams,
that are in agreement with analytical derivations.
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Abstract

The beam instrumentation system has been developed
to tune and investigate the high intensity proton beam in
the China Spallation Neutron Source (CSNS) project. All
the physical design of the monitors has been finished and
start the system set up procedure. Many kinds of beam
monitors are required to measure wide dynamic range of
the beam parameters, e.g. intensity, energy. Construction
and application of beam monitor system are described in
this paper and the first test results during the RFQ and
DTL1 commissioning will be introduced also.

INTRODUCTION

The CSNS is designed to accelerate proton beam pulses
to 1.6 GeV kinetic energy at 25 Hz repetition rate, striking
a solid metal target to produce spallation neutrons. The
accelerator provides a beam power of 100 kW on the
target in the first phase. It will be upgraded to 500 kW
beam power at the same repetition rate and same output
energy in the second phase. A schematic layout of CSNS
phase-1 complex is shown in Figure 1. In the phase one,
an ion source produces a peak current of 25 mA H- beam.
RFQ linac bunches and accelerates it to 3 MeV. DTL linac
raises the beam energy to 80 MeV. After H- beam is con-
verted to proton beam via a stripping foil, RCS accumu-
lates and accelerates the proton beam to 1.6 GeV before
extracting it to the target [1, 2].
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Figure 1: Schematics of the CSNS complex.

BEAM MONITORS

For the entire beam instrumentation system of CSNS,
amounts of beam monitors are installed along the beam
line, including beam position monitor (BPM), beam cur-
rent monitor, beam profile monitor, beam loss monitor
(BLM) and so on. Layout of the beam instrumentation
system as shown in Figure 2.
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Figure 2: Layout of the beam instrumentation system of
CSNS.

Beam Current Monitor

Two types of current transformers have been devel-
oped, the fast current transformer (FCT) and normal CT.
FCT has a response time less than 300 ps, and used to
measure the beam energy by using the TOF method, there
are 5 FCT installed in the MEBT after the RFQ, and four
of them were used to measure the beam energy during the
RFQ commissioning, as shown in Figure 3. The meas-
urement result is 3.1 MeV while the design energy is
3.0 MeV.

Sat Jun 05 16:4201 2015
54/ 54/

X2 X2: 11

Figure 3: Layout of the MEBT, 5 FCT are labeled by red
circle (up) and the beam phase measured by an oscillo-
scope (down).

Wall current monitor (WCM) is another way to meas-
ure the beam current. Two different design were finished
based on different requirements. The WCM for LINAC as
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shown in Figure 4, the band width is 16 kHz ~ 1.5 GHz,
two types of magnetic material, MN60 and C2025, have
been used to improve its performance. The band width of
WCM for RCS ring is reduced to 5 kHz to 100 MHz by
using different magnetic materials, which are Amorphous
& Nano-crystalline.

Figure 4: Schematic design of the WCM for LINAC.

Beam Position Monitor

Two type of BPM were designed for the accelerator,
stripline for LINAC and shoe-box for the RCS ring and
RTBT, as shown in Figure 5. 38 shoe-box BPM are in-
stalled in the RCS ring, 32 of them will be used to the
orbit measurement, 3 of them will provide the beam posi-
tion signal to the RF system, 1 for tune measurement, and
the last 2 have lower capacitance will be used mainly
during commissioning to measure lower signals.

Figure 5: Stripline BPM designed for LINAC (left) and
shoe-box BPM for RTBT (right).

A BPM calibration system was designed to fit all size
of monitor. One of the calibration results of stripline BPM
as shown in Figure 6, the miss match between electric
center and mechanical center is less than 0.15 mm.

CSNS BPM Calibration System
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Figure 6: Calibration result of a stripline BPM.
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Beam Profile Monitor

Stepper motor driven wire scanner and multi-wire
scanner are the two devices chose for the beam profile
measurement. Carbon wire with 50 pm diameter is used
for MEBT wire scanner, as carbon wire has less energy
deposition and can last longer than metal wires. Tungsten
wire with 30 pm diameter is chose for the LINAC after
DTL and RTBT section. The multi-wire scanner are main-
ly used in the injection area and in front of the beam
dumps to have a faster profile measurement. The wire
distribution of the wire scanners as shown in Figure 7.

Figure 7: Three wires with 45° angle separating distrib-
uted on the frame of the wire scanner, only one wire
exposed in the beam pipe at the same time (left); Wires
distribution of the multi-wire scanner (right).

Glowing screen beam footprint monitor was set up at
the LINAC to dump beam transport line (LDBT) as an-
other way to measure the beam profile. A tungsten mesh
is put into the middle of the beam pipe, it will be heated
up by the proton beam because of the energy deposition,
and start glowing. The glowing can be captured by a suit-
able camera, and the roughly beam profile can be meas-
ured then. Figure 8 shows the mechanical design of the
beam footprint monitor, 100 meshes tungsten net is chose
and the maximum temperature on the net is around
500 degrees Celsius through simulation. The wave length
of the glowing is mainly between 7 pum to 10 um, which
belongs to the far infrared.

Figure 8: Mechanical design of the glowing screen beam
footprint monitor, overall view (left) and the view from
the beam entry side (right).

Beam Emittance Measurement System

Double slits system was set up for the low energy sec-
tion beam emittance measurement, mainly for
LEBT@50 keV, MEBT@3 MeV and DTL1@20 MeV.
Graphite plate is welded in front of the copper plate of the
first slit for the DTL1 set, in order to prevent the copper
activation. The first slit of all 3 sets are with water cooling
to protect the copper plate from the beam damage. One of
the measurement results as shown in Figure 9, for the

Beam Instruments and Interactions
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beam after RFQ &=0.16r mm-mrad, &,=0.2657 mm-mrad
when the beam intensity is [5SmA.

Figure 9: Emittance measurement result of the beam
after RFQ (X plane).

Beam Loss Monitor

Different types of monitor were designed to measure
the beam loss and to prevent the activation and heat load
by intense beam loss. Ionization chamber with Ar+N2
filled, plastic scintillator together with photomultiplier
and the neutron detector with BF3 filled are used to detect
y-ray and neutron induced by the lost particles. 162 ioni-
zation chambers in total distributed along the beam line as
the main mean to measure the beam loss. Plastic scintilla-
tor used as the fast BLM for some key positions. The
neutron detector focus on the low energy beam loss detec-
tion. Two types of BLMs were tested during the DTLI1
commissioning as shown in Figure 10. Ionization cham-
ber and Neutron detector located under the first slit of the
emittance measurement system after DTL1, beam loss
signal can be measured when the slit goes into the beam.
The yellow line, which has 172 mV amplitude, is from
ionization chamber and the green line, which has 3.31 V
amplitude, is from Neutron detector.

WED MAR 02 10231 2016

T
N .‘-N: {A‘*"‘**V"'.*HHN!\W;\W;J‘».* .

Figure 10: Ionization chamber and neutron detector were
located under the first slit of the emittance measurement
system of DTL1 (up); beam loss signal measured by
these two BLM (down).
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Mont Carlo simulation was carried out by FLUKA to
validate the test result, as shown in Figure 11, which
shows a kind of good agreement between simulation and
experimentation. The x-coordinate shows the beam cur-
rent loss measured by the CT just after the first slit, and
the y-coordinate shows the beam loss signal measured by
the ionization chamber and the simulated by FLUKA.

:

—a— Experiment
~ FLUKA simulation

Signal from ion chamber (nA)
g

1 1 L 1

1 1
o0 02 04 06 08 10 12 14 186

Signal loss in current monitor (mA)

Figure 11: Simulate validation of the BLM test.

DATA ACQUISITION SYSTEM

Electronics are specific designed for all kinds of moni-
tors, and tested during the RFQ and DTL1 commission-
ing. All signals are integrated into NI based system
through ADC, Al or DI boards. The software for date
analysis, motor control, and high voltage control are fin-
ished based on LabVIEW, and integrated into EPICS.

SUMMARY

RFQ, DTL1 commissioning have been finished March,
2016, lots of beam diagnostic elements have been tested,
e.g. CT, FCT, stripline BPM, wire scanner, emittance
measurement. All elements manufacturing will be fin-
ished July, 2016. LINAC commissioning will be started
in September, 2016, the performance of all kinds of beam
monitors will be checked this year.
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XAL APPLICATIONS DEVELOPMENT FOR CSNS TRANSPORT LINES

Yong Li, W.B Liu, Z.P Li, J. Peng
Dongguan Campus, Institute of High Energy Physics, Dongguan 523803, China

Abstract

XAL is an application programming framework initial-
ly developed at the Spallation Neutron Source (SNS). It
has been employed as a part of control system via connec-
tion to EPICS to provide application programs for beam
commissioning at the China Spallation Neutron Source
(CSNS). Several XAL-based applications have been de-
veloped for Beam Transport line at CSNS and successful-
ly applied in the MEBT and DTL-1 beam commissioning.
These applications will be discussed in this paper.

INTRODUCTION

The CSNS, including of proton accelerator, target sta-
tion and neutron spectrometers, is a large facility to pro-
duce neutron by 1.6 GeV protons colliding a target of
heavy metal [1]. The accelerator is mainly composed of a
linac with a modest but upgradable energy and a rapid
cycling synchrotron (RCS) of the fixed energy at 1.6
GeV. The installation and beam commissioning of the
front end of linac, medium energy beam transport line
(MEBT) and first section of the drift tube linac (DTL-1)
was finished. The beam commissioning of DTL2-4 and
the linac to ring beam transport line (LRBT) is upcoming
this September.

XAL [2] is a Java framework for developing accelera-
tor physics applications for the commissioning and opera-
tion of the SNS. It was used and developed by many ac-
celerator laboratories, e.g. SNS, SLAC, FRIB, LANL, etc.
XAL was designed to be extensible and has evolved to
support ongoing accelerator operations. CSNS and SNS
have lots of similarities in both physics and hardware.
Therefore, the XAL was selected as the tool for beam
commissioning of CSNS accelerator.

Some of the applications in XAL can be directly used,
such as general applications like SCNAD-1D, SCNAD-
2D, some physical applications like orbit correction, MPX
[3], etc. However, more XAL applications can only be
transplanted after appropriate modifications for the reason
of the differences of hardware devices or data formats.
For example, The PASTA application [4], which is for the
adjustment of the phase and amplitude of the cavity, has
been changed a lot for CSNS. The reason is that the
BPMs were used in SNS for the phase scanning while
FCT were used in CSNS. Meanwhile, a number of new
XAL-based applications have also been developed, some
of which are described as below.

APPLICATIONS WITH DATABASE

Due to the advantages of data management and data
query, database is used by more and more accelerator
laboratories for the management of the data with large
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volume. According to their own consideration, different
database management system was used in different labor-
atories. The Oracle is used in SNS, the J-PARC choose
PostgreSQL, FRIB use MYSQL, and in our case we
choose the MYSQL database.

Database related applications are widely used in the
beam commissioning. Applications in XAL, like Score
[5], PVlogger choose the database to logger signal and
restore machine. Some examples of physical applications
used database in CSNS will be presented.

Model Management

Model management is one of the most important appli-
cations in the beam commissioning, which is responsi-
ble for the management of the lattice model, model stor-
age, lattice calculation, etc.

Based on the lattice and model service architecture dia-
gram [6], the client application was developed to manage
models. Fig 1 is the operation interface, which provides
three model sources: database, local file, and the XML
file. The models will be displayed according to the serial
number, model name, date, energy, and comments when-
connecting to the database. The model can be founded by
filtering the letter in the model table or searching by time
span. The device information including position, type, the
magnet field and cavity field will be displayed in the table
below when a model is chosen. We can put the stored
values to control system for the selected magnets or cer-
tain types of magnets. The lattice calculation for the cur-
rent model can be carried out and the results also can be
displayed with graphics. This function has been embed-
ded in the MPX application.

Figure 1: Model management application (The above is
for Linac, the below is for RCS).

Commissioning and Operations
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The design above only meets the requirements of the
model management for linac. Due to the particularity and
complexity of the RCS ring, the mode management for
RCS ring was redesigned. Fig 1 (below) shows the design
of RCS model management.

The information of a corrector in RCS is an array of 21
numbers which stand for 21 energy points. So the correc-
tors should be separated from the other magnets. The DC
mode and AC mode are also different when the stored
values were applied to the control system. In addition,
harmonic injection of the magnets’ power supplies has
also been considered.

Score Application

Accelerators are inherently complicated devices con-
sisting of multiple systems, such as magnet, power sup-
ply, control, vacuum and so on. Efficiently managing the
proper device settings is an important part of operations
and beam study. We need one application to save ma-
chine settings, compare live values with save values and
restore saved values. A program called SCORE (Save
Compare and Restore) was developed at the SNS for this
purpose. However, Oracle database management system
was used in SNS, so we cannot use it directly. We modify
the interface which is associated with the Oracle. The
database schema also made some changes. Fig 2 is a test
of the MEBT and DTL sequence with the information of
magnets, power supplies, RF cavities and beam diagnos-

tics instruments.
5] Wesore Selensd | [Rea Turesnoia| | WD)

fom
e

- Figure 2: Score application.

Magnet Manager Application

CSNS linac and RCS contain more than 400 dipole,
quadrupole, sextupole, octupole, corrector and kicker. We
created magnet database to store magnet installation in-
formation, magnetization curve data and fit results [7].
This database also can be used by records creating appli-
cation to create the records for the soft IOC database
easily. A magnet database manage application was devel-
oped in JavaFX to upload and fit magnetization curves
data. Fig 3 is one of the example shows one magnet
measurement result.
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Figure 3: Magnet database manager interface and magnet-
ization curve polynomial fitting interface.

Figure 4: The operation interface of BBA application (he
above is first method, the below is second method).

APPLICATIONS WITHOUT DATABASE
BBA Application

The control of beam loss is quite strict for the reason of
high power proton. Orbit correction should be done first
to decreasing the beam loss. Unfortunately, it can’t reach
the expected purpose with big errors. One of the strongest
error sources of beam orbit distortion is random misa-
lignments of quads and BPMs. The most advanced ap-
proach for distorted beam orbit fine correction is the BBA
technique. Two kinds of BBA approaches were applied in
CSNS. The first is a tradition approach, which can give
the value of BPM offset conveniently and accurately.
However, scanning over all BPMs is time consuming
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procedure. The second modification BBA algorithm
looked more promising, which can get the quad and BPM
transverse misalignments simultaneously. This algorithm
is based on difference orbit multiple measurements.
Meanwhile, the liner optics between all beam line ele-
ments must be known. Fig 4 is the operation interface of
BBA application, which gives the offsets of all quads and
BPMs respectively.

Double Slit Emittance Analysis

The emittance is one of the most important transverse
parameters in linear accelerators or transfer lines. Multi-
ple wire scanners (WS) and double slit were installed in
CSNS/MEBT to measure the emittance. The first method
is based on wire scanner profile measurement at three or
more locations along the beam line. The raw data of WS
with modification format can be applied in xal wireanaly-
sis program [8] to obtain the exact emittance. However
the data format of double slit is more complicated. A new
application is encoded, and embedded into the wireanaly-
sis panel. The two small phase ellipse in Fig 5 is calculat-
ed by statistics and Gaussian fitting methods respectively.
The data used in the calculations are experimentally
measured and not processed, which are different from the
data after fitting according to the color in SNS. In addi-
tion, the influence of the selection of threshold on the

calculation results has also been considered [9].
Bla ¥ b

sform Wire Scan | Lo

Figure 5: The emittance analysis application.

Fudge Factor Measurement Application

Due to all kinds of errors, the real optics will be dif-
ferent from the design one. The fudge factor measurement
application was developed to deal with this issue and
improve the optics of CSNS transport line. The fudge
factor AF, used to describe the correction of quadrupole
strength to restore the optics, which is calculated by fit-
ting the measured response matrix to the model response
matrix. An XAL optimization package was employed to
do the fitting. Fig 6 is the GUI of the Fudge factor meas-
urement tool which shows one example of one quad with
given error.
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Figure 6: Fudge factor measurement application.

SUMMARY

Based on the XAL framework, some applications
were modified or written for CSNS and has been suc-
cessfully used in the beam commissioning of CSNS
linac and transfer lines. This paper discussed some
applications with and without database.
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SPACE CHARGE EFFECTS OF HIGH INTENSITY BEAMS AT BRING*
J. Li", .C. Yang, IMP CAS, Lanzhou, 730000, China

Abstract

Space charge effects perform one of the main intensity
limitations for low energy synchrotron. Large tune spread
and crossing resonance stop-bands can hardly be avoided
for intensive heavy ion beam at high intensity. Several
subjects like Betatron and structure resonance, and tune
spread are discussed. Simulations are carried out for
80 focusing on emittance and intensity change during
RF capture at the injection energy at the booster ring of
the High Intensity heavy ion Accelerator Facility (HIAF).

INTRODUCTION

The HIAF [1] is a new heavy ion accelerator complex
under feasibility study for construction by Institute of
Modern Physics (IMP). It consists of two accelerators: a
linear accelerator — iLinac (17 MeV/u for **U*"*, 48 MeV
for proton) and a booster ring — BRing (0.2~0.8 GeV/u for
28U, 9.3 GeV for proton). Schematic layout of the
HIAF complex is illustrated in Fig. 1. The figure also
shows a superconducting ECR ion source and an intense
proton source LIPS, a high precision spectrometer ring —
SRing (0.2~0.8 GeV/u for 2*U°*"), a merging ring —
MRing (0.2~0.8 GeV/u for **U**"), a radioactive beam
transfer line — HFRS and five experimental terminals —
T1~TS. Considering heavy-ion feature of the HIAF, we

focus our study on *U**" in this report.
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Figure 1: Layout of the HIAF complex.

OVERVIEW OF THE BRING

The BRing performs the step to increase beam intensity
up to space charge limit at the injection energy and to
accelerate storage beam to extraction energy, i.e. to
accelerate 1-10'" ions from 17 MeV/u to 0.2~0.8 GeV/u
for 2"U*". It operates under fast cycle mode with Ims

*Work supported by NSFC (Grant No. 11475235)
#lijie@impcas.ac.cn
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injection plateau for two-plane painting and slow mode
with almost additional 10s reserved for electron cooling.
Main parameters of the BRing are summarized in Table 1.

Table 1: Main parameters of the BRing

Circumference 492.53 m
Super-periodicity 3
Bunching factor 0.35~0.4

Acceptance 200/100 mmmmrad, +0.5%

(x/y,3p/p)

Particle type proton By

Injection energy 48 MeV 17 MeV/u

Cycle mode EXA4PT (fast)  PT (fast)
PT+EC (slow)

Betatron tune (11.45,11.42) (8.45,8.42)

*EX: Charge exchange, PT: painting, EC: electron cooling,
fast: fast cycle mode, slow: slow cycle mode.

Lattice of the BRing is three-fold symmetrical with
each super-period consists of an eight-FODO-like arc and
an about 60 m long dispersion-free straight section
featured with the length of 16 m drift reserved for either
electron cooler, painting injection, or six RF acceleration
cavities. Fig. 2 shows a layout of the BRing Twiss
parameters and horizontal beam envelope for one super-
period.

Betatron amplitude functions [m] versus distance [m]
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Figure 2: The BRing Twiss parameters and horizontal
beam envelope for one super-period.
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RESONACES IN TUNE SPACE

The BRing is a three-fold symmetry synchrotron. Both
Betatron resonance and structure or systematic resonance
need to considere for high intensity operation, of which
the later is more severe.

Structure Resonances

For the BRing operation of **U*" at injection energy,

we set working point as (8.45, 8.42) with safe distance
from dangerous low order structure resonances indicated
in the tune space of Fig. 3, e. g. the third-order structure
resonances Qx-2Q,=9 and Q,-2Q,=9. The linear coupling
resonance Q,-Q,=0, however, is next to the setting
working point. For the BRing operation at high intensity,
they should be compensated by skew quadruple field and
sextuple fields. Considering experiences from other
complex [2], it’s suggested to adopt auxiliary winds on
quadruples and sextuples. The fourth-order resonances
shown as pink lines in Fig. 3 are weak and ignored.
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Figure 3: Structure resonances at BRing: 3" order (blue
solid), 4™ order (pink solid); linear coupling (red dash).

Betatron Resonances

The nominal working point locates just next to two
half-integer resonances referring the operation experience
from JPARC [3]. Fig. 4 shows the Betatron resonances in
tune diagram.

The charged particle beam produces repulsive force and
resulting in depressed spread in tune space. The tune
spread likely crosses the close-by low-order resonance
stop-bands shown as dashed lines in Fig. 4 when the
spread expands. Considering operation at high intensity, it
seems necessary to compensate below second and third
order of resonance stop-bands with multiple fields.

Second order (by skew quadruple fields):

Qx‘QyzO

Third order (by sextuple fields):

3Q,=25, Q+2Q,=25

Third order (by skew sextuple fields):

3Q,=25, 2Q,+Qy=25

2Qy-Q=8
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Figure 4: Betatron resonances in tune diagram at BRing:
2" order (red solid line), 3™ order (blue solid line);
resonance stop-bands to be compensated (dash line). The
nominal working point (“m”) for B8 operation is set as
(8.45, 8.42) at injection energy.

CALCULATION OF TUNE SPREAD

Particles number or incoherent tune spread under space
charge limit can be estimated roughly through formula (1)
below,

AQyJ'nc .ﬂ27/3 . B/ : gy

-5 gf'”

where, AQy i, is incoherent tune shift, B and y are
relativistic factors, and r=7.5-10"%m is classical radius of
B8 €x,y corresponds to full transverse beam emittance.
gr is transversal forming factor and equals to 1 for
transverse K-V beam distribution. Longitudinal bunch
factor B¢ is 1 for coasting beam and can reach 0.35~0.4
when dual harmonic RF system is adopted.

1+

N, =

Table 2: Tune Spread at Design Intensity for the BRing

Particle type proton By
Injection energy 48 MeV 17 MeV/u
Design intensity 1.0-10" 1.0-10"
&x/ey (mmmmrad) 200/100 200/100  50/50
Beam distribution K-V K-V K-V
AQy ine coasting -0.06 -0.08 -0.2
AQy inc bunchea(B=0.35) -0.16 -0.24 -0.57
AQy inc bunchea(B=0.4)  -0.14 -0.21 -0.5
Time at inj. energy ~1 ms ~1 ms 10s
Cycle mode Fast Fast Slow

Beam Dynamics in Rings
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Either after two-plane painting injection at fast cycle
mode or additional electron cooling at slow mode, the
transversal distribution of stored beam in the BRing is
approximate uniform. So we make a K-V distribution
approximation in calculation and simulation. With design
intensity at BRing, we derived the incoherent tune spreads
by formula (1) with assuming transverse acceptance of
the BRing is fully occupied after painting injection, and
the beam is electron-cooled down to 50 ammmrad at the
two transverse planes. The calculation results listed in
Table 2 shows an acceptable tune spread at design beam
intensity for fast cycling mode, but a large spread of -0.5
for cooled beam.

SIMULATION OF TUNE SPREAD

BRing operates at two cycle modes. They feature time
length difference at injection energy, e. g. about Ims at
slow mode for filling up the transverse acceptance by
painting injection and 10 s for cooling. During the whole
process of painting and cooling, the stored beam is
coasting due to absence of RF voltage. Thereafter, the RF
system is switched on and longitudinally captures the
stored beam with a bunching factor of 0.35~0.4. In tune
spread simulation below, we assume this factor is 0.35
and the initial beam distributions are K-V at transverse
planes. Table 3 lists the main parameters in simulation.

Table 3: Main Parameters in Simulation for the BRing

Particle type SO
Injection energy 17 MeV/u
Beam intensity 1.0-10"
&,/€y (mmmmrad) 200/100 50/50
Initial distribution K-V K-V
Time at injection energy ~1ms 10s

Spread at Filling up Transverse Acceptance

After filling up transverse acceptance by painting
within about 100 revolution periods, the horizontal and
vertical beam emittances are 200 mmmmrad and
100mrmmmrad respectively. RF capture condenses the
circulating beam longitudinally and increase tune spread
according to formula (1). Fig. 5 plots the simulation result

at the situation.
15—

25 o

15

Figure 5: Tune spread of coasting (left) and bunched
(righty U beam after filling up the transverse
acceptance. The dot “m” marks the nominal working point
at the BRing.
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Tune spread by simulation gives almost a half width of
that by calculation in Table 2. It also shows that the
spread of bunched beam crosses third-order Betatron
resonances but not for coasting beam.

Spread of Cooled Beam at 50/50xmmmrad

The magnetization electron cooling is used at the
BRing for intensive ion beam. In this operation mode, 10s
is reserved for cooling down large emittance U**" beam
after the acceptance is occupied up by painting injection.
The RF system is not applied in cooling process until
acceleration. Fig. 6 plots the tune spread of coasting and
bunched beam with 50 mmmmrad emittance at both

transverse planes.

85 po
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Figure 6: Tune spread of coasting (left) and bunched
(right) U*** beam with emittances of 50/50 tTmmmrad.

The simulation result also indicates nearly a half width
of tune spread comparing to calculation. Moreover, the
spread touches the third-order resonance for coasting
beam and crosses four third-order Betatron resonances
and the linear coupling difference resonance for bunched
beam. The compensation of coupling resonance is
suggested for slow cycle mode. The fourth-order structure
resonances are weak and ignored.

SIMULATION OF THE EMITTANCE

To observe the transverse beam emittance change and
survival beam intensity at the designed intensity —
1.0-10" number of U™ ions, ten thousands of macro
particles is tracked 40000 turns or 0.35 s for study the RF
bunching process from initial coasting beam,. We applied
constant RF voltage of 4 kV with zero synchronous phase
angles on two RF cavities at the second harmonic number.
The simulation tracks the whole capturing process from
coasting beam at the case of either filling up transverse
acceptance or cooling down to 50 mmmmrad at fixed
injection energy of 17 MeV/u.

The simulation is performed by pyORBIT code under
2.5D space charge model [4].We set aperture limit just
after the last defocusing quadruple at the end of FODO-
like arc section, which collects lost particles that oscillates
out of transverse acceptance of the BRing. Its position is
marked as “Aperture limit” in Fig. 2. The aperture is
elliptical with 41 mm semi-minor-axis at the horizontal
limit and 50 mm semi-major-axis at the vertical plane.
The aperture limit records all the lost particles messages
in simulation.
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Emittance at Filling up Transverse Acceptance

After filling up transverse acceptance, the circulating
beam is affected by both resonances and RF bunching.
Fig. 7 shows the emittance change and survival intensity
in simulation. The relative emittance in the figure is
defined as the ratio of instant emittance to its initial value
— 200 mmmmrad at horizontal and 100 mmmmrad at
vertical. The normalized survival intensity is defined as
the ratio of beam intensity to its initial value — 10000
macro particles or 1.0-10"" #*U*". The horizontal axis
marks the turn number where one revolution period is 8.7
s at injection energy.
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Figure 7: Simulation of relative emittance at horizontal
(red “A”) and vertical (brown “0”) planes after filling up
the transverse acceptance, and normalized survival beam
intensity (blue “m”) during RF capture process from
initial coasting beam.

Simulation results in Figure 7 indicates that the vertical
emittance starts growth from about 1000 turns or 8.7 ms
while the horizontal one decreases simultaneously. The
phenomenon means that the linear coupling resonance
causes emittance exchange at the two transverse planes
which then induced beam loss under the vertical aperture
limit. The beam loss reaches 6% after 40000 turns. To
reduce the loss, compensation of the linear coupling
resonance is suggested.

Emittance of Cooled Beam at 50/50xmmmrad

The simulation begins from the time of storage beam
being cooled down to 50/50 mmmmrad. In other words,
the RF capturing simulation below proceeds without
electron cooling. Fig. 8 shows the dependences of
emittance and beam intensity on turn number in
logarithmic coordinate. According to the simulation result,
a fast emittance growth of 15% at horizontal and 25% at
the vertical occurs within 100 turns during RF capturing.
Similar phenomenon of emittance exchange through
linear coupling also occurs but 15% slower than the case
of filling up transverse acceptance of the BRing. The
storage beam loss only 0.4% after 40000 turns of
simulation. That’s much less than the former case.
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Figure 8: Simulation of relative emittance at horizontal
(red “A”) and vertical (brown “o”) planes with 50/50
mmmmrad emittance, and normalized survival beam
intensity (blue “m”) during RF cavity capture process
from initial coasting beam to bunch.

We attribute the beam loss larger at the former case to
close proximity with emittance and acceptance, and less
loss at 50/50 mmmmrad to shrinked transverse emittance
under linear coupling.

CONCLUSION

The structure and Betatron resonances are discussed for
the nominal working point at injection energy at the
BRing. Tune spreads of two cases at the design intensity
are ecvaluated by calculation but twice the width
comparing to simulation. Transverse emittance exchange
occurs from about turn 1000 in RF bunching tracking at
the two operation cycle modes. Shrinkage of transverse
emittance by electron cooling is helpful for reducing
beam loss when linear coupling resonance is involved.

OUTLOOK

Further study is considered for the BRing with near
actual transverse and longitudinal distribution, and field
errors at the injection energy. Compensation of
resonances is suggested but more details for technical
design are required.
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Abstract

The European Spallation Source (ESS) is a research
center based on the world’s most powerful proton driver,
2.0GeV, 5MW on target, currently under construction in
Lund. With an increased pulse frequency, the ESS linac
could deliver additional beam pulses to a neutrino target,
thus giving an excellent opportunity to produce a high-
performance ESS neutrino Super-Beam (ESSnuSB). The
focusing system surrounding the neutrino target requires
short pulses. An accumulator ring and acceleration of an
H™ beam in the linac for charge-exchange injection into the
accumulator could provide such short pulses. In this paper
we present an overview of the work with optimizing the ac-
cumulator design and the challenges of injecting and stor-
ing 1.1-10' protons per pulse from the linac. In particular,
particle tracking simulations with space charge will be de-
scribed.

INTRODUCTION

Starting in a few years, the European Spallation Source
(ESS) [1] in Lund, Sweden, will provide users with high-
flux spallation neutrons for a large variety of experiments
where neutrons are needed as a probe. The neutron pro-
duction is based on a superconducting high-power proton
linac which generates a 2 GeV proton beam with 5 MW av-
erage power on target. See Table 1 for a selection of the
beam parameters at the end of the ESS linac. This impres-
sively powerful proton driver has drawn the attention of par-
ticle physics. In particular, the ESS neutrino Super Beam
(ESSnuSB) project plans to use a 5 MW beam from the ESS
linac to produce an intense neutrino beam in a dedicated tar-
get station [2,3]. The neutrino super beam will be sent in
the direction of Garpenberg, Sweden, 540 km from Lund,
where a 0.5 Megaton Water Cherenkov detector is located
in an underground mine to detect them. Along the propaga-
tion to Garpenberg the neutrinos in the super beam, which
consists purely of either muon neutrinos or muon antineu-
trinos, will oscillate to different flavor states and might thus
be detected as muon or electron neutrinos in the Cherenkov
detector. The flux of electron and muon neutrinos and an-
tineutrinos will be detected with the aim of discovering and
measuring leptonic charge-parity (CP) violation. Leptonic
CP violation has been long foreseen and ESSnuSB has a
high sensitivity to measure it due to the optimal positioning
of the detector at the second oscillation maximum [3].

In order for the experiment to be completed within the
planned 10 years of operation, ESSnuSB need the high
beam intensity to be preserved all the way from the linac
to the target. Firstly, the pulse repetition frequency of the
linac must be increased such that the nominal duty factor
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Table 1: Nominal Beam Parameters at the End of the ESS

Linac
Beam energy 20 GeV
Pulse beam current  62.5 mA
Pulse duration 2.86 ms
Pulse repetition rate 14 Hz
Beam power 5 MW

of 4% is doubled. In this way 5 MW would be dedicated
to the neutron production and another 5 MW to the neu-
trino generation. Furthermore, the neutrino target station is
equipped with a magnetic focusing device, a van der Meer
horn, which focuses the secondary pions that are generated
as the protons from the ESS hits the target. The horn fo-
cuses pions of one sign and defocuses pions of the oppo-
site sign. The sign of the pions to be focused is changed
by reversing the direction of the current in the magnet coil.
The pions decay predominantly into a muon and a muon
neutrino. The former is absorbed before it has time to de-
cay further whereas the latter continues to travel through the
earth towards Garpenberg. The neutrino flux at the detector
can be optimized by tuning the focusing of the secondary pi-
ons. The positively charge pions produce neutrinos and the
negatively charged pions produce antineutrinos.

The horn consists of a toroidal magnet where the parti-
cle must cross the current conductor to reach the magnetic
field region. Roughly 350kA is needed to generate the nec-
essary field, a current which leads to ohmic heating of the
surface [4]. This means that the horn cannot be powered
during the 2.86 ms of the duration of the ESS linac pulse.
The pulse must be reduced to a few microseconds, while
preserving the total beam power delivered to the target. An
accumulator ring placed at the end of the linac has been de-
signed for this pulse compression. There, the long pulses
from the ESS linac will be transformed into shorter pulses
of 1.32 us duration, with a correspondingly increased pulse
current. A schematic of the implantation of the ESSnuSB
accumulator ring and target station is shown in Fig. 1.

Each pulse from the ESS linac contains 1.1- 105 protons.
The filling of the ring with this very high charge can only
be done through injection painting with charge exchange.
That means that H™ ions are accelerated in the linac and
transferred to the ring. At the injection point the ions are
stripped off their two electrons using a foil, or possibly in
the future with laser stripping. This implies that the linac
will have to operate alternately with protons and H™. The
modifications to the linac required for neutrino production
have been investigated thoroughly, see [5] for details.

There are several beam pulse configurations available for
simultaneous production of neutrons and neutrinos, all of
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Figure 1: The ESSnuSB implantation at the ESS site.

them resulting in a doubling of the linac duty factor to 8 %.
A first option is to simply double the pulse repetition rate
from 14 Hz to 28 Hz, making every second pulse an H™
pulse intended for neutrino production. This option, which
is depicted in upper half of Fig. 2, would require a ring
with very large aperture or two to four rings stacked on top
of each other, similarly to the Proton Synchrotron Booster
(PSB) at CERN [6]. Alternatively, the 2.86 ms pulse could
be split into two to four batches that would be accumulated
separately. That would require pulsing the linac up to 70 Hz,
as in the lower part of Fig. 2. Our current baseline option
is to split the ESS linac pulse into four such batches, which
implies that the accumulator will collect 2.75 - 104 protons
for each batch. The simulations presented here assumes this
beam intensity and configuration. Later on, other options
will be considered.

71.4 ms, 14 Hz
35.7ms 28 Hz

»l< I l Four Rings
2.86 ms 2.86 ms

71.4 ms, 14 Hz

[ "14.28ms “0m T One Ring
>|< I I I I (baseline)

0.7 ms 2.86 ms

Figure 2: Sketch of the different accumulation scenarios.
Protons pulses are in blue and H™ pulses are in red.

THE ACCUMULATOR RING

The first version of the lattice of the ESSnuSB accumu-
lator ring was adopted from the similar Spallation Neutron
Source (SNS) accumulator ring [7]. The ring was scaled
in length to 376 m in order to better suit the higher beam
energy of 2.0 GeV, and minor additional adjustments were
made. The lattice has a four-fold symmetry with FODO
cells in the arcs and four long dispersion-free straight sec-
tions for accommodating injection, extraction, RF cavities
and instrumentation. The injection region contains a fixed
orbit bump and a variable bump with fast kickers. The fast
kickers are employed for transverse injection painting.
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The high intensity beam from the ESS linac will suffer
tune shifts due to direct space charge. The space charge
forces are reduced by painting the transverse phase space in
the ring with the linac beam. The 10 normalized transverse
emittance of 0.25 mm mrad from the linac will thus be trans-
formed to the target normalized emittance of 100 mm mrad,
here covering 86.5% of the beam particles. At the same
time, the painting can be modeled to create the desired beam
profile. In this case, the interest is to minimize space charge
forces and subsequent tune shifts, wherefore it is ideal to
have a beam distribution which is as close as possible to
uniform in the transverse plane. On the contrary, a Gaus-
sian profile gives rise to space charge forces that are very
strong at the density peak, which in turn leads to large tune
spreads. We assume a Gaussian beam distribution arriving
at the injection point from the linac and aim at modeling the
injection painting to produce a quasi square distribution. In
addition, heating of the stripping foil due to multiple parti-
cle crossings from the circulating beam must be considered
in the optimization.

RF cavities, both a first harmonic and a second harmonic
cavity, are employed to preserve the extraction gap. The
first harmonic is split up over three cavities with in total 5 kV
and a second-harmonic cavity in anti-phase of 2.5 kV. Since
the accumulation takes only 540 turns and the time between
pulses is 14.3 ms the extraction gap cannot be created in the
ring but must be generated already in the linac.

An early indication of emittance growth in the vertical
plane due to space charge, induced a study of three different
working points with a fixed bare tune in the horizontal plane.
The working points are as follows:

a) Q. =10.395,Q, = 11.321
b) Q. = 10.395, Q, = 11.254

¢) Q. =10.395, Q, = 11.202
They will later be referred to by the labels a, b and c.

SIMULATIONS

We have performed beam tracking simulations using the
ESSnuSB accumulator lattice. The tracking has been done
using the particle-in-cell code pyORBIT [8], with compari-
son tests in Accsim [9]. PyORBIT uses PTC [10] external
libraries, which is particularly convenient when using time
dependent elements, such as the fast kickers for the injec-
tion painting. Two sets of simulations were done to study
the beam under the effect of space charge. The first set con-
siders the full beam intensity, thus after the injection has
been completed. The second includes the injection paint-
ing and simulates the full accumulations process. Part of
the second set was also compared with an equivalent simu-
lation done in Accsim. The details of these simulations will
be described here.

Full Intensity

In the baseline design, the accumulator ring lattice will
have to be able to store a total beam intensity of 2.75 - 1014
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protons during the time between injection and extraction,
possibly for a few hundred turns. A first series of simula-
tions were made to assess whether the current lattice de-
sign can do that without losses and with minimal emittance
growth. To this end, we used the lattice with injection kick-
ers turned off, i.e. without the fast orbit bump but with the
fixed bump. We used the lattice in three configurations cor-
responding to the three working points a, b and c, always
with RF cavities powered. Note that there is no ramping of
the cavities since there is no acceleration.

As a worst-case scenario we have assumed a Gaus-
sian beam distribution with a 1o geometrical emittance of
8.5 mm mrad, which corresponds to the target emittance in
the ring. In reality we hope to produce a more flat distri-
bution with the injection painting. A Gaussian energy dis-
tribution with rms spread 0.02 % was chosen, in agreement
with what is expected at the end of the ESS linac. The longi-
tudinal distribution was set to uniform but with a 15 % gap
for extraction.

The ring lattice was imported from a MADX file and a
file was created which contains all the elements divided into
slices. In each slice, or node, a space charge kick is applied.
Roughly 500 space charge nodes were used. We include a
2D transverse space charge model with a grid of 128 x 128
bins, which is weighted slice by slice with the longitudinal
beam density (“2.5D”) calculated in 128 slices. In addition,
we include longitudinal space charge forces with 128 bins.
The number of bins in the space charge models, as well as
the amount of 100’000 macro-particles used in the tracking,
have been selected based on a series of simulations where
the computation time is weighed against the accuracy of the
convergence of the result.

Figures 3 and 4 show the emittance evolution in the hori-
zontal and the vertical plane during the 500 turns the track-
ing was performed. The rms emittance growth is plotted
relative to the initial value, which reveals the fact that work-
ing point a exhibits a clear growth in the vertical plane
whereas the horizontal emittance has its smallest growth for
the same working point. We see some remnant numerical
noise, though, a higher number of macro-particles yields
the same overall result.

A tune spread of approximately 0.2 is obtained both nu-
merically with pyORBIT and analytically with the Laslett
coefficients.

With Injection Painting

With a revolution period of 1.32 ps it takes 540 turns to
accumulate one batch, corresponding to a fourth of a nom-
inal proton pulse from the linac. This injection will be
done through painting, where the injection point is fixed to
42.5m in the horizontal direction and 46 mm in the vertical
direction with respect to the closed orbit without injection
bump. At the start of the injection the bump is at its max-
imum amplitude around 30 mm, see Fig. 5, and therefore
closer to the injection point. During the time it takes to
inject one batch, the amplitude is reduced. Only after the
injection is complete, the bump amplitude is set to zero.
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Figure 3: Worst-case scenario: Horizontal emittance
growth relative to the initial emittance, plotted for the three
working points.
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Figure 4: Worst-case scenario: Vertical emittance growth
relative to the initial emittance, plotted for the three working
points.
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Figure 5: The closed orbit bump (c.o0.) amplitude as a func-
tion of time. At the end of the injection, at ¢ = 0.73 ms
corresponding to 550 injected turns, the bump amplitude is
set to zero for computational ease. In reality it takes some
microseconds to completely remove the bump.

The same space charge models and binning as in the sim-
ulation set described above was used here. This time a beam
with Gaussian transverse distribution with emittance cor-
responding to the ESS linac beam was used. As before,
we chose a Gaussian energy distribution with rms spread
0.02 % and uniform longitudinal distribution with a 15 %
gap for extraction. We inject one such bunch every turn,
represented by 2000 macro-particles, and inject during 550
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turns. After the injection is complete we track for another
50 turns and then extract the total particle distribution, now
consisting of 1°100°000 macro-particles.

The emittance evolution during the injection is displayed
in Fig. 6. Contrary to the first simulation set, these results
indicate that working point c is not the best choice for our
lattice. Although the emittance growth is small in the hori-
zontal plane it is quite large in the vertical plane in compar-
ison to working points a and b. By looking at the emittance
growth that we would expect without space charge forces,
shown in Fig. 7, we conclude that working point b seems
best from the point of view where effects from space charge
forces are minimized.
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Figure 6: With painting: Horizontal and vertical emittance
during injection, plotted for the three working points.
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Figure 7: With painting: Emittance evolution for the three
working points when space charge forces are ignored.

Taking a closer look at the beam after tracking in lattice
in the configuration of working point b we see that there is
room for further optimization. Figure 8 shows the horizon-
tal and vertical profiles. The profiles are not flat but rather
triangular with a hint of halo formation. There is also an
asymmetry in the transverse phase space distributions, re-
vealed in the density plots in Fig. 9. Both the asymmetry
and the peaked profiles will have to be reduced by remodel-
ing the injection kicker ramp that defines the painting pro-
cedure.

Lastly, we show the tune diagram in Fig. 10. The core of
the beam hits the fifth order vertical resonance line and the
third order horizontal resonance line. The classic neck-tie
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Figure 8: Projections onto the horizontal axis and the verti-
cal axis, working point b.
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Figure 9: Density plots of the horizontal (a) and vertical (b)
phase space. The colorbar marks the density in log scale.

shape is lost which makes it difficult to identify an overall
tune shift, though it is below the 0.2 obtained in the simula-
tion set at full intensity. The tune diagrams look similar for
the three working points.
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Figure 10: Tune density diagram where the color bar shows
the density in log scale.

Comparison with Accsim

When modeling the injection procedure one must con-
sider that the foil used for stripping the injected H™ ions
cannot sustain unlimited particle crossings by the circulat-
ing beam. The simulation program Accsim was used to
investigate the number of foil hits, from which the energy
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deposition and temperature increase in the foil can be esti-
mated. The thermal response of the foil to the beam has also
been investigated analytically [11]. A simulation with Acc-
sim, including the full painting procedure, was done with
the lattice configuration ¢ and similar parameter sets as de-
scribed above. The result was compared with results from
pyORBIT.

The horizontal and the vertical profiles obtained in the
two simulations are shown in Fig. 11. While the horizon-
tal profiles agree within the statistical uncertainty, in verti-
cal the pyORBIT simulation result in a notably larger pro-
file. Though the discrepancy is not yet fully understood it
is worth mentioning that the number of macro-particles is
limited to 99’000 in the case of Accsim. The limited statis-
tics may at least partially account for the asymmetry in the
profiles.
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Figure 11: Projections onto the horizontal axis (black) and
the vertical axis (red), working point c. A comparison be-
tween pyORBIT (solid line) and Accsim (dashed line).

In addition we present the evolution of the rms emit-
tance obtained with Accsim in Fig. 12(a), with space charge
turned on, and Fig. 12(b) with space charge turned off, to
be compared with Figs. 6 and 7. Also from these plots it
becomes apparent that there is a discrepancy in the vertical
plane between the two programs. Note, however, that when
the result obtained with and without space charge are com-
pared, Accsim exhibits a strong emittance growth in both
planes in the 95 % emittance. It is still to be confirmed
whether the final emittances obtained in the Accsim and py-
ORBIT simulations are within the target of 100 mm mrad,
normalized (86.5 %).

CONCLUSION AND OUTLOOK

We have performed beam tracking studies with space
charge in order to evaluate the first design of the ESSnuSB
accumulator ring. The study includes tracking at full inten-
sity in order to assess the severity of the space charge effects
and associated tune shifts that are to be expected. In addi-
tion, simulations including the phase space painting have
been made. The result indicates that the painting procedure
require further optimization. The next step is therefore to
look into various transverse painting schemes. The lattice
may be re-tuned to move away from dangerous resonances.
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Figure 12: Emittance evolution during injection obtained
with Accsim when space charge is turned on (a) and off (b)
in the simulation.

The beam arriving from the ESS linac will consist of
trains of micro bunches. The bunches are 3 ps long and are
bunched at 352 MHz. Future studies will investigate the ef-
fect of the micro-bunching on the beam behavior in the ring.
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LONGITUDINAL PARTICLE TRACKING CODE
FOR A HIGH INTENSITY PROTON SYNCHROTRON

M. Yamamoto®, Japan Atomic Energy Agency, Tokai, Ibaraki 319-1195, Japan

Abstract

We have been developing a longitudinal particle track-
ing code to design and investigate the beam behavior of the
J-PARC proton synchrotrons. The code simulates the lon-
gitudinal particle motion with a wake voltage and a space
charge effect. The code also calculates a longitudinal emit-
tance and a momentum filling factor at an rf bucket under
the multi-harmonic wake voltage and the space charge ef-
fect. The most different point from the other codes is that
a revolution frequency of a synchronous particle is exactly
calculated from a bending magnetic field pattern, and it is
independent of an acceleration frequency pattern. This fea-
ture is useful to check an adiabaticity of the synchrotron.
We will describe the specification of the code.

INTRODUCTION

The longitudinal particle tracking code is a powerful tool
to investigate the beam behavior in the synchrotron. Al-
though an analytic treatment can be applied for some sim-
ple conditions [1], it is very difficult to evaluate the accu-
rate beam behavior under the complicated conditions such
as a multi-turn injection, the beam loading effect, the space
charge effect, and so on. Many codes has been developed
so far and there are some publicly available codes such as
ESME [2] and BLonD [3].

We have also been developing a longitudinal particle
tracking code for the J-PARC since 1997 [4], and it is
aimed at the high intensity proton synchrotron where an ac-
celeration voltage is generated by a Magnetic Alloy (MA)
loaded rf cavity [5]. Since the MA cavity has a broadband
impedance, we have to pay attention of the beam loading
not only for the fundamental acceleration harmonic but also
the higher harmonics. The higher harmonics induce the
rf bucket distortion, unwanted emittance growth, and they
sometimes cause the beam loss.

The J-PARC synchrotrons utilize a multi-harmonic beam
loading compensation system by a feedforward method [6,
7]. Our code has been originally developed to estimate how
higher harmonics should be compensated. Thereafter, the
calculation procedure of the beam emittance and the mo-
mentum filling factor under the multi-harmonic beam load-
ing is adapted to check the tolerance of the rf bucket.

We will describe the some basic equations and ap-
proaches for simulating the high intensity proton beam. Al-
though the descriptions are only mentioned for the J-PARC,
they are also adapted for the other high intensity proton
synchrotrons.
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BASIC FEATURES

Our code uses a macro particles of around six thousands
per bunch. This number comes from the multi-turn injec-
tion at the Rapid Cycling Synchrotron (RCS). The Linac
beam is injected into the RCS during 306 turns, and 20
macro particles are injected on each turn. The total number
of the macro particles per bunch becomes the multiplica-
tion of them.

Difference Equation of Motion

Our code is based on a difference equation of the longi-
tudinal motion [8] as same as the other codes. Our code
choose a time from the beginning of the acceleration as the
longitudinal coordinate system although a phase of the si-
nusoidal wave for the fundamental acceleration voltage is
sometimes chosen in the other codes. The basic simultane-
ous equations are:

(AE)turn = 6‘/t (t) - A-Es (l)
A
1+ a pp
(ATrcv)turn Trevs HW -1 . (2)
Bs

The variables in egs. (1) and (2) are:

(AE)turn Difference of the energy gain per turn
between the arbitrary particle
and the synchronous one
(ATiev)turn  Difference of the revolution period per
turn between the arbitrary particle
and the synchronous one
Vi(t) Total voltage per turn
for the arbitrary particle at a time ¢
AFE; Energy gain per turn
for the synchronous particle
Trevs Revolution period
for the synchronous particle
Ds Momentum of the synchronous particle
Ap Difference of the momentum
between the arbitrary particle
and the synchronous one
Bs B of the synchronous particle
A Difference of
between the arbitrary particle
and the synchronous one
e Elementary electric charge
« Momentum compaction factor

The reason why we choose the time coordinate system is
that it is useful to simulate the case that the frequency of the

Beam Dynamics in Rings



Proceedings of HB2016, Malmo, Sweden

fundamental acceleration voltage is different from A fyeys
where h is a harmonic number and fieys iS a revolution
frequency of the synchronous particle.

Synchronous Particle Tracking

Before tracking the arbitrary particles, we have to know
the synchronous particle motion. The revolution period of
the arbitrary particle is defined by the momentum com-
paction factor with the momentum difference between the
arbitrary particles and the synchronous particle. Our code
adopts a special technique to calculate the synchronous par-
ticle.

A popular method to calculate the synchronous particle
uses a famous differential equation described by a ramping
of a bending magnetic field pattern:

dB(t
AE, = 27rpRJ . 3)
dt
The variables in eq. (3) are:
p Bending radius of the accelerator ring
R Average radius of the accelerator ring

B(t)

However, this is an indirect method to track the syn-
chronous particle. Eq. (3) only suggests a instant gradient
of the energy gain. If we want to know the energy gain per
turn, we must know the revolution period to perform the
integration and it is still unknown.

The revolution period of the synchronous particle can be
obtained directly by a forward difference method [10] as

B(t + Trevs)p\~
mocz\/H((Jr)P)
mocC

B(t + Trevs)c2p
Trevs .
C

Bending magnetic field at a time ¢

“4)

The variables in eq. (4) are:

mo Rest mass of the particle
c Speed of the light
C  Circumference of the accelerator ring

Since Eq. (4) is a nonlinear equation, it is solved numeri-
cally.

After the revolution period is obtained, we can calculate
the energy gain as

2
AE;, = mocz\/1+<B(t+Tr°VS)p)

mopc

2
—moc®y |1+ <Ejét)cp> . (5)
0

Acceleration Voltage Pattern

In our code, the acceleration voltage pattern is designed
without any consideration for the high intensity beam is-
sues. The fundamental acceleration voltage Vit and the
synchronous phase ¢4 are obtained by the relation as

AEs = Viesings . (6)

Beam Dynamics in Rings

MOPR022

These variables are finally defined independently under the
requirement of the beam emittance and the momentum fill-
ing factor [9].

The beam emittance ¢y, is calculated by

P e‘/rfﬂgEs
L B TrhSwI?eVST]S
Pr2
\/C08 ¢ — oS Pz + (¢ — d2)sinds d . (7)
bb1

The variables in eq. (7) are:

E Total energy of the synchronous particle
Angular revolution frequency

of the synchronous particle

Ns Slippage factor of the synchronous particle
Pb2 Maximum phase of the beam emittance
ép1  Minimum phase of the beam emittance

Wrevs

Eq. (7) is integrated numerically by a simple trapezoidal
rule in the code. The minimum phase ¢y, is obtained under
the given ¢, as

€OS Pp1 — €OS Pra + (b1 — Pp2)sings =0.  (8)

Furthermore, the momentum filling factor P; with the
given ¢y is calculated as follows:

_ \/€0S s — oS Pp2 + sin Ps(ds — Pb2)
/2 cos ¢s + sin ¢s(2¢5 — ) .

P €))

Note that the filling factor does not depend on the ampli-
tude of the acceleration voltage and it only depends on the
injected bunch width. The design value of the filling factor
is one of the issues for the longitudinal beam motion. From
the experience of the simulation, it is set about 80-90 %
for the J-PARC synchrotrons to prevent from the beam loss
caused by the beam loading.

In order to make the simulation time shorter, the accel-
eration voltage pattern, the energy gain and the revolution
period of the synchronous particle are prepared by another
code previously and the tracking code reads them there-
after.

Voltage Tracking

Another special feature of our code is adapting a voltage
wave length tracking. The code tracks not only the revo-
lution period of the particles in eq. (2) but also the wave
length of the acceleration voltage. The reason is already
mentioned previously. We can simulate using the arbitrary
frequency pattern which is different from A fyeys-

Typical example is adding a momentum offset at the
RCS injection to make a bunching factor larger [10]. In this
case, the frequency offset with respect to the synchronous
particle is added to the original acceleration frequency pat-
tern.
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Beam Current FFT

We have to know the beam harmonics to calculate the
wake voltage and the space charge effect. First of all, the
arbitrary particles are divided in /V bins over one revolution
period. The number of bins is 512 for the harmonic number
of 2 (RCS) and it is 2048 for the harmonic number of 9
(MR). Since the binning is time consuming procedure, it is
better to use a quotient function in stead of the separation
by a conditional sentence. After binning, FFT procedure is
performed based on the revolution frequency and then we
can obtain the beam harmonics.

Wake Voltage

The calculation method of the wake voltage V}, caused
by the cavity impedance is quite simple. The beam har-
monics [;, obtained by FFT are multiplied by the cavity
impedance Z.,, as

Vb(nwrev) = anv(nwrev) X Ib(nwrev) 5 (10)

where n is an integer number. It does not matter whether
Zav 18 an analytic impedance model or a real measurement
result. Actually, we evaluate the effect by the parasitic res-
onance with the real measurement result.

The amplitude and the phase of the wake voltage on
each harmonic are calculated on the frequency domain in
eq. (10), and then they are reproduced on the time domain
by an inverse FFT as

Ny
Vo(t) = Z Vo (nwrey ) sin(nwrevt + dun)

n=1

Y

where ¢y, is a phase difference of the wake voltage for
each harmonic and Ny, is the upper limit of the harmonics
to be calculated. For example, N, = 40 is chosen for the
RCS (~33 MHz) and N, = 70 for the MR (~13 MHz).
Since NV}, depends on the cavity band width and the bunch
width, a heuristic approach is necessary.

Fig. 1 shows the calculation result for 1| MW-eq. beam
acceleration in the RCS. The shaded histogram shows the
bunch shape, the blue line indicates the fundamental accel-
eration voltage and the red line indicates the wake voltage.
Since the beam intensity is very high, the wake voltage is
larger than the fundamental acceleration one. This wake
voltage is compensated by the feedforward system.
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Figure 1: Calculation for the wake voltage (red) and the
space charge effect (green) in the RCS.
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Space Charge

The space charge effect in the longitudinal direction is
calculated by the following formula:

g0
2672

where g is a geometrical factor and Zj is a characteristic
vacuum impedance. The space charge effect in the time
domain is obtained by the inverse FFT of eq. (12) as

Vip(nwrey) = —i - nZy X Iy (nwrey) (12)

Nap
Vep(t) = Z Vipn (Nwrey ) sin(nwrevt + dspn)

n=1

13)

where ¢, is a phase difference for each harmonic of the
space charge voltage and Ny, is the upper limit of the har-
monics to be calculated.

Defining Ny, is an issue because the space charge volt-
age Vi, becomes somewhat noisy waveform if the inverse
FFT is performed up to N/2. Fig. 2 shows the calculation
result of the space charge voltage for the parabolic bunch
shape in the RCS where Ny, = 256 is used. Although
the analytic solution should be straight line, the calculation
result shows noisy aspect by the binning. From the expe-
rience of the simulation [11], we use following relation for
Ngp, as

; (14)

where IV, is the number of the macro particles and At;
is the time difference of each macro particles with respect
to the center of the bunch. Fig. 3 shows the calculation
result where Ny, = 10 (red line), Ny, = 15 (green line)
and Ny, = 30 (blue line). Eq.( 14) suggests Ny, = 14 is
suitable in this case, and the calculation result also suggest
N ~ 15 is almost enough.
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Figure 2: Calculation re-
sult of the space charge ef-
fect in the case of Ny, =
256. Black line indicates
the parabolic bunch shape.

200 300
Time (ns)

Figure 3: Calculation result
of the space charge effect
in the case of Ny, = 10
(red), Ngp, = 15 (green) and
Ngp, = 30 (blue).

Beam Emittance and Momentum Filling Factor

The beam emittance and the momentum filling factor
mentioned in eq.(7) and (9) are calculated under the condi-
tion without the beam loading and the space charge effects.
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On the other hand, our code can calculate them including
the multi-harmonic beam loading and the space charge ef-
fects over whole acceleration period.

The voltage used in this calculation is the total one V4,
and it consists of the fundamental acceleration voltage V¢,
the second harmonic voltage V¢ to make the bunch shape
flat, the wake voltage V4, and the space charge voltage Vy,,,
that is:

Vi(g) = Vising + Vipgsin{2(¢ — ¢s) + ¢2)}

Np o
+ ; Vin sin (ng) + ginm)

Nep
n
V;, 1 i (* S n) 9 15

+ngl pn S1I1 h¢+¢p (15)
where ¢ is a phase offset for the second harmonic voltage
to adjust the bunch shape.

In that case, the longitudinal beam emittance ¢y, is ob-
tained as follows:

)
Th3wZ, s

Pb2 boa
/ l\// {Vi(¢') — Vigsin ¢} d¢’] d¢ .(16)
Pb1 ¢

Eq. (16) is also integrated numerically by the simple trape-
zoidal rule. In order to calculate the emittance precisely,
we have to find a macro particle on an outermost trajectory
under the beam loading and the space charge effect. If the
macro particle has a value (¢, Ap;) in the phase space, the
maximum phase ¢y, is obtained from

EL =

Pb2 2
€ N . ’ Ap; _
(17)
Once ¢y is found, the minimum phase ¢y,; is defined by
db2
[ i)~ Visinobas =0 as)
Pb1

Furthermore, the momentum filling factor P is calcu-
lated as follows:

V / e
\/ / " V) — Vigsin o) dr |

where ¢pyo is the maximum phase of the rf bucket which
is obtained from

Vi(opka) —

Fig. 4 shows the total voltage (upper graph) and the rf
bucket (lower graph) with (red line) and without (blue line)

— Vigsin ¢b} de¢’
(19)

Vigsings =0 . (20)
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the wake voltage at the RCS extraction. Fig. 5 shows the
beam emittance and the momentum filling factor with (red
line) and without (blue line) the wake voltage over whole
acceleration period in the RCS. As can be seen, the higher
harmonic beam loading causes the rf bucket distortion and
the emittance gradually becomes larger.
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Figure 5: Calculation re-
sults for the beam emittance
and the momentum filling
factor with the beam load-
ing (red) and without the
beam loading (blue) in the
RCS.

Figure 4: Calculation re-
sults for the rf bucket and
the trajectory with the beam
loading (red) and without
the beam loading (blue) in
the RCS.

Adiabaticity
It is very important for the longitudinal motion to calcu-

late an adiabaticity ¢,. It is defined by

1

Ca_

alw5

Tt @

9

where wy is the angular synchrotron frequency. When €, <
1, typically e, < 0.1, the change of the accelerating voltage
is considered as enough adiabatic in comparison with the
synchrotron motion [12]. Since the adiabaticity becomes
larger near the extraction in the J-PARC synchrotrons, a
frequency correction is necessary to keep the beam orbit
center.
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Figure 6: Calculation results for the adiabaticity, the beam
orbit and the frequency correction in the RCS.
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Fig. 6 shows the calculation results of the adiabaticity
(upper graph), the beam orbit (middle graph), and the fre-
quency correction for the acceleration pattern (lower graph)
over whole acceleration period of the RCS. Since the adi-
abaticity reaches around 0.1 near the extraction, the orbit
deviates from the center without the frequency correction
(blue line). The orbit is corrected by the frequency adjust-
ment (red line).

Phase Modulation

A controlled emittance blow-up is one of the method to
solve some high intensity issues. Our code can calculate
the controlled emittance blow-up by a phase modulation
using Very High Frequency (VHF) cavity [13]. The voltage
added by the VHF cavity V4, is expressed as

W = Vom sin(hpmWwrevst + ¥ (t) + Ypm) 5 (22)

where V., and hy,y, are an amplitude and a harmonic num-
ber of the VHF cavity, and ¢, is a phase offset value. 9 (t)
is a modulation term as follows:

Ypm (t) = A¢pm sinwpmt,

where A¢py, is an “amplitude” of the phase modulation
and wy,y, is an angular modulation frequency. The integer
multiple of the synchrotron frequency is usually chosen for
the modulation frequency. After all, the total voltage felt
by the beam becomes the summation of eqs. (15) and (22).
Since the code uses the time domain coordinate, the method
of the voltage wave length tracking should be adapted for
the VHF voltage. For that purpose, the phase modulation
is translated in an instance VHF frequency fv as
Agp

fV (t) = hprnfrevs + mepm COS wpmt .

There is no special procedure to calculate the beam emit-
tance and the momentum filling factor for the phase mod-
ulation because the blow-up by the phase modulation is a
diffusion process and the trajectory of the particle does not
change so much turn by turn.

(23)

(24)
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Figure 8: Calculation re-
sult of the beam emittance
and the momentum filling
factor with (red) and with-
out (blue) the phase modu-
lation.
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Figure 7: Calculation result
of the longitudinal emit-
tance in the MR with (red)
and without the phase mod-
ulation (blue).
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Fig. 7 shows the beam distribution with (lower graph)
and without (upper graph) the phase modulation in the MR
injection. The VHF cavity parameters are V,,, = 100 kV,
hpm = 635, wpm = 15ws and A¢py, = 7. Fig. 8 shows
the beam emittance and the momentum filling factor with
(red line) and without (blue line) the phase modulation in
the MR injection. As can be seen, the emittance gradually
increases from 5 eVs to 10 eVs.

SUMMARY

We have been developing the longitudinal particle track-
ing code for the high intensity proton synchrotron. It has
the special feature for tracking the synchronous particle and
the voltage wave length, which is useful to check the adia-
baticity. Since the code calculates the beam emittance and
the momentum filling factor with the beam loading and the
space charge effect, it is worth to evaluate the tolerance in
the high intensity beam acceleration.
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INTERPRETATION OF WIRE-SCANNER ASYMMETRIC PROFILES IN A
LOW-ENERGY RING

M. Cieslak-Kowalska, CERN, Geneva, Switzerland and EPFL, Lausanne, Switzerland
E. Benedetto, CERN, Geneva, Switzerland

Abstract

In the CERN PS Booster, wire-scanner profile
measurements performed at injection energy are affected
by a strong asymmetry. The shape was reproduced with
the code PyORBIT, assuming that the effect is due to the
beam evolution during the scans, under the influence of
space-charge forces and Multiple Coulomb Scattering at
the wire itself. Reproducing the transverse profiles during
beam evolution allows to use them reliably as input for
simulation benchmarking.

INTRODUCTION

The PSB, the first circular accelerator in the CERN
injector chain, is made of 4 rings stacked on top of each
other. It operates on energy range from 50 MeV to 1.4
GeV. The acceleration cycle of the beam lasts 500 ms. PS
Booster provides full beam range to various CERN users
with beam intensities varying from 40e10 p+ to 800e10
p+ per ring and transverse normalized emittances between
1 mm.mrad and 15 mm.mrad.

One of the PSB goals is to provide to the LHC high
quality beam in terms of high brightness, defined as the
intensity divided by the transverse emittance.

Usually, emittance measurements are taken at the
extraction energy flat top, however in order to perform
some dedicated measurements explained later in the paper
and benchmark them with simulations, we collected data
at the beginning of the acceleration ramp. The beam
profiles measured at the injection energy are asymmetric
(Figure 1) and in this paper we try to explain this effect.

We assume that the asymmetry is due to two effects
and their superposition.

-20 -10 o 1o 20

Figure 1: Example of an asymmetric measured vertical
profile in PS Booster, at 60 MeV at C406.
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The first effect is the Multiple Coulomb Scattering of
the beam at the wire itself. Protons of the beam interacts
with the atoms of the material of the wire scanner and due
to electromagnetic interactions change theirs transverse
momenta, which results in emittance growth. We
measured this effect and we present the experimental
results compared with the data from numerical
simulations and analytical estimates. Thanks to this
experiment, we defined an equivalent of the wire
thickness used for further simulations.

The second effect is the space charge, which is very
strong in the range of the PSB operation energies, and
might induce emittance blow-up during the measurement
time. Due to space-charge, the beam suffers from
emittance blow up or losses, depending on the actual tune
and the tune necktie which overlaps machine resonances.
Moreover, for several beams like EAST-type beams and
some special LHC beams, for which the final emittance is
reached via transverse scraping [1], we observe tails
repopulation due to the space charge itself.

An example of the reconstructed profile after transverse
shaving is presented in this paper.

PS Booster Wire Scanners

The PSB is equipped with 8 independently operated, 25
um-thick carbon wire scanners - one per plane for each of
the 4 PSB rings. The user is able to measure the beam
profile twice during one cycle: with the “IN” and the
“OUT” scan indicating the direction of the wire move.
The “IN” scan goes from negative values (-50 mm) to
positive (+50 mm), according to the PSB convention, and
the opposite for the “OUT” scan. Three speed of the wire
are available: 10 m/s, 15 m/s and 20 m/s. Assuming 10
m/s wire speed, the measurement of a beam with an
emittance of 2 mm mrad takes about 3 ms.

EMITTANCE BLOW UP DUE TO THE
SCATTERING AT THE WIRE

The emittance blow up due to the scattering at the wire
depends on the energy of the impacting beam which
translates into a different scattering angle. We performed
an experiment in which we swapped the wire scanner at
low energy with a vertical “IN” scan in order to induce
emittance blow up and then we measured the increase of
emittance at extraction energy with a vertical “OUT”
scan. As a reference, we considered measurements with
the “OUT” scan, with the “IN” scan launched before
injection, i.e. with no beam in the machine. The measured
beam had a normalized emittance of ~ 2.2 mm mrad in
both planes and an intensity of I = 160e10 p+. Data was
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collected as a function of the beam energy at the time of
the “IN” scan, for two speeds of the wire scanner: 10 m/s
and 15 m/s. For each point, we considered the average
over 20 measurements.

In the next paragraph we present the measured increase
in the normalized emittance Ag,,,, with respect to the
energy when the IN scan was performed. The outcome of
the experiment was then compared to the results of the
numerical simulations and the expected values calculated
with analytical formulae.

SIMULATION OF MULTIPLE COULOMB
SCATTERING AT THE WIRE

The Multiple Coulomb Scattering at the wire has been
simulated using the code PyORBIT [2] code (with PTC
[3] tracking), which includes space charge calculations
and a particle-matter interaction module. The wire
moving through the beam has been modelled as a moving
scattering foil. We profited from the fact that the Foil
class in PyORBIT has a dedicated routine using a simple
Multiple Coulomb Scattering implementation. The foil is
defined by its transverse dimensions and its thickness (in
um/cm?).

The moving wire was modelled as a foil of vertical size
equal to the wire diameter and a time dependent
transverse position. The initial position of y,,;, = —0.025
m (instead of the -0.050 m) was chosen in order to
shorten the time needed for each simulation. The 3 sigma
beam size is much smaller than 25 mm, so this
assumption is valid.

Simulations were performed in order to find the
equivalent foil thickness which will allow us to simulate a
flying wire and reproduce the measured profiles. The
initial foil thickness has been defined as:

thickness (foil) = p *d,q

Where:

p — density of the Carbon, i.e. 2.26 g/cm3 [4]

d.q — equivalent of the foil (wire) thickness. The real
wire diameter is d = 25 pm [5]

We made a scan in the energy range of interest, i.e.
from the current PS Booster injection energy of 50 MeV
up to 260 MeV. For each energy, we launched the
simulations of the wire going through the beam in the
vertical plane and we measured the increase of
normalized vertical r.m.s. emittance.

In the simulations the space charge module was
switched off in order to separate the space charge related
effects from the scattering at the wire. The simulated
particle herd had an initial Gaussian distribution with the
normalized reference emittance of 2.2 mm mrad,
comparable to the one measured in the machine. In order
to ensure that there was no additional blow up due to
other factors, we launched in parallel a simulation without
the moving wire scanner. In this case, we obtained the
A€porm = 10 mm mrad, which proved that the interaction
with the wire was the only source of emittance increase.
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The data from simulations and from measurements
were then compared to the analytical predictions based on
the formulae [5]:

Ag;;'y = T d ﬁ 1
4v 2

ﬁx,y < ngs > (ﬁ)/)

Where:

nd/4 — wire diameter equivalent
fr — revolution frequency

v — wire speed

Bx,y — beta function in x/y plane
By — relativistic factors

The average scattering angle has been calculated using the
formula [6]:

<0z, >=3MYV e 4 00381y
=(——— . n

s pv Lrad Lrad

Where:

L,.q — radiation length of carbon = 18.9 cm [4]
p — momentum of the impacting particles
v — speed of the particles

Figures 2 and 3 present the comparison of the theoretical,
simulated and measured data of the normalized r.m.s.
emittance blow up as a function of the beam energy
during the scan, for the two speeds of the wire scanner: 10
m/s and 15 m/s. In Fig. 2 and 3, we also included the
points of a scan of the simulated emittance blow up as a
function of the equivalent wire thickness, for the current
and future PSB injection energy: 50 MeV (B = 0.314) and
160 MeV (B = 0.52). We tested a wire equivalent
thickness d.q of 1.0d, ©d/4, 0.5d and 0.25d.

Based on the presented data we conclude that for
purposes of further simulations, the wire thickness can be
approximated with a thickness equivalent of 0.5d. This
value seems to be a very good fit for both wire speeds, for
the energy range above ~80 MeV (B = 0.39). We observe
a difference between the measurements and the simulated
values for the energies of 50 MeV to 80 MeV.
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Figure 2: Theoretical (in red), simulated (in green) and
measured (in blue) normalized rms emittance blow up as
a function of the beam relativistic beta. Wire speed 10
m/s, assuming 99% confidence interval. The magenta
points are a scan over the wire equivalent thickness.
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Figure 3: Theoretical (in red), simulated (in green) and
measured (in blue) normalized rms emittance blow up as
a function of the beam relativistic beta. Wire speed 15
m/s, assuming 99% confidence interval. The magenta
points are a scan over the wire equivalent thickness.

EMITTANCE BLOW UP DUE TO SPACE
CHARGE EFFECTS

The low intensity beams in the PSB are shaped with a
process called “shaving” consisting in reducing the beam
intensity and beam transverse emittances by scraping the
beam on the PSB aperture restriction [1]. When the
shaving is finished, we observe tail repopulation driven
by space charge, which we suspected might be one reason
of the asymmetry of the measured profile.

In the experiment, we set up a dedicated cycle in PSB
with the flat top energy of 60 MeV, where we performed
the shaving and we measured the profiles of the shaved
beam every 1 ms to see its evolution in time. We
observed rms emittance increase in time as well as
changes in the shape of the measured profiles.

Figure 4 presents a profile taken with the wire scanner,
measured right after shaving, while the beam experience
tails repopulation. Our hypothesis here is that since the
wire scan lasts a few ms, it captures the evolution of the
tails, resulting in an asymmetric profile. The left side of
the beam profile was registered much earlier that the right
side. In other words the left tail of the beam had less time
to evolve than the right side.
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Figure 4: Measured profiles after the shaving process in
PSB. Time C433.
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SPACE CHARGE SIMULATIONS

We wanted to reproduce this measured beam profile
numerically, so we simulated the vertical shaving in
PyORBIT. After the shaving process is finished we let the
beam evolve under space charge and we observed the tails
repopulation. We added to the simulation also a moving
wire, as described in the previous section, to combine the
blow up due to the space charge with the blow up coming
from the Multiple Coulomb Scattering.

Figure 5 shows the r.m.s. emittance evolution during
the motion of the wire scanner, under space-charge forces
and Multipole Coulomb Scattering. When the wire
scanner starts interacting with the tail of the beam, the
beam starts experiencing a strong emittance growth, much
larger than the one associated with space-charge. For
illustration, we also run a case with 1.5 times larger beam
intensity (black, dashed curve on Fig.5), to see the effect
of space charge. This was a purely academic exercise, the
simulations are not self-consistent and one can notice a
large mismatch.
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Figure 5: Simulated emittance increase versus time. In
red: space charge and scattering, in blue: only scattering,
in magenta: only space charge. The case with a 1.5 larger
intensity is marked with a black dashed line.

RECONSTRUCTION OF THE
ASYMMETRIC PROFILE

In order to reconstruct the measured beam profile we
needed multiple samples of the beam at different time
stamps. We dumped the beam profiles every 0.1 ms,
simulating the sampling coming from the flying wire
scanner. Assuming the wire moving with the speed of 10
m/s and measuring from -50 mm to +50 mm in vertical
plane, the time needed to fly through the beam is 10 ms,
corresponding to ~6600 turns of the simulation and 100
profiles in total.

The profile presented in Fig. 6 is therefore a
reconstructed profile with the y-position correlated to the
movement of the wire, such that the bins around a given
position are taken from the profile dumped at the
corresponding time. There is a strong, visible asymmetry
in the reconstructed profile, to be compared with the
experimental data of Fig. 4.
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Figure 6: Reconstructed profile of the beam undergoing
tails repopulation and multiple scattering at the wire
scanner, to be compared with Fig.4. Time C433.

In order to identify the different contributions to the
profile asymmetry, we simulated four different cases:
with/without space charge and with/without Multipole
Coulomb Scattering. The reconstructed profiles are
reported in Fig. 7. The dominating phenomena is the
scattering at the wire, however the space charge also
contributes slightly to its asymmetry. We reconstructed
the profile also for the artificial case where we increased
the beam intensity by 50% to see whether a strong space
charge also leads to the profile asymmetries. This case is
marked with a black line in Fig. 7, but also in this case
we observed little asymmetry coming from space
charge. The reason is, as one can see from Fig. 5, that
the simulated space-charge blow-up is occurring in a
much shorter timescale as compared to the wire passage.

I 3 0 10 2 i 16 6 E]
]

Figure 7: Reconstructed profile of the beam at C433. In
red: space charge + the wire scanner, in blue: only wire
scanner, in magenta: only space charge, in green: none of
the effects. The case with an increased intensity is marked
with a black line. The left and right tails are zoomed at the
lower plot.
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CONCLUSIONS

We have modelled in PyOrbit a wire scanner flying
through the beam and we have developed a routine to
post-process the data and reconstruct the profiles taking
into account the time needed to perform a measurement,
i.e. a few ms for a 2 mm mrad beam. With our recipe, we
successfully managed to reproduce the asymmetry
observed in the measured profiles at low energies in the
CERN PS Booster.

First of all, we have measured the emittance blow-up
due to Multiple Coulomb Scattering at the wire, as a
function of the beam energy, we have compared it with
analytical formula and simulations and we have obtained
an equivalent thickness to be used in our further
simulations.

We have focused our analysis on the profiles measured
after beam scraping, during the “shaving” process in the
PSB, occurring at around 60 MeV and after which we
expect tail repopulation.

Our hypothesis was that the Multiple Coulomb
Scattering together with the space charge are be two main
sources of the emittance blow up, and that this increase of
beam size is captured by the wire scanner while it is
flying through the beam.

The conclusion, for this particular case, was that the
Multipole Coulomb Scattering at the wire was the
dominant phenomenon, while the tail repopulation driven
by space charge had a negligible effect on the measured
profile asymmetry. Improvements in the PSB optics
model, which is presently ongoing [7], and/or different
case study might put in evidence a larger contribution
from space charge.

In any cases and for any mechanism driving beam
blow-up or losses, the ability to reproduce the transverse
profiles measured with the wire scanners while the beam
is evolving, allows using them reliably as input for
simulation benchmarking.
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GENERAL FORMULA TO DEDUCE THE SPACE CHARGE TUNE SPREAD
FROM A QUADRUPOLAR PICK-UP MEASUREMENT

E. Métral’, CERN, Geneva, Switzerland

Abstract

In 1966, W. Hardt derived the oscillation frequencies
obtained in the presence of space charge forces and gradi-
ents errors for elliptical beams. Since then, a simple for-
mula is usually used to relate the shift of the quadrupolar
mode (obtained from the quadrupolar pick-up) and the
space charge tune spread, depending only on the ratio
between the two transverse equilibrium beam sizes. How-
ever, this formula is not always valid, in particular for
machines running close to the coupling resonance Q. = Q,
with almost round beams. A new general formula is pre-
sented, giving the space charge tune spread as a function
of 1) the measured shift of the quadrupolar mode, ii) the
ratio between the two transverse equilibrium beam sizes
and iii) the distance between the two transverse tunes.

INTRODUCTION

The incoherent direct space charge tune spread is a
fundamental parameter in the beam dynamics of high-
intensity high-brightness beams but most of the time it is
only computed analytically or simulated. It would be
good to be able to measure it in running machines, which
is possible with quadrupolar pick-ups by looking at the
shift of the quadrupolar mode with intensity (note that
there is no shift of the dipole mode with intensity due to
the direct space charge as the latter follows the evolution
of the beam centre and does not modify its motion). Since
the derivation from W. Hardt of the oscillation frequen-
cies obtained in the presence of space charge forces and
gradients errors for elliptical beams [1], a simple formula
is usually used to relate the (horizontal) space charge tune
spread to the (horizontal) shift of the quadrupolar mode
due to intensity, which depends only on the ratio between
the equilibrium rms vertical beam size o, and the equilib-
rium rms horizontal beam size oy [2,3,4]

MO,y = 0 E W
10, 1
2 1+%
o

x0

where 2 O, is the low-intensity quadrupolar tune and Q,,
is the intensity-dependent quadrupolar tune.

However, Eq. (1) is not always valid and it corresponds
to the case when the coupling between the two transverse
planes, introduced by space charge, is neglected. This
formula is in particular not valid for machines running
close to the coupling resonance Q.= (Q, with almost
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round beams, which is the case of many machines (and in
particular of the CERN LHC injectors where we plan to
measure the space charge tune spread using quadrupolar
pick-ups) and the purpose of this paper is to provide the
more general formula which depends also on the distance
between the two transverse tunes [5]. Note that the ex-
treme cases of a small or large tune split were already
discussed in Ref. [6] for the case of a round beam.

The (2D) transverse envelope equations are first re-
viewed in Section 1, as well as the coupled equations to
be solved in the presence of small perturbations on top of
equilibrium beam sizes. The usual Eq. (1) is then recov-
ered in Section 2 in the uncoupled case. The new formula
providing the space charge tune spread in the general case
(i.e. also close to the coupling resonance) is finally de-
rived and discussed in Section 4.

TRANSVERSE ENVELOPE EQUATIONS

The (2D) transverse envelope equations are now well-
known and used [7,8] in particular since the work of Sa-
cherer [9] who showed that the envelope equations de-
rived by Kapchinsky and Vladimirsky (known as the KV
equations) [10] for a continuous beam with uniform
charge density and elliptical cross-section are also valid
for general beam distributions if one considers the second
moments only. Considering a particle in an ensemble of
particles which obeys the single-particle equations, add-
ing the space charge force to the external (linearized)
force and averaging over the particle distribution, the
equations of motion for the centre of mass can be ob-
tained (note that due to Newton’s third law the average of
the space charge force is zero). Looking at the second
moments and in particular at the position and momentum
offsets of the particles from their respective averages, the
2D transverse envelope equations can finally be ob-
tained [7,8]

a+K a-—<—-—x=0,
T oa+b &
(2)
2
&
ek p-2Ke B _g .
Y a+b b
with
a=20_, b=20,, 3)
ex =4Ex,rms 4 g." =4£)’vrm~\' ’ (4)

where ' stands for the derivative with respect to the azi-
muthal coordinate s, oy, are the transverse rms beam
sizes, K., describe the transverse external forces, &, ms
are the transverse rms beam emittances and K. is a coef-
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ficient proportional to the horizontal space charge tune
spread (considering that the space charge tune spread
extends from the low intensity tune to the tune with max-
imum space charge tune shift) through (in the smooth
approximation) [11]

, K R?
AQf,csprcad =-A o = (5)

x, linear shift +h ’
<0 %\ 4 0

where R is the average machine radius, O, is the low-
intensity horizontal tune and a, and b, are the horizontal
and vertical equilibrium beam sizes (obtained from
Eq. (2) when the terms with the derivative are zero). Both
transverse planes have thus to be treated jointly for high-
intensity beams due to the space-charge coupling.

The beam may execute some collective motion on top
of the equilibrium beam sizes

a(s)=aO—Aa(s) and b(s)=b0+Ab(s),(6)

where the perturbations Aa and Ab are considered small
with respect to the equilibrium beam sizes. Linearizing
the equations yields

Aa”+KaAa=KAb s

(7
Ab'+K,Ab=K Aa ,
with
2K, (2a,+38,)
K,=4K -—< 0t 0, ®)
ao(a0+bo)
2K, (25,+34,)
K,=4K -——2 0, ©)
by(a,+b,)
ko 2K a0
(a0+b0)
Using the smooth approximation
K. =(0.,/R) . K,»=(Q/R), (1
2 2
Ky=(QyO/R) . K,=(Q,/R)", (12
and assuming small tune shifts, yields
K, R*(2a,+3b,)
Qa=2Qx()+AQa=2QXO_ 2 ’
2Qx0a0(ao+bo)
13)

K, R(2b,+3a,)
20,,b,(a,+5,)

0,=20,,+A0, =20, -
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The coupled equations can finally be re-written

d*Aa
de’

+0’Aa=K R*Ab,

(14)
d*Ab
de’

+0;Ab=K R*Aa ,

with ¢= Q) ¢, where () is the angular revolution frequen-
cy and ¢ the time.

FAR FROM THE COUPLING RESO-
NANCE INDUCED BY SPACE CHARGE

Far from the coupling resonance Q, = Oy, the two equa-
tions of Eq. (14) can be considered uncoupled and the
solutions of the homogeneous equations are given by

Aa=Aa, e’%? and Ab=Ab, '’ . (15)

Starting from the definition of Q, in Eq. (13) and express-
ing K. with respect to the space charge tune spread (using
Eq. (5)), Eq. (1) can be recovered, where Q,, is noted there
0,,. Figure 1 shows how the relation between the space
charge tune spread and the measured quadrupolar tune
shift varies with the ratio of the transverse equilibrium
beam sizes.

e bt =
o o =3
S h S

AQifspread/ ( ZQ.\:O - QZx)
(=
&
W

=
&®
S

0.0 02 0.4 06 038 1.0

‘ryﬂ/a'x()

Figure 1: Ratio between the space charge tune spread and
the measured quadrupolar tune shift with respect to the
ratio of the transverse equilibrium beam sizes.

CLOSE TO THE COUPLING RESO-
NANCE INDUCED BY SPACE CHARGE

Close to the coupling resonance Q, = O, the solutions
of the coupled equations of Eq. (14) are a bit more in-
volved. The coupled oscillations can be solved by search-
ing the normal (i.e. decoupled) modes (u,v) linked by a
simple rotation (see also Fig. 2)
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where « is the coupling angle (equal to 0 in the absence if
coupling and to + 45 deg in the presence of full coupling).

cosa —sina

sinad  cosa

) ., (16)

A Ab

u

Figure 2: Tilted normal modes due to coupling.

The equations of the two normal modes are given by

2

d? d
d¢L2’+qu=0, dT;+QfV=0, 17)
with
€| Id
0,=0, tana , QV—Q+Ttana, (18)
€] R K
tan( 2a) = — , Cl= , 19
an(2e) = €= (19)
A=0,-0, . Q,=(Qu+ 0y)/2 . (20)

Using the fact that

2tana

tan(Za) = T onla (21)
@tana=%(—A¢\/A2+Cz), (22)
and therefore Eq. (18) can be re-written
0.- 0L aziwic ).
(23)

QV=Qb+%(—A:L\/m),

where the * sign depends on the sign of A (it should be
the same sign as the one of A).
The new formula can then be deduced and it is given

by
AQSC q AT A’ +C? , (24)
x, spread 1 1 1
Il 3
2 1+x 1+x
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with

O“V
9=20,-0,, x=—= and y=0,-0,, (25

x0

3 A SC,new
A-2ys B (1_1), 26)
2 X
2A SC,new
| C | _ Qx,spread . (27)
1+x

The observable from the quadrupolar pick-up (the quad-
rupolar tune shift) is ¢ and the first part of Eq. (24) is the
usual formula (see Eq. (1)). Solving Eq. (24) yields the
new general formula giving the horizontal space charge
tune spread as a function of the ratio between the vertical
and horizontal equilibrium beam sizes (x), the distance
between the transverse tunes (y) and the measured quad-
rupolar tune shift (¢) [5]

AQSU,HL’W( X, v.q ) _

e o et [4(3+7x+722 432 )+ 4x 04102 yr62y

$(l+x)\/q2(9—2xz+9x4)+4qx(—6—x+6xz+9x3)y+4xz(2+3x)2 y?

(28)

with the — sign when A > 0 (and the + sign when A < 0).
The ratio between the new formula from Eq. (28) and the
usual formula from Eq. (1) is plotted in Fig. 3 for the
example case ¢ = 0.4, where it can be seen that the usual
formula should not work for the machines running close
to the coupling resonance with almost round beams, as
the CERN LHC injectors. More detailed (2D) plots are
shown in Fig. 4 for different parameters, revealing that a
difference up to a factor ~ 1.5-2 can be reached in some
cases.

AQ i (X,¥.4) ‘ e

SC , usual
AQx,spread ( X, q )

1570
1.0

05

1099

Figure 3: Ratio between the new formula from Eq. (28)
and the usual formula from Eq. (1) as a function of x and
y, for the example case ¢ = 0.4 [5].
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Figure 4: Ratio between the new formula from Eq. (28)
and the usual formula from Eq. (1) as a function of y for
different values of x: (a) for ¢ = 0.1, (b) for ¢ = 0.4 and
(c) for g =0.8.

CONCLUSION

A new general formula, giving the link between the in-
coherent direct space charge tune spread and the meas-
ured intensity-dependent shift of the quadrupolar mode,
has been derived taking into the account the coupling
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between the transverse planes introduced by space charge
and which is neglected in the usual formula (see Eq. (1)).
This more involved formula is given in Eq. (28) and de-
pends also on the tune distance between the low-intensity
transverse tunes. The ratio between the new and the usual
formula is plotted in Fig. 3 as a function of the ratio be-
tween the vertical and horizontal equilibrium beam sizes
and the distance between the transverse tunes, for the
example case of a measured quadrupolar tune shift of 0.4.
Some example cases are also shown in Fig. 4 on 2D plots,
where it can be seen that differences from the usual for-
mula can be as large as a factor ~ 1.5-2. These results
should be checked by simulations and beam-based meas-
urements in the running machines.
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SPACE CHARGE MODULES FOR PyHEADTAIL

A. Oeftiger*, CERN, Meyrin, Switzerland; S. Hegglin, ETH Ziirich, Ziirich, Switzerland

Abstract

PyHEADTAIL is a 6D tracking tool developed at CERN
to simulate collective effects. We present recent develop-
ments of the direct space charge suite, which is available for
both the CPU and GPU. A new 3D particle-in-cell solver
with open boundary conditions has been implemented. For
the transverse plane, there is a semi-analytical Bassetti-
Erskine model as well as 2D self-consistent particle-in-cell
solvers with both open and closed boundary conditions. For
the longitudinal plane, PYHEADTAIL offers line density
derivative models. Simulations with these models are bench-
marked with experiments at the injection plateau of CERN’s
Super Proton Synchrotron.

INTRODUCTION

The self-fields of particle beams superpose the electro-
magnetic fields applied by magnets and radio frequency (RF)
cavities in synchrotrons. The corresponding space charge
effects lead to defocusing in the transverse plane and fo-
cusing (defocusing) in the longitudinal plane for operation
above (below) transition energy. For non-linear beam dis-
tributions, space charge results in a tune spread which is an
important factor e.g. when investigating betatron resonances
or the influence of Landau damping during instabilities. We
present the implemented space charge models of the collect-
ive effects simulation software PYHEADTAIL [1] which is
developed in Python. PYHEADTAIL models beam dynam-
ics by transversely tracking macro-particles linearly between
interaction points around the circular accelerator. Longit-
udinal particle motion is modelled either by linear tracking
or non-linear (sinusoidal) drift-kick integration. The forces
from collective effect sources such as electron clouds, wake
fields from impedances or space charge are integrated over
the respective distance and applied as a momentum kick at
the following interaction point [2]. Recently, large parts of
PyHEADTAIL have been parallelised for NVIDIA graphics
processing units (GPU) architectures [3]. Our particle-in-
cell library PyPIC used for the self-consistent space charge
models in PYHEADTAIL especially benefited from these
efforts — the corresponding speed-ups are reported here.

This paper is structured as follows: we first address the
implemented space charge models, which is followed by our
GPU parallelisation strategies and achieved improvements,
and, finally, we compare simulation results with measure-
ments at CERN’s Super Proton Synchrotron (SPS). Our
developed software and libraries are available online [4].

SPACE CHARGE MODELS

A PyHEADTAIL macro-particle beam of intensity N,
particle charge ¢ and particle mass m,, is described by the
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6D set of coordinates (x,x’,y,y’,z,d), where x denotes the
horizontal offset from the reference orbit, y the vertical offset,
x" = px/po and y’ = p,/po the corresponding transverse
normalised momenta for py = ym,, B¢ the total beam mo-
mentum, z denotes the longitudinal offset from the synchron-
ous particle in the laboratory frame and 6 = (p; — po)/po
the relative momentum deviation. Most of the space charge
models are based on “beam slices” which represent lon-
gitudinally binned subsets of the beam distribution. The
density per slice is determined by nearest grid point (NGP)
interpolation (i.e. lowest order).

Longitudinal Space Charge

For an emittance-dominated bunched beam, which is usu-
ally the case in a circular accelerator, the longitudinal elec-
tric field depends on the local line density A(z). Beams
in CERN’s circular accelerators typically have a very long
bunch length in comparison to the vacuum tube diameter.
Therefore, the non-linear image fields suppressing the lon-
gitudinal electric field have to be taken into account for
the longitudinal space charge model. In PYHEADTAIL we
provide such a so-called 1’(z) model following the extens-
ive analysis in [5, chapter 5]. The space charge forces are
computed assuming a linear equivalent field

g di(z)

Eequiv - _
= (@ dregy? dz

ey

where g denotes the geometry factor and €y the vacuum
permittivity. Conceptually, the real longitudinal profile is
treated like a parabolic line density

3N 2
Az) = ?‘] (1 - ZZT) )

with parabolic bunch half length z,,. In particular, this model
identifies the mean value of the real electric field (zEf"‘1 (2)),
(which includes the non-linear image effects) with the corres-
ponding analytical expression for the parabolic distribution
with the generalised geometry factor g, which then absorbs
the image field contributions. Our implemented model is
valid for bunches satisfying z,, > 3r, where 2r;, denotes
the diameter of a perfectly conducting cylindrical vacuum
tube. In this case, the geometry factor g becomes independ-
ent of the bunch length and can be averaged over the whole
distribution yielding [5, Eq. (5.365b)]

I'p
g=0.67+2In|— 3)
rp

where rp denotes the radial half width of a transversely
round ellipsoidal beam with uniform charge distribution. As
a further remark, [5, chapter 6] also discusses the case of two
parallel conducting plates with distance 2r,, for which the
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image term 2 In(r,, /rp,) becomes 21n(4r,/(nrp)). Figure 1
compares the longitudinal kicks for a round vacuum tube and
the above model (for which g = 5.25, compare to gg = 6.36
in free space) with the real electric field kicks computed in
free space by the particle-in-cell (PIC) algorithm described
in subsection . Indeed, the 1(z) yields a lower E, due to the
image effects. The beam has been divided into only 32 slices
which is few for the NGP interpolation, correspondingly the
A’(z) model kicks appear step-like (the PIC algorithm in
contrast uses one order higher interpolation).
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(a) A’ (z) model (incl. an r, = 5 cm round vacuum tube boundary).
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Figure 1: Longitudinal kicks vs. position for 32 slices.

Transverse Gaussian Space Charge

A frequently employed 2D space charge model for the
transverse plane has been established by M. Bassetti and
G.A. Erskine in 1980 [6]. They derived a computationally
optimised analytical expression (the “Bassetti-Erskine” or
B.E. formula) for the electric field of a two-dimensional
Gaussian charge density function

Ngq x2 y2
=t - + — 4
o(x,y) 2oy eXP( <2 - 4)

which generates the electric fields [7]

) x2 _ y2
exp T 202+t 205+t
4 u | dt )
MO S (aR @2+ )
foru = x,y. For oy > o, the B.E. formula reads
N +1i
Ey +iE, 1 al
2€0 \/27r(0'x —O'y) \/Z(O'X —O'y
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involving the complex-valued Faddeeva function w(x + iy).
It belongs to the family of error functions and can be evalu-
ated much faster than numerically solving the full integral
() [8].

PyHEADTAIL applies this semi-analytic model slice
by slice to the respective transverse distribution along the
beam. If the actual distribution deviates from a Gaussian,
the “Bassetti-Erskine” formula (6) only represents an ap-
proximation. This needs to be kept in mind especially in the
presence of dispersion, when a non-Gaussian momentum
distribution contributes to the transverse profile. Figure 2
depicts an N = 2 x 10'! SPS bunch with a very large longit-
udinal r.m.s. emittance of €, = 0.42 eV s (at an RF bucket
acceptance of 0.68 eV s) where the RF bucket non-linearities
deform the matched momentum distribution. This reflects
in the evidently non-Gaussian horizontal beam profile given
a dispersion of D, = 7.96m and a horizontal normalised
emittance of €, = 0.84 mm mrad.

o 40

% 35|/ — macro-particle distribution

s - - r.m.s. equivalent Gauss

c 30

?

225

T 20}

c

815}

)

< 10}

£ 5|

o

c 0 1= L L L
—60 —-40 =20 0 20 40 60

horizontal position z =23+ D,6 [mm]
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Figure 2: Large €, entail non-Gaussian momentum distribu-
tions which affect the horizontal distribution via dispersion.

Particle-in-cell Model

PIC algorithms model space charge self-consistently [9].
In order to compute the kicks, the macro-particle distribution
is first interpolated to nodes of a regular mesh (particle-
to-mesh or “P2M” step), then the charge distribution on
the mesh is solved for the potential and consequently the
force (solve step), and finally the force is interpolated back to

2 2 B
—exp LA A IR B S (6)
20')% 20'5 ,2(0} _ O'y)
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the particles (mesh-to-particles or “M2P” step). A separate
library has been developed named PyPIC to encapsulate the
PIC algorithm.

In synchrotrons, the relative momenta between the
particles are usually much smaller than py. This can be
exploited when solving the Maxwell equations by Lorentz
boosting to the beam rest frame, where we neglect the re-
lative particle motion and correspondingly only have to
deal with an electrostatic problem. Before the P2M step,
we Lorentz boost from the co-moving laboratory frame
(x,Y,2)1ap to the beam rest frame

(%,3,2)beam = (X, ¥, ¥Dab - )

Correspondingly, the bunch becomes much longer, the mesh
is then constructed in the beam frame. In PyPIC we have im-
plemented a linear spatial Cloud-In-Cell (CIC) interpolation,
i.e. the shape function of the macro-particles is a constant
Heaviside step function over the diameter of a cell. With the
resulting mesh charge density p, we are ready to solve the
discrete version of the 2D or 3D Poisson equation,

ap=-L£ (8)
€0
on the mesh for the mesh potential ¢.

To this end, we implemented several Poisson solvers in
both 2.5D (i.e. slice-by-slice 2D transverse solving) and
full 3D variants. The solvers cover finite difference (FD)
approaches with direct matrix solving via QR or LU decom-
position (with Dirichlet or arbitrary boundary conditions)
and Green’s function methods (free space or rectangular
boundary conditions) exploiting the Fast Fourier Transform
(FFT) algorithm.

The FD implementations construct a sparse Poisson mat-
rix A with a first-order nearest-neighbour stencil. In case of
the LU decomposition A = LU, the sparse lower and upper
triangle matrices L,U are then precomputed at set-up. At
each solve step, the linear matrix equation LU¢ = —p/eg
is solved given the respective vector p containing the mesh
charge density of all nodes. This approach is extremely effi-
cient on the CPU in conjunction with the KLU algorithm [10]
if the Poisson matrix remains constant over many solve
steps [11]. Therefore, e.g. matrix element indices for the
boundary conditions should not change due to a differently
shaped boundary, otherwise the LU decomposition needs
to be recomputed which is computationally expensive. The
QR decomposition is slower than the LU decomposition (cf.
e.g. [12]) but numerically more stable than the LU decom-
position, hence it serves as a reference. Finite difference
equations always require boundary conditions which can
be advantageous if indirect space charge effects from the
vacuum tube need to be taken into account. If the transverse
beam sizes are rather small compared to the vacuum tube,
the mesh can become prohibitively large though. In this
case, the following method may be more appropriate.

Another approach to solve Eq. (8) is to use the free space
D=2 (for x = (&, $)beam) resp. D=3 (for x = (X, ¥, 2)beam)
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Green’s functions G,

B 1 D~
60 = S5 f dP%

We apply Hockney’s trick where the domain of the Green’s
function is doubled by cyclical expansion in each dimen-
sion [9]. The potential in this expanded region will be in-
correct and discarded but the periodicity allows to make use
of the computationally very effective FFT algorithm for the
convolution. In principle, the Green’s function needs to be
evaluated on a square (cuboid) mesh with equal distances
in all directions. In the transverse plane, aspect ratios may
be large due to the betatron function ratio and additional
dispersion effects. At least in the 3D case, the aspect ratio
of the transverse with respect to the longitudinal plane will
certainly be large and will thus require many mesh points
to cover the whole distribution which may become compu-
tationally heavy. Therefore, we make use of the integrated
Green’s functions (IGF) G ( [13, Eq. (56),(57)] for the 2D
case and [14, Eq. (2)] for 3D), which conceptually include
the aspect ratio into the discrete Green’s function by integrat-
ing over each cell assuming p to be constant across the cell.
This approximation has to be kept in mind when choosing
the mesh size. The Fourier transform of the IGF is computed
at set-up and stored until the mesh is changed. At each solve
step, it is multiplied by the Fourier transformed mesh charge
density p and the result inversely Fourier transformed to
yield the potential,

Gx-x)pX) .

6=7"[(FGC) - (Tp) (10)
The FFT convolution approach is much more efficient at a
complexity of O(nlogn) than computing the convolution
integral in real space with O(n?), where n the total number
of mesh nodes. Using this method with the FFTW [15]
implementation on the CPU is found to take less than twice
as long as the KLU direct solving approach mentioned before
[11].

After the potential on the mesh ¢ has been determined,
the electric mesh fields E in the beam frame are calculated
as

an

via a numerical first-order finite difference gradient imple-
mentation. Finally, the electric fields are interpolated back
to the macro-particles (M2P) and Lorentz boosted back to
the laboratory frame,

E=-V¢

(Ex9EyaEz)lab = ('yExayEy9Ez)beam (12)

The Lorentz forces for each macro-particle include the mag-
netic fields arising when transforming to the laboratory
frame,

(Bx, By, By = (~BEy/c, BEx/c,0),,  (13)
E. B
- (Fx’F)qu)lab:q _,_,Ez (14)
Y v beam
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To conserve the total charge, the interpolation functions and
order at both the P2M as well as the M2P step necessarily
need to match [9]. As a side note, the usual straight-forward
interpolation functions can be the source of noise and grid
heating effects in the traditional PIC approach. Recently,
symplectic algorithms have been derived to solve these is-
sues [16], which can be interesting for long-term simulations
over many turns since the symplectic nature implies a finite
bound on the energy error.

Figure 3 shows the PIC computed electric field of a coast-
ing beam with a Kapchinsky-Vladimirsky (KV) distribution
in the transverse plane for the SPS. For 4 = 5.1 C/m and
beam edges at 7, = 2.5mm and r, = 1.6 mm, the maximal
electric field at the beam edge analytically gives

A 1

E, = —
ey Fx + Ty

=152kV/m |, (15)

which matches the result from the PIC algorithm.
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Figure 3: Horizontal electric field of a KV beam in the SPS.

GPU HIGH-PERFORMANCE
COMPUTING

PyHEADTAIL has been made available for graphics pro-
cessor unit (GPU) high-performance computing. The library
PyCUDA [17] provides an interface for GPU memory stored
arrays that adopts the API of the standard Python library
for scientific computing, NumPy, hence making large por-
tions of the code easily applicable to both NumPy arrays
and GPUArrays. To make the GPU usage in PYHEADTAIL
as transparent and flexible as possible for new GPU users,
a context management system to switch between GPU and
CPU contexts has been developed [18]. Algorithms for the
GPU need to make use of the pronounced parallel hard-
ware structures and therefore often differ from serial CPU
algorithms. The context managers switch between imple-
mented algorithms e.g. for the bunch distribution statistics.
For the GPU implementations it is therefore of crucial im-
portance to have access to the underlying CUDA [3] API
from Python which is fully provided by PyCUDA. Imple-
menting and calling custom CUDA kernels is flexible and
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straight forward from the Python top layer. Besides the
NumPy array API and the CUDA access, the third important
ingredient to PYHEADTAIL on the GPU is the incorporation
of powerful GPU computing libraries such as cuFFT [19], cu-
SOLVER [20], cuSPARSE [21] and Thrust [22]. We achieve
this partly via the Python binding library scikit-cuda [23]
and partly via self-implemented interfaces using ctypes.

For the PYHEADTAIL space charge suite we have de-
veloped a GPU version of PyPIC. The performance bot-
tlenecks appear very differently during the aforementioned
three particle-in-cell steps P2M, solve and M2P when com-
paring runtime profiles between the CPU and GPU versions.
Figure 4 shows the fraction of time spent on both architec-
tures during each step for quadratically increasing transverse
mesh sizes given a fixed number of macro-particles. Compar-
ing the cuFFT 3D Fourier transform performance to FFTW
on a mesh of size (16,32,64) gives a speed-up of up to
S = 35.8, comparing to the standard NumPy FFT extension
even reaches S = 65.5. This explains why the solve step with
the free space FFT-based Green’s function Poisson solver
does not have such a significant impact on the overall timing
during the particle-in-cell algorithm on the GPU, while it
essentially marks the bottleneck on the CPU.

Effectively, the particle deposition on the mesh is the most
performance critical part in the GPU PIC algorithm. We
have implemented an atomic deposition algorithm, in which
a CUDA thread for each particle is launched which locks the
memory location of the respective mesh node charge from
access by other threads, reads the memory value, adds to it
and then stores the updated value. With this approach, we ob-
served a rather slow performance as memory bank conflicts
and thread stalls can happen for both the software-emulated
64-bit and the hardware-accelerated 32-bit atomicAdd vari-
ants. This finding is especially pronounced in the 3D case
where each particle updates eight surrounding mesh nodes
(instead of four in the 2D case). The problem decreased
when using less macro-particles for a given mesh size — how-
ever, to achieve a good resolution for the electric fields, at
least 10 macro-particles per cell are required [9].

To address this issue, we implemented a sorted depos-
ition particle-in-cell algorithm described in [24]. In this
approach, the macro-particle coordinate arrays are first sor-
ted by their cell IDs, for which we used the Thrust library
with its sort_by_key functions. Subsequently, a thread
is launched for each cell which loops through the particles
within this cell to construct guard cell charge densities. In
a third step, a kernel merges the four (2D) resp. eight (3D)
guard meshes to the final mesh charge density p array. We
achieved a speed-up of S = 3.5 for the mesh size (64,64,32)
and 1 x 10° macro-particles when comparing the sorted de-
position to the double precision atomicAdd deposition. In
addition, the M2P step profits from the sorted arrays since
global GPU memory is accessed in a coalesced manner: the
kernel call on unsorted arrays takes 25% longer than on sor-
ted arrays. Further approaches to address the memory bank
conflicts (such as using L1 caching) have been investigated
e.g. for SYNERGIA in [25] and for ELEGANT in [26,27].
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Figure 4: Timing proportions between the P2M, solve and M2P step for
the FFT-based Poisson solver vs. number of mesh nodes per transverse

side. The number of macro-particles is fixed to 5 x 10°.

For the 2.5D case, the transverse Poisson equations can be
solved for all slices in parallel. Since the cuFFT calls for each
slice work with small arrays compared to the GPU memory
size, the cuFFT batch solving works very effectively. All in
all, we achieved overall PIC speed-ups of up to § = 13.2
compared to the CPU. Figure 5 shows how the GPU usage
becomes increasingly beneficial for larger mesh sizes at a
fixed number of 5 x 10° macro-particles. Also increasing
the number of macro-particles scales less than linearly for
the relevant parameter range as opposed to the CPU. These
results allow the GPU accelerated space charge simulations
to access much higher resolutions and increase the validity
of simulations (also over longer time scales).

SPS BENCHMARK

Since strong space charge leads to transverse detuning,
the resonance condition especially in the centre of a Gaus-
sian bunch is shifted to higher tunes. Large-scale static tune
scans with high-brightness single bunch beams at the injec-
tion plateau of the SPS revealed a significant influence of
the 40, = 81 octupolar resonance [28]. Here, we deliber-
ately drive this resonance with a single extraction octupole
(LOE. 10402) at k3 = 25 m™* acting as a localised octupolar
field error. The N = (2.05 + 0.1) x 10'! single bunches
arrive from the upstream Proton Synchrotron with norm-
alised transverse emittances €, = (0.84 +0.05) mm mrad
and €, = (1.06 +£0.04) mm mrad at an r.m.s. bunch length
of o = (0.93+0.01)ns. The incoherent space charge
tune spread of these bunches amounts to (AQiC,AQic) =
(-0.09,-0.16). While fixing the coherent vertical tune
0Oy = 20.31, we measure the transverse averaged emittance
growth for horizontal tunes between 20.16 < O, < 20.30
over a time span of 3 s in a set-up equivalent to [28]. For
each working point, three consecutive shots per transverse
plane are wire scanned to obtain the beam profiles and ex-
tract the respective normalised emittance via a Gaussian fit
(subtracting the dispersion contribution in the horizontal
plane). The orange curve in figure 6 shows the dependence
of the averaged transverse emittance blow-up on Q. The
40, = 81 resonance causes a shifted significant emittance
growth peak with its maximum at Q, = 20.28.
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Figure 5: Overall 2.5D PIC speed-up achieved
vs. number of mesh nodes per transverse side
comparing a NVIDIA K40m GPU to a single
2.3GHz Intel Xeon E5-2630 (v1) CPU core.
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Figure 6: Transverse emittance growth vs. coherent hori-
zontal tune for Bassetti-Erskine space charge simulations
over 10 x 10? turns and measurements over 130 x 10° turns.

Corresponding simulations spanning 0.23 s cycle time
with the PYHEADTAIL space charge models (including the
non-linear model of the SPS [29]) have been set-up resolv-
ing the TWISS parameters and corresponding beam sizes
around the SPS ring. The results plotted in blue also show
the maximum blow-up at Q, = 20.28. However, around
0O, = 20.25 itself we find emittance growth predicted by
the simulations which is not observed in the measurements.
Simulations for longer cycle times with a good loss model
might recover this: the measurements show strong losses
around O, = 20.25 as the beam halo is excited to large
transverse amplitudes where the weaker beam self-fields
lead to a resonance condition much closer to Q, = 20.25.
So far our simulations did not include the SPS impedance
model which leads to significant vertical coherent detuning
of AQY™*! = —0.03 at N = 2 x 10" [30].

CONCLUSION

We have described the space charge models implemented
in PYHEADTAIL. The GPU parallelisation strategies and
achieved speed-ups of up to S = 13.2 for our self-consistent
particle-in-cell space charge algorithms have been reported.
These will play a major role in the on-going developments
of the SPS model for high-brightness beams, for which a
first benchmark has been presented in the last section.
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SPACE CHARGE MITIGATION WITH
LONGITUDINALLY HOLLOW BUNCHES
A. Oeftiger*, S. Hancock, G. Rumolo, CERN, Meyrin, Switzerland

Abstract

Hollow longitudinal phase space distributions have a flat
profile and hence reduce the impact of transverse space
charge. Dipolar parametric excitation with the phase loop
feedback systems provides such hollow distributions under
reproducible conditions. We present a procedure to create
hollow bunches during the acceleration ramp of CERN’s PS
Booster machine with minimal changes to the operational
cycle. The improvements during the injection plateau of the
downstream Proton Synchrotron are assessed in comparison
to standard parabolic bunches.

INTRODUCTION

In the framework of the LHC Injectors Upgrade (LIU)
project, the Large Hadron Collider (LHC) will have to be pro-
vided with beams of double intensity N but approximately
the same transverse normalised emittances €, , compared
to present operation [1]. Each synchrotron of the LHC in-
jector chain has been assigned an emittance blow-up and
beam loss budget [2, Table 1]. In particular, the Proton
Synchrotron (PS) is allowed a budget of Ae/€j,; < 5% and
AN /Nini < 5%. For the LIU beam parameters, the present
pre-LIU machine conditions are found to exceed these val-
ues [3] which is why a series of machine upgrades are fore-
seen [4].

The most important limiting factor in the PS is direct
space charge. Since the incoherent transverse space charge
tune spread scales with the inverse energy,the 1.2 s long
PS injection plateau during the standard double-batch (72-
bunches) 25 ns LHC beam production is the most critical
time. Therefore, the injection energy will be increased from
the present Exi, = 1.4 GeV to 2 GeV.

Given the constraints on the normalised transverse emit-
tances, intensity and bunch length, a further common strat-
egy to mitigate space charge impact is to reshape the longi-
tudinal beam profile of the usually Gaussian or even rather
quasi-parabolic bunches. The canonical approach is to use
a double RF harmonic in bunch lengthening mode (BLM)
during the critical cycle times to diminish (or cancel) phase
focusing around the RF bucket centre. This RF potential
deformation results in both a larger RF bucket area (longitudi-
nal acceptance) and flatter iso-Hamiltonian contours around
the centre (and therefore bunch distributions with depressed
line densities). An alternative to reshaping the longitudinal
profile indirectly via a modified Hamiltonian is to alter the
phase space distribution directly. This consideration leads us
to the concept of “hollow” bunches. Figure 1 illustrates these
two cases by plotting the longitudinal phase space (z, 8) with
z the longitudinal bucket centre offset, & = (p — po)/po the
relative momentum deviation and pg the total momentum.

* adrian.oeftiger @cern.ch, also at EPFL, Lausanne, Switzerland
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(a) Double-harmonic bucket in BLM (i.e. 180° relative phase and
Vi=2 = Vj,=1/2) populated with a matched distribution (note the
quasi-Gaussian distribution in the momentum projection).
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(b) Single-harmonic bucket at the same fundamental RF voltage
populated with a hollow distribution. The spatial projection is flat
equivalent to the second harmonic case, but additionally also the
momentum projection becomes flat.

Figure 1: Longitudinal phase space plots (z,0) from
PyHEADTAIL simulations comparing between double-
harmonic shaped and hollow bunches.

The lower left shows the momentum ¢ versus the coor-
dinate z, the separatrix in red encloses the RF bucket. The
density of the particle distribution is given by the heat map
in the upper right corner. In addition, the iso-Hamiltonian
contours indicate the momentary flow of particle trajectories.
The upper plot shows the spatial projection and the plot to
the right the momentum projection.

In this paper, we present hollow bunches as a viable ad-
ditional tool to mitigate space charge and hence to reach
the required LIU goals. This study has been tailored to the
characteristics of LHC beams and involves minimal changes

Beam Dynamics in Rings
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to the currently PSB operational cycles. Nevertheless, the
general applicability and potential of the concept become
apparent. The idea is to create hollow bunches in the Pro-
ton Synchrotron Booster (PSB) and subsequently transfer
them to the PS to overcome the brightness limits given by
the affordable emittance blow-up during the PS injection
plateau.

The structure of the following sections is laid out as fol-
lows: at first, we discuss the theoretical reasoning behind the
idea. Then, we describe the procedure to reliably create hol-
low longitudinal distributions during the PSB acceleration
ramp. Thirdly, the approach to extract the transverse emit-
tances from the inherently non-Gaussian horizontal beam
profiles (due to dispersion) is explained. Finally, we present
the improvements measured for the hollow beams in compar-
ison to the standard LHC-type beams. This paper is meant
to complement and elaborate on our previously reported
findings in [5]. Our efforts build on the experience from past
hollow bunch experiments [6, 7].

THEORETICAL CONSIDERATIONS

For a transversely Gaussian normal distributed bunch of
particles in a circular accelerator, the detuning effect of the
beam self-fields can be quantified in terms of the transverse
space charge tune spread [8],

rpA(z2)
27Tﬁ2)/3

Bu(s)
S
Tu(s) (ox(s) + 0y (5))

AQu(z) = - )

with u = x or u = y for the horizontal resp. vertical plane, z
denoting the longitudinal position with respect to the beam
centre-of-gravity, A(z) the line charge density in C/m, r;, the
classic particle radius, S the speed in units of speed of light,
v the Lorentz factor, 8, (s) the betatron function depending
on the longitudinal location s around the accelerator ring and
o, (s) the corresponding transverse beam sizes. In presence
of dispersion D, (s), the momentum distribution contributes
to the horizontal beam size. Assuming also the momentum
distribution to be Gaussian normal distributed yields the
well-known expression

agn=Jﬁﬁﬂi+D%wﬁm, ?)
By

where €, is the normalised beam emittance and ;s the
root mean square of the relative momentum distribution.
NB: Eq. (2) is no longer valid for beams with a momentum
distribution that significantly deviates from a Gaussian.
From Eq. (1) it immediately follows that
1. space charge scales with the inverse energy, AQ,, o«
1/(By?), hence the most critical cycle time for an ac-
celerator is around the injection;
2. reducing the peak line density Ay,x decreases the max-
imum tune shift; and
3. abroader momentum distribution leads to larger hori-
zontal beam sizes and hence a smaller tune spread (cf.
Eq. (2) when increasing dyms)-
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Reducing the incoherent tune spread makes the beam less
prone to betatron resonances located near the working point
[9] — such as the integer resonance which causes the observed
critical emittance growth in the PS [3].

Longitudinally hollow phase space distributions address
the latter two aspects of Eq. (1) to reduce AQ** compared
to Gaussian or parabolic bunches. Figure 1b exhibits the
intrinsically flattened A(z) as well as the increased Opp;.
The increased momentum spread is an evident advantage of
hollow distributions over double-harmonics, which becomes
apparent comparing the momentum projections between
Fig. 1b and Fig. 1a.

HOW TO CREATE HOLLOW BUNCHES

Dipolar Parametric Resonances

The mechanism we exploit to create hollow bunches is
based on driving a longitudinal parametric resonance by
phase modulation [10]. To this end, we use the PSB phase
loop system which aligns the RF reference phase ¢,¢ with the
centre-of-gravity of the bunch. By modulating ¢,r around
the synchronous phase ¢g,

éit(t) = ¢s + ‘ﬁdrive sin(wgrivel) 3)

we excite the dipole mode of the resonance. For this, the
driving frequency wqrive needs to satisfy the resonance con-
dition

m Wdrive = NWs 4

where wg denotes the angular synchrotron frequency. The
integer numbers m and n characterise the m:n parametric res-
onance. The m = n = 1 resonance proves most useful for our
purposes — higher harmonic resonances deplete the bunch
centre less as they produce two or more filaments pointing
outwards from the core (instead of just one). Figure 2 de-
picts such a measured phase space (¢, AE) distribution (with
¢ = —hz/R and AE = 6pyc/ B for h the harmonic and R the
radius) resulting from driving the 1:2 resonance.

energy offset AE

phase ¢

Figure 2: Longitudinal phase space (¢, AE) for the 1:2 reso-
nance via phase space tomography [11] in the PSB.
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Two main factors suppress the linear synchrotron fre-
quency [12, Eq. (3.16)]

_ hqVrr|n cos(¢s)|
wWs,0 = Wrey W s )

where g denotes the particle charge, Vgr the RF voltage,
n = ’yt;z — y72 the slippage factor (with 7y, the transition
energy), and wye, the angular revolution frequency. The
RF bucket non-linearities decrease the synchrotron tune for
non-zero synchrotron amplitudes ¢ towards the separatrix

by [12, Eq. (3.60)]
72
(1 - %)ws,o ©)

ﬂws’o

wsn(P) = m ~

with K (k) the complete elliptic integral of the first kind.
Furthermore, since the PSB operates below transition, < 0,
longitudinal space charge additionally reduces ws. The
linearised expression for a matched Gaussian-type bunch
reads [13, Eq. (1.47)]

11)2 N 7]R2
2 ? 2 5 rev T'p 8 7
(N’ ) ( ) b ( )
S S,nl (2 :Z; ﬁz,y3

with g the geometry factor taking into account the bunch
aspect ratio as well as indirect space charge from a perfectly
conducting vacuum tube [14].

PyHEADTAIL Simulations

We have carried out extensive studies of the bunch mod-
ulation with the collective effects simulation software Py-
HEADTAIL [15, 16]. Longitudinal space charge has been
included via a line density derivative model [17]. By driving
the 1:1 resonance at a frequency slightly below the linear
synchrotron frequency, wgrive & 0.9ws 1in (accounting for the
aforementioned detuning effects), the particles in the bunch
core are excited to higher synchrotron amplitudes. Figure 3
shows the depletion process of the bunch centre within a few
synchrotron periods during the acceleration ramp leading to
hollow longitudinal phase space distributions. In this particu-
lar case, the Gaussian distributed bunch started from a longi-
tudinal r.m.s. emittance of €, = 1.12eV s at Eyj, = 0.7 GeV.
The resonance has been excited at q?drivc = 18° for a fre-
quency of wgrive/ (2) = 760 Hz during Ts = 6 synchrotron
periods. We have used 512 fixed slices across the bucket

rel. momentum &

rel. momentum &

position z

(a) PSB C575, Gaussian start.

position z

(b) PSB C579, after 3.5T.
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and 2 x 10% macro-particles to fully resolve the dynamically
changing space charge potential of the oscillating bunch.

The synchrotron frequency spread due to Eq. (6) between
the inner- and outer-most particles leads to a filamentation-
like angular spread. The modulation duration determines the
azimuthal span to which the excited particles surround the
depleted bucket centre. The optimal duration distributing
the particles as evenly as possible depends in descending
importance on the excitation amplitude édrive, the ratio be-
tween longitudinal emittance €, and bucket acceptance, and
finally the beam intensity. The latter dependency becomes
apparent during intensity scans up until N = 6.4 x 10'2,
where we find the obtained depletion of the resulting phase
space distribution to decrease with increasing N [18].

As laid out before, Eq. (7) predicts an additional detuning
from space charge. To compare this with the effect from
the bucket non-linearities, Eq. (6), we ran longitudinal sim-
ulations during Ts = 100 in the PSB ( < 0) for various
intensities. All simulation runs start from the same initial
Gaussian distribution with o, = 15 m r.m.s. bunch length.
We fix particles at synchrotron amplitudes across the whole
bunch and extract their synchrotron tune by Fourier trans-
forming their synchrotron motion. These values are plotted
in Figure 4 versus the respective initial synchrotron ampli-
tudes, which are expressed as the maximal spatial amplitude
Zmax Of the particle’s trajectory.

T |
1.0 — theory (N=0)
0.9 — N=100.0
0.8 — N=1.5x10"
207 — N=3x10"
' — N=4.5x10"
~ 0.6 |
o 0 5 10 15
05 . ]1.00
0.4 %
03 ! 0.95
0.2 ‘ ‘ : ‘ ‘
0 20 40 60 80 100
zmaz [m]
Figure 4: Normalised actual synchrotron frequency

0s/0s,0 = ws/ws,o vs. synchrotron amplitude expressed
in Zmax = @R/, the violet line corresponds to Eq. (6).

At Zmax = 0 one can directly observe the tune depression
given by Eq. (7). Then, for larger synchrotron amplitudes to-

rel. momentum &

rel. momentum &

position z

(c) PSB C583, after 67y.

position z

(d) PSB C591, filamenting.

Figure 3: Longitudinal phase space (z, 0) during the PyHEADTAIL simulation illustrating the dipolar parametric resonance.
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wards the bucket separatrix, the non-linear sinusoidal bucket
additionally reduces the linearised synchrotron tune.

Without space charge for N = 0, one obtains a certain
tune spread across the bunch comparing the bucket centre
Zmax = 0 to the bunch ends at z,,4x = 20; = 30m. This
effect becomes even more pronounced if one would move
the bunch centre to non-zero z (which is the case for the
parametric resonance). The closer we shift the bunch cen-
tre towards the separatrix, the larger the synchrotron tune
spreads across the bunch. This is precisely the mechanism
that leads to the angular spreading of the bunch in longitudi-
nal phase space during the parametric resonance depletion
procedure.

Now, adding the space charge effect, Fig. 4 reveals that at
larger intensities N the tune spread across the bunch dimin-
ishes (compare again between 2,5, = 0 and z,,4, = 30 m).
For N = 4.5 x 102, the Gaussian bunch imprints a nearly
constant plateau onto the nearly parabolically decreasing
N = 0 synchrotron tune curve: space charge makes the
bunch resist phase focusing. (At yet larger intensities or
smaller o, the tune around the origin would even turn into
a local dip.) This effect is known as suppression of decoher-
ence by space charge [19].

The analysis in terms of frequency spread also provides a
possible remedy: the absolute tune spread AQs per Az due to
the bucket non-linearities (i.e. the derivative of the magenta
curve in Figure 4) evidently increases towards the separatrix.
Therefore, exciting the particles to higher synchrotron am-
plitudes by means of a larger driving amplitude édrive may
restore a sufficient synchrotron tune spread across the bunch
in order to surround the bucket centre with particles.

To sum up, the final longitudinal emittance €, varies with
the bunch intensity, modulation duration and amplitude. In
order to reach a specific €,, modifying qurive turns out to be
the most effective parameter, while the excitation duration is
fixed beforehand by maximising the azimuthal phase space
distribution.

Implementation in PSB

As reported in [5], based on the current operational LHC-
type beam set-up, we introduced the phase modulation at
cycle time C575 (corresponding to an intermediate energy of
Eyxin = 0.71 GeV) in a single harmonic accelerating bucket.

MOPR026

During 9 ms equivalent to 6 synchrotron periods the beam
is driven onto the resonance starting from an initial matched
longitudinal emittance of €, 1009, =~ 1.1eVs. With these
settings, the resulting distributions appeared consistently
and reproducibly depleted.

Varying the driving frequency for the parametric reso-
nance revealed a broad resonance window. The beam turned
out to be correctly excited for frequencies in the range

649 Hz < % <734Hz . 8)

This resonance window is sharply defined up to 1 Hz.

Special attention had to be given to optimise the phase
loop gain during the excitation process: for a too strong gain,
the phase loop continuously realigns the phase of the main
C02 cavities with the beam. This counteracts the excitation
and leads to severely perturbed distributions. Our first ex-
periment series using the radial loop instead of the phase
loop for the phase modulation was in fact severely affected
by this phase loop action [20].

Eventually, the long filament can be smoothed to a ring-
like phase space distribution by high frequency phase mod-
ulation at harmonic 7 = 9 with the C16 cavities. Fig-
ure 5 shows tomographic reconstructions [11] of longitudinal
phase space at important cycle times. The horizontal axis
is reverted compared to Fig. 3, since ¢ = —hz/R. Note the
coincidence of the phase space distributions at cycle time
C591 between simulation results in Fig. 3d and measurement
in Fig. 5b.

SPACE CHARGE MITIGATION IN PS

To assess the impact of direct space charge during the 1.2 s
PS injection plateau at Eyj, = 1.4 GeV and h = 7, we com-
pare single bunch beams of the usual LHC parabolic type
with the modified hollow type by measuring transverse emit-
tance blow-up and beam loss. For each shot, tomography
and wire scans yield the z, 6, x, y distributions 15 ms after
injection and again 20 ms before the second batch injection
time. Table 1 lists the experiment parameters.

Emittance Determination with Dispersion Effects

Hollow bunches exhibit a non-Gaussian ¢ distribution by
construction, therefore Eq. (2) does not apply. In principle,

energy offset AE
energy offset AE

energy offset AE
energy offset AE

Y _
-

phase ¢
(a) PSB C573, before excitation.

phase ¢
(b) PSB C591, after excitation.

phase ¢
(c) PSB C800 (5 ms to extract.).

phase ¢
(d) PS C171 (1 ms after inject.).

Figure 5: Longitudinal phase space (¢, AE) reconstructed via tomography at different stages in the PSB (measurements) [5].
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Table 1: Relevant Experiment Beam Parameters for PS

parameter hollow value parabolic value
N (1.66 £ 0.05) x 1012 (1.84 + 0.03) x 10'2
€7,100% 1.43+0.15eVs 1.47+0.11eVs
€z,rms 0.32 £0.02eVs 0.3 +0.01eVs
0, 0y (6.23,6.22)

each particle’s horizontal position is a sum of two indepen-
dent random variables, the fg-distributed betatron motion
xpg and the fgisp-distributed dispersion contribution D9,

x=xg+ D6 9)

where D, = 2.3 m at the wire scanner. Therefore, the hori-
zontal distribution function is given by the convolution

p(x) = de'fﬁ(X’)fdisp(x—X') (10)
with  faisp(x) = f5(Dx06)/|Dx| (11)

Considering the beam as an ensemble, we have measured
faisp (via tomography) as well as p (the wire scanner profile).
Assuming f3 to be Gaussian distributed, we can determine

its variance O'é and hence the normalised emittance

€x = Byop/Bx (12)
via a least squares algorithm by comparing the convolution
of the educated guess for fg and the measured f4;p With
the measured p, cf. Fig. 6. Applying this procedure to both
beams, we find Eq. (2) to underestimate €, from 24.8% to
34.8% for both the parabolic as well as the hollow bunches.

Experimental Results

As discussed in [5], we prepare both beam types with
varying bunch lengths by adiabatically ramping the total RF
voltage during the initial 15 ms to values between the initial
25kV and 80kV. Due to varying shot-to-shot efficiency
of the C16 blow-up, we achieve total bunch lengths over a
range of By = 130..220ns. Figure 7a depicts consistently
depressed peak line densities by a factor 0.9 for the flattened

oo Parabolic
" bunches ,g 4.0 | — 40
hollow ke
®®® bunches c“l\ 35 © 35
parabolic fit = S
=7 with 1o c.b. — 3.0 b I 30
hollow fit I=
= ith 10 c.b. 5 25| -] =
g I3
ideal g & .
-- Gaussian < 20} e
profile } : ‘ el 2.0
ideal 120 140 160 180 200 220
- rectangular
profile By, [ns]

(a) Intensity normalised peak line charge density
vs. total bunch length.
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Figure 6: Wire scan comprising betatron and dispersive part.

profiles compared to the parabolic ones. A theoretically ideal
rectangular profile of 40-, length would yield a V27/4 ~
0.63 depression factor compared to a perfect Gaussian. Both
extrema are plotted in Fig. 7a for comparison.

We want to compare the impact of space charge for both
beam types for fixed By, N and €,. To unify this set in
one quantity, we choose to evaluate AQ'** assuming a 6D
Gaussian distributed beam in Eq. (1). Hence we apply (2)
as well as using the Gaussian peak line density Apmax =
N/(V2ro,) where we set o, = By /4. Figure 7b shows
how hollow bunches provide statistically significantly lower
vertical emittances for the same unified reference tune shift
AQ;™. The real tune shift of the hollow bunches is a factor
0.88 lower due to their reduced Apax and the larger o . In
contrast, the parabolic bunches are rather well represented
by the Gaussian approach (factor 0.97 lower real tune shift).

Finally, keeping the maximum RF voltage 80 kV, we scan
the intensity by varying the injected turns in the PSB. Fig-
ure 7¢ exhibits the emittance blow-up €3/l versus the
brightness, which is again lower for the hollow bunches.

CONCLUSION

We have set up a reliable process to create hollow bunches
with minimal changes to the operational PSB cycle. Due to
the lower peak line density, the hollow bunches are shown to
be less affected by space charge compared to the parabolic
bunches during the PS injection plateau.
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(b) Vertical emittances (end of inject.
plateau) vs. space charge tune shift.
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(c) Vertical emittance blow-up vs.
brightness (at V;r = 80kV).

Figure 7: Comparison of hollow and parabolic bunches. Fits include 10~ confidence bands [5].
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DYNAMIC BETA AND BETA-BEATING EFFECTS IN THE PRESENCE OF
THE BEAM-BEAM INTERACTIONS

X. Buffat, L. Medina, T. Pieloni *, C. Tambasco, R. Tomas, CERN, Geneva, Switzerland,
J. Barranco and P. Gongalves Jorge, EPFL, Lausanne, Switzerland.

Abstract

The Large Hadron Collider (LHC) has achieved correction
of beta beat down to better than 5%. The beam-beam interac-
tions at the four experiments result as extra quadrupole error
in the lattice. This will produce a change of the beta* at the
experiments and a beating along the arcs which for the High
Luminosity LHC (HL-LHC) will be very large. Estimations
of these effects will be given with the characterisation of the
amplitude dependency. A first attempt to correct his beating
is also discussed.

INTRODUCTION

Head-On (HO) Beam-Beam (BB) collisions as well as
Long-Range (LR) interactions induce a force on the parti-
cles that depends on their amplitude. For small amplitude
particles (i.e. below = 107), the force is approximately linear
which means that the particles traveling see the beam com-
ing from the opposite direction as a defocusing quadrupole
when they are close enough to the beam center. Beam-beam
interactions will induce a change in the S-function all along
the accelerator [1]. In the simplest case for small amplitudes,
one can derive analytically the change of the S-function com-
ing from N small quadrupole errors (i.e. head-on collisions
at small amplitudes) at positions s; (i = 1,...,N) [2]:

N

AB(s) _  2r¢ ) o
Bo(s)  sin(2wQo) ; cos(2 | po(s) — po(si) | = 27Qo).
(1

During the 2015 LHC Physics Run a study of possible
impacts of the dynamic beta effects of beam-beam on the
collider performances, modifying the §* at the two high
luminosity experiments. While the effect on the LHC per-
formances has been shown to be of maximum 1% level the
study has highlighted a much more relevant contribution
to the beating along the circumference with possible impli-
cations to machine protections. The LHC S-beating from
the lattice imperfections is measured and corrected in com-
missioning phase to a level beetween the 5-7% [5,6]. The
measurements and corrections are performed with single
beams and beam-beam effects are not accounted for. Studies
of the implications in B-beating for the LHC configuration
of 2015 have shown that in collisions a beating of up to 8% is
expected mainly due to the head-on collisions with a beam-
beam parameter & of approximately 0.0037 per Interaction
Point (IP) . The computed B-beating for the LHC set-up of
2015 are shown in Figure 1. The beating comes mainly from

* tatiana.pieloni @cern.ch
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the head-on collisions at the IPs, two in the cases shown
in this paper. The maximum beating expected is obtained
when full head-on collision is established.

A similar effect is expected for the High Luminosity LHC
(HL-LHC) case, where due to the much stronger head-on
(épp =0.01 per IP), a maximum S-beating of approximately
15% and 24% is expected for the case of two and three
head-on collisions, respectively. In Figure 2 the S-beating
for the HL-LHC is shown for the baseline scenario defined
in [3] with two head-on collisions in the ATLAS and CMS
experiments. For the HL-LHC the effect is independent on
the B* as the beam-beam parameter is when no crossing
angle is present at the IP as for the crab-crossing scenario.

AB/BI%]

5000

10000 15000

s [m]

20000 25000 30000

Figure 1: Beta-beating as a function of the longitudinal
coordinate in the LHC for two head-on collisions at IP1 and
IPS.
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Figure 2: Beta-beating computed for the HL-LHC baseline
scenario as a function of the longitudinal coordinate.
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Figure 3: Particles detuning with amplitude due to two head-
on collisions. The particle amplitudes go from 0O to 8 o
RMS beam size. The different curves show the behaviour
for oscillations at different angles in the X-Y plane.

There are two aspects to study one related to luminosity
performances and one related to the impact to the collider
protection systems. The first can profit of such an effect since
by optimizing the phase advance between the beam-beam
interactions and keeping the beating corrections and errors
at minimum one can obtain a reduction of the S, at the IPs
as done for example in [4]. For the HL-LHC case reductions
of the beta function at the IP of maximum 9% have been
evaluated with the present optics. The possible effects to
the protection system need a careful understanding of the
dynamics since the different interactions HO and LR act
differently on core and tail particles. Figures 3 and 4 show
the detuning with amplitude of particles colliding head-on
and with long range interactions, respectively. The different
lines show the behaviour of the particles with different angle
in the x-y plane.

NON-LINEAR S BEATING

Due to the non-linearity of the beam-beam forces, the
motion of particles oscillating at different amplitudes will be
affected differently. In order to evaluate the impact of beam-
beam interactions in terms of optics function, we compute
the effective 8 function at a given point in the lattice using
single particle tracking simulations. A matrix containing
the phase space coordinates at the Poincaré section of inter-
est for 5000 consecutive turns is obtained using MAD-X.
The singular value decomposition of this matrix provides
the transformation matrix to normalised coordinates which,
when compared to the Floquet transformation, determines
the optics functions. Figures 5 and 6 show the results of
such an analysis in the presence of head-on and long-range
beam-beam interactions in the LHC, in a configuration sim-
ilar to the regular operational conditions during the 2016
run. As expected the variations of the optics function at
zero amplitude correspond to those obtained with the linear
model.
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Figure 4: Particles detuning with amplitude due to two head-
on collisions and long-range encounters. The particle ampli-
tudes go from 0 to 8 oo RMS beam size. The different curves
show the behaviour for oscillations at different angles in the
X-Y plane.
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Figure 5: Horizontal tune shift and g beating at the inter-
action point 1 due to head-on beam-beam interactions in
interaction points 1 and 5 in the LHC, for particles oscil-
lating at different amplitudes. The different curves show
the behaviour for oscillations at different angles in the X-Y
plane.

In the presence of head-on beam-beam interactions only,
the tune shift is maximum for particles oscillating at small
amplitudes and vanishes asymptotically for large oscillation
amplitudes. This behaviour of the tune shift is visible in
Figure 5, the -beating follows the same trend. While reason-
ably small in the case of the LHC, the head-on beam-beam
tune shift considered for the HL-LHC as well as the FCC-
hh is significantly larger. In such condition the maximum
linear S beating induced by head-on beam-beam interaction
could exceed the achieved correction of the bare optics and
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Figure 6: Horizontal tune shift and 8 beating at the inter-
action point 1 due to head-on and long-range beam-beam
interactions in interaction points 1 and 5 in the LHC, for
particles oscillating at different amplitudes. The different
curves show the behaviour for oscillations at different angles
in the X-Y plane.

possibly the tolerances imposed by the collimation system.
Nevertheless, the effect on halo particles remains negligible.
As opposed to head-on interactions, the forces due to long-
range beam-beam interactions do not vanish for large am-
plitude particles. As a result, both the tune shift and the
B-beating do not vanish at large amplitude. Figure 6 illus-
trates this behaviour, in the case of the LHC. While important
optics distortions are visible for amplitudes above 6 o, they
will not affect the machine performance since particles with
such an amplitude would be collimated. The efficiency of the
cleaning could nevertheless be affected in case the S-beating
below 6 o approaches the tolerances.

The effect of the phase advance between the interaction
points on the S-function has also a strong effect. Preliminary
studies have showed that the maximum of the S-beating
can be adjusted by varying the phase advance between the
interaction points. The simulations also revealed that the
maximum of the B-beating on a given plane could be very
different from one side of the ring to the other which should
be taken into account in the design phase, for example of
the collimation system.

OPTICS CORRECTION

Beta-beating of up to 8 % and 6 % in the horizontal and
vertical planes, respectively, is caused by head-on and long-
range beam-beam effects in the four interaction points of the
LHC at 7 TeV with a bunch population of 1.3 x 10'! parti-
cles and 8* = 0.6 m. The correction of the S-beating [7]
is computed by rematching the interaction region (IR) with
the closest quadrupole magnets to the IP, however using
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Table 1: Correction of the Peak -beating due to LR BB at
IP1 and IP5 (LHC Beam 1)

AK; AK;, Peak g-beating [%o]
[10°m~2] [103m™3] Horizontal Vertical

1P1
Uncorrected - - 1.81 1.87
Q4 +7 - 0.32 0.30
Q5 +15 - 0.52 0.54
MCSSX - 9 0.08 0.20
IP5
Uncorrected - - 1.81 1.86
Q4 -7 - 0.31 0.30
Q5 -15 - 0.52 0.49
MCSX - 2 0.17 0.10

the triplet to perform the correction for LR BB is not possi-
ble because it would require opposite polarities in common
magnets for the beams.

For the case of only LR-BB at IP1 (vertical crossing an-
gle), the results on the variation of the strengths from their
nominal values, K + AK, of Q4, Q5, and MCSSX —at the
left/right of the IP—, show a significant reduction of the peak
B-beating (Table 1). The correction of the case of LR BB
at IP5 by means of Q4 and QS5 is analogous to the former,
resulting in AK of similar magnitude and opposite polarity
due to the horizontal crossing angle. For the same reason,
MCSX is used instead of MCSSX for the correction at IP5.

Rematching of the optics at the start/end of the interaction
region (as well at the IP), where the HO BB effect is present,
was the strategy adopted to correct the induced S-beating.
Different configurations involving the quadrupole strengths
of Q4 to Q7 were tested, and beams 1 and 2 were studied
separately. As seen in Figure 7, the correction achieved
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Figure 7: Correction of the beta-beating at IP1, peak beta-
beating, and rms beta-beating, due to HO-BB at IP1.
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by the adjustment of a single quadrupole, such as Q4 or
QS5, proved to be the most efficient: the peak- and rms- 8-
beating are reduced by a factor of 4 for both planes, and the
[B-beating is decreased by a factor of 2.5 or more, depend-
ing on the plane and beam under consideration. Similarly,
the correction by the pair Q4-QS5 is also noticeable, and
the corresponding tune-shift is lower, i.e. AQ, = —0.0068
and AQ,, = —0.0064 (beam 1), compared to —0.0086 hori-
zontally and —0.0066 vertically, for the correction with Q4
exclusively. Matchings involving Q6 do not perform satis-
factory due to its strength being very close, in the case of
LHC, to its limit.

Refined matchings and further studies as a function of the
bunch population and 8, for the LHC and HL-LHC, are
ongoing.

CONCLUSIONS

Beam-beam effects can lead to important beating of beta
functions. The maximum beating for the LHC and its up-
grade is of the order of 8% and up to 24%, respectively. This
could lead to important consequences in terms of machine
protection, collimation and performances. A preliminary
study shows the amplitude dependent beating for the case
with head-on and long-range interactions. The phase ad-
vance between the beam-beam interactions have also an
important role changing the location of the maximum beat-
ing. This could be optimized in the lattice design of colliders
in the design phase. The beam-beam induced beating is very
different from normal single beam effect and needs further
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investigations to understand the impact on other systems (i.e.
collimation). A first proposal to correct for the beam-beam
induced beating has been explored and the procedure de-
scribed. Preliminary results for the LHC case have been
presented and shows the possibility to reduce the beating
due to long-range interactions by a factor 2.5. Further stud-
ies and an experimental verification is foreseen to prove the
correction proposal for the LHC.
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Abstract

The CERN PS Booster is the first synchrotron in the LHC
proton injection chain, it currently accelerates particles from
50 MeV to 1.4 GeV kinetic energy. Several upgrades fore-
seen by the LHC Injectors Upgrade Program will allow the
beam to be accelerated from 160 MeV to 2 GeV after Long
Shutdown 2 in 2021. The present RF systems will be re-
placed by a new one, based on Finemet technology. These
and other improvements will help to increase the LHC lu-
minosity by a factor of ten. In order to study beam stability
in the longitudinal plane simulations have been performed
with the CERN BLonD code, using an accurate longitudinal
impedance model and a reliable estimation of the longitu-
dinal space charge. Particular attention has been dedicated
to the three main features that currently let the beam go
stably through the ramp: Double RF operation in bunch-
lengthening mode to reduce the transverse space charge tune
spread, exploitation of feedback loops to damp dipole oscil-
lations, and controlled longitudinal emittance blow-up. RF
phase noise injection has been considered to study if it could
complement or substitute the currently used method based
on sinusoidal phase modulation.

INTRODUCTION

In 2021, after Long Shutdown 2 (LS2), all the injectors
of the LHC will be upgraded according to the LHC Injec-
tors Upgrade (LIU) program [1]. These improvements will
contribute to an increase of the LHC luminosity by a factor
of ten, meeting the expectations of the HL-LHC project.

CERN’s PS Booster (PSB) is the first synchrotron in the
LHC proton injection chain, it currently receives particles
from the linear accelerator Linac2 at 50 MeV kinetic energy
and accelerates them up to 1.4 GeV before extraction to the
Proton Syncrotron (PS). In the post LS2 scenario, follow-
ing the specifics of the LIU PSB program, Linac2 will be
replaced by the new Linac4 and the injection energy will be
increased to 160 MeV, in addition nominal LHC-type beams
will be extracted at 2 GeV.

The PSB currently has three RF systems. Acceleration is
done at h=1, while the h=2 system is used at injection and
during the ramp in bunch lengthening mode to reduce the
peak line density and minimize the transverse space charge
tune spread. A high harmonic cavity (h<=16) is used to blow
up the longitudinal emittance of the beam in a controlled
way, since high emittance bunches are needed in the PSB
for stability and in the PS for space charge reduction before
bunch splitting at flat bottom. In the post-LS2 scenario these
three RF systems will be replaced by wide-band Finemet
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loaded cavities [2], which will be modular and will allow
multi-harmonic operation. All the functionalities given by
the current systems will be supplied by the new system as
well.

In a future scenario where a lot of beam parameters
will change, and where the momentum program and some
impedance contributions (of RF systems and other ring com-
ponents) will be different, it is vital to predict possible insta-
bilities, which may lead to particle losses and deterioration
of beam quality during the ramp and at extraction.

The most reasonable tool for this is reliable multi-particle
longitudinal tracking, and the CERN BLonD code [3] has
been adapted for this purpose. BLonD was conceived in
2014 and has been used extensively to simulate longitudi-
nal dynamics of the various CERN rings (LEIR, PSB, PS,
SPS and LHC) for both ions and protons. Several features
are included: Acceleration, multiple RF systems, collec-
tive effects, multibunch operation, low level RF feedbacks,
phase modulation or phase noise injection for controlled
longitudinal emittance blow-up.

This paper describes features of the BLonD code together
with obtained results. We start with an explanation of how
the induced voltage is derived turn by turn, show how to
numerically calculate an accurate phase shift program in
double RF bunch-lengthening mode with a voltage ratio of
3/4 (currently used for LHC beams) with intensity effects
and then we will briefly present the low level RF feedbacks
used in the PSB and a result from their implementation in
BLonD. Finally the theory behind controlled longitudinal
emittance blow-up with RF phase noise injection will be
introduced and the corresponding algorithm in the code will
be explained. RF phase noise has never been tested in the
PSB but simulations can reveal its usability in this particular
case.

INDUCED VOLTAGE CALCULATION
Longitudinal Space Charge and Impedance Model

The longitudinal space charge effect is significant in non-
relativistic machines so an accurate calculation of its contri-
bution is very important. Let’s call Zs. the purely imaginary
space charge impedance and A(¢) the longitudinal bunch
profile such that fT dtA(t) = N, where N stands for the
beam intensity; here ¢ is the time longitudinal coordinate
and T = [0, T,.,] is the one-turn time interval. The space
charge induced voltage can be calculated with good approxi-
mation using

e |Zscli

Vse () = w n dt
rev

A1), ey
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where e is the proton charge, wye, = 27 f¢, is the design
angular revolution frequency and n = f/f,.,, and f is a
generic positive frequency value. Equation (1) shows that
the problem of calculating the space charge induced volt-
age reduces to find the |Z,.|/n value for each beam energy
through the ramp. The first point of this curve has been care-
fully estimated dividing the PSB into 211 sections and, for
each of them, taking into account the beam pipe cross sec-
tion and beam transverse standard deviation to estimate the
space charge contribution in that portion of the ring. Finally
an average on all the 211 sections was calculated [4]. The
|Zse|/n value found at 160 MeV (603 Q2) was then rescaled
through the ramp with Sy? (85 Q at 2 GeV).

The PSB impedance model contains contributions from
36 Finemet gaps, extraction kickers and cables, KSW kicker
magnets, resistive wall and beam pipe step transitions [2, 5].
Figures 1 and 2 show the sum of all contributions at injec-
tion and extraction energy, for completeness Figure 2 takes
into account the longitudinal space charge impedance. The
100 MHz limit derives from measurements and the visible
notches in the plots correspond to Finemet impedance reduc-
tion at revolution frequency and its multiples up to 8 due to
the action of Low Level electronics. We can see that the real
part of the Finemet impedance without reduction dominates
all the other components while the Finemet imaginary part is
prevalent below 1 MHz and dominated by the space charge
impedance above that frequency, mostly at low energies.

— sum of Re Z at 160 MeV
— sum of Re Z at 2 GeV
------ Re Z of 36 gaps, no reduction

2000

1500

[Ohm]

1000

500

1072 107 10° 10" 102
frequency [MHz]

Figure 1: Sum of all the real parts of the impedances at 160
MeV and 2 GeV.

[Ohm]

— sum of Im Z at 160 MeV
— sumofim Z at 2 GeV
Im Z of 36 gaps, no reduction

5
s 107 1072 107 10° 10" 10?
frequency [MHz]

Figure 2: Sum of all the imaginary parts of the impedances
at 160 MeV and 2 GeV.
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Multi-turn Wake

The space charge induced voltage defined in Eq. (1) can-
not be multi-turn in opposition to the one derived from the
other PSB impedances that can be calculated numerically
as:

Vina(t) = _zefmaxIDFT(DFT(/l) X Z), )

where the discrete Fourier transform and its inverse auto-
matically suppose the signal is periodic in time domain,
Jfmax = 1/(2At) is the maximum frequency that one is inter-
ested in with Ar being the sample interval in time domain.

In an ideal case, without acceleration and with stationary
line density, it would be reasonable to consider the profile
as being periodic on the ring. The period would be T;..,, and
consequently only the points corresponding to f;., and mul-
tiples would be considered when the spectrum is multiplied
by the impedance in Eq. (2). In the PSB case, where the
revolution period approximatively halves from injection to
extraction, and the line density varies considerably along
the ramp, it is instead more correct to consider an extended
period for the profile, meaning that the signal is padded with
zeros before performing the Fourier transform and conse-
quently the impedance curve in frequency domain is resolved
in detail. In addition, simulations show that even in the ide-
alistic case without zero padding, the induced voltage does
not decay in one turn, and so padding zeros is necessary in
any case to correctly simulate intensity effects, see Fig. 3.
Here and later the PSB convention for the cycle time is used,
with injection at 275 ms (C275) and extraction at 775 ms
(CT75).

It would be ideal to calculate the induced voltage for a
certain turn, save its continuation into memory for the next
turns, track the particles, apply the saved voltage and so on.
One problem is that, because of acceleration, 7., varies and
calculating the multi-turn wake in time domain would be
computationally expensive since for every sum of two contri-
butions, one from the past and the other from the present, an
interpolation is needed. We therefore operate in frequency
domain using the fact that a shift of the induced voltage in
time domain corresponds to a multiplication by a complex
exponential in frequency domain. As a consequence we
were able to replace interpolations with multiplications and
sums.

Finally we should mention the front wake. In a non-
relativistic machine, such as the PSB, the bunch produces
a front wake. Operating an inverse Fourier transform on
the total impedance of our model the front wake is clearly
visible. The one decaying in one turn is, by definition of
circular convolution, already taken into account in simula-
tions. However, the one decaying after one turn, although
not negligible and comparable to the wake behind, has not
yet been included in BLonD. The problem is not trivial since
one should go back and forth between two or more consec-
utive turns to find the correct induced voltages to save into
memory.
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DOUBLE RF OPERATION WITH
INTENSITY EFFECTS

In the PSB the voltage of the h=2 RF system is currently
summed to the accelerating voltage in anti-phase or bunch
lengthening mode. This method is used to reduce the peak
line density and increase the bunching factor, reducing trans-
verse space charge. Constant peak voltages V| = 8 kV and
V5, = 6 kV are chosen for nominal LHC beams and the same
configuration will likely be used in the post-LS2 scenario [6].
Figure 4 shows in simulation a typical profile related to this
cavity setting, where the relative phase between the two RF
systems is calibrated in such a way that the two peaks have
the same height.
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Figure 4: Example of profile using V; = 8kV and V| = 6
kV in bunch lengthening mode.

In operation the correct phase for bunch lengthening is
found empirically through beam measurements at different
points during the ramp and a linear interpolation is used
for intermediate points. Because of hardware reasons an
additional complication is that the phase shift programmed
does not correspond to the true value, therefore they cannot
be used in simulations. It is essential to find a method to
numerically calculate the correct phase shift if we want to
reproduce the double RF dynamics in simulations.
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In the following equation let A¢;; be the relative phase
between the two RF systems:

Vir (@) = Visin(¢) + V2sin(2¢ + Ad12) 3)

Without acceleration and intensity effects Ag¢o = 7 is the
solution to our problem. With acceleration if ¢, is close to
0 the phase shift A¢|» = m — 2¢; is a solution, where ¢y is
the synchronous phase in single harmonic. Because of the
strong acceleration during the second part of the PSB ramp
this solution is not accurate, if we add intensity effects the
discrepancy is worse.

An algorithm has been developed in BLonD to numeri-
cally calculate A¢|,, compensating for high ¢ and intensity
effects. The idea of the algorithm is to integrate the total
voltage to obtain the total potential and then numerically
find A¢1; in such a way that the two minima have the same
depth, see Fig. 5. This procedure is done turn by turn while
tracking, so that the phase found for turn n is used as the
initial value inside the minimization algorithm for turn n+1.
The result is that a potential with minima having the same
depth leads to profiles with two peaks at the same height.

1000 time: 314.16 ms
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Figure 5: Example of total potential having the desired
shape.

We obtained excellent results using this algorithm. Figure
6 shows the profile density evolution of a realistic simulation
with intensity N=3.6 x 10'? and longitudinal emittance € =
1.1 eVs.

turn

3
Ag¢ [rad]

Figure 6: Density plot of the evolution of the bunch profile,
from injection to time C400: the red stripes correspond to
the two equal peaks.
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Finally Fig. 7 shows the relative phase program used for
that simulation (in red) together with the phase program with-
out considering the multi-turn wake (in yellow). The differ-
ence is significant and shows the importance of memorizing
the induced voltage for the following turns. For complete-
ness the image shows the inaccurate solution A¢; 2 = m—2¢;
as well (in blue) and the correct phase program in absence
of intensity effects (in green).
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— without V,,
2.5 — v, with multi-turn wake
V.« Without multi-turn wake
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Figure 7: Phase shift programs between the two RF systems
from injection to time C400.

PHASE AND RADIAL LOOPS

Phase and radial loops are fundamental to PSB operation,
and it is impossible to smoothly accelerate high intensity
beams without them. The phase loop is intended to shift
the bucket onto the bunch trying to match the two of them,
while the radial loop tries to keep the beam centred on the
design orbit. The main result is to damp dipole oscillations
of the beam.

This feedback mechanism has been implemeted in BLonD
and tested on a realistic simulation for the post-LS2 scenario.
We simulated a bunch with 0.37 eVs emittance in single
RF with peak voltage V = 16 kV from C275 to C350. The
collective effects were included with an intensity of 3.6x10'2
protons. The small emittance and high peak voltage were
chosen to have strong dipole oscillations in the absence of
loops, see Fig. 8, the feedback routines significantly damp
those oscillations.

RF PHASE NOISE FOR BLOW-UP

One of the requirements of LIU for the post LS2 scenario
is to increase the longitudinal emittance to 3 eVs during the
ramp, from an initial 1.4 eVs (this value is not definitive).
With the present ramp, that is from 50 MeV to 1.4 GeV, an
emittance of 1.4 eVs is currently achieved starting from 1
eVs using sinusoidal phase modulation of a high harmonic
RF system. A separate cavity called C16, with high har-
monic number h<=16, creates resonance islands inside the
bunch, causing emittance blow up. While preliminary ex-
periments and simulations show that the method based on
phase modulation will be able to blow up the beam to the de-
sired 3 €Vs in the future, here we propose another approach
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Figure 8: Dipole oscillations of the bunch from C275 to
C350 with phase and radial loops on (red trace) and off (blue
trace).

to increase the longitudinal emittance in a controlled way,
with phase noise injection in the h=1 cavity. This method
is currently used in CERN SPS and LHC [7] in the absence
of dedicated high harmonic RF system. It has never been
tested in the PSB, therefore simulations are a first step to
understand if phase noise injection can be a valid alternative,
or complement, to phase modulation.

The idea behind phase noise injection is simple. If we in-
ject phase noise with a limited frequency band into a cavity,
then all the particles inside the bunch having a synchrotron
frequency inside that band will be excited and the ampli-
tude of their oscillations will increase. Figure 9 explains
the concept with an example. The red and green curves
represent the synchrotron frequency distribution in single
RF calculated in two different ways: The first tracks numeri-
cally macro-particles and counts how many times a certain
particle crosses the axis dE = 0 in one second, the other
calculates f; = dH/de where H(At) is the Hamiltonian
passing through the point (At, 0) and €(At) is the area en-
closed by it, that is the emittance (in blue). The yellow and
black pairs of vertical lines define the bunch position accord-
ing to two different conventions: The first pair derives from
applying the foot tangent method to the bunch profile (PSB
LIU current convention), the second discarding all the slices
having fewer macro-particles than 5% of the profile peak.
The two horizontal lines define the value of the bunch emit-
tance according to the two conventions (around 1.2-1.3 eVs
in the example) while the four dashed lines correspond to
the frequency of the synchronous particle fo together with
0.9 f50, 0.8 fs0 and 0.7 fgo. This plot shows for example
that if we want to reach an emittance of 2 eVs we should
apply a noise with band [0.7 fs0, fs0]-

In simulation the noise is generated in the following way
taking the LHC implementation as an example. We generate
white noise in time domain sampling a standard normal dis-
tribution a finite number of times. By definition, its spectrum
is flat along all the frequencies. The next step is to multiply it
in frequency domain with our band limited spectrum S (usu-
ally constant inside the band and zero outside), obtaining
the noise probability density dPf = DFT(N) X /2 fmaxS;
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Figure 9: Example of synchrotron frequency distribution in
single RF during acceleration; the emittance curve is in blue
while the vertical lines define where the bunch position.

here finax = frev/2 = 1/(2T}¢y). Finally the desired phase
noise in time domain is obtained calculating IDFT (dP f).

All the simulations were done in single RF using the same
momentum program. We made a first study choosing a
constant peak voltage of 8 kV, this value is also currently
used to accelerate the beam with the main harmonic C02
ferrite cavity. Figure 10 shows the bunch emittance along

the cycle using the vertical cut convention discussed above.

Starting from a realistic distribution from Linac4 having
€ = 1.2 eVs at injection time, the bunch loses 20 % of its
particles in the interval [C600, C700]. From the plot we can
see that the bucket area is not sufficient, even in an idealistic
case without intensity effects (red curve) we would have
little time to smoothly blow up the beam.

as

— ¢, @C275=12¢Vs
— bucket area 8 kv with intensity effects

12
— bucket area 8 kV without intensity effects

10

8

6

Emittance [eVs]

4

2

?00 300 400 500 600 700 800
Ctime [ms]
Figure 10: Emittance evolution with constant 8 kV (blue
curve). Unacceptable number of losses in the second part
of the ramp where the bucket area is not sufficient (green
curve); the horizontal line is placed at 3 eVs to show the
target.

We then examined the constant 16 kV peak voltage case,
knowing that the Finemet cavities will be able to supply up
to 24 kV. The result was quite different, enough time for blow
up and sufficient bucket area made it possible to reach the
target value of 3 eVs by injecting noise during the interval
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[C450, C600], see Fig. 11. The band of the spectrum was
chosen as [0.8 fs0, 1.1 f50], the lower margin was decided
looking at the synchrotron frequency distributions between
C450 and C600 and realising that the targeted emittance
choosing 0.8 fo increased from 2 eVs to 3 eVs in that time
interval, then we gradually rose the noise amplitude to a
value leading to the desired blow up. Since f;o9 decreases
from about 1.75 kHz to 1 kHz in the interval [C450, C600],
the phase noise was regenerated every 5000 turns to be able
to follow the change. In addition, at every noise update, the
amplitude of the spectrum was rescaled with fso to obtain
the same noise strength oy, . . during this time interval.
The profile at extraction had a bunch length lower than 205
ns, a p/p greater than 1.5x1073 and the LIU specifications
were fulfilled, in addition no particle losses were observed.

18

16F

14}

12+

10+

0 . L . . L
200 300 400 500 600 700 800

Figure 11: Emittance evolution with constant 16 kV starting
from a 1.4 eVs bunch and injecting noise during the interval
[C450-C600]. The foot tangent (yellow) and vertical cut
(black) conventions are used to determine the corresponding
emittances; the bucket area is in red.

CONCLUSION

Collective effects, as well as double RF operation in bunch-
lengthening mode, phase loop and emittance blow-up are cur-
rently of fundamental importance in PSB operation, which
will be the same in the post LS2 scenario. We showed that
the BLonD code takes into account all these features and we
gave examples of realistic simulations for the nominal LHC
beam. We were able to blow up the emittance, as requested
by LIU project, injecting phase noise in single RF. Further
studies and simulations with intensity effects combining to-
gether blow-up, phase loop and double RF will complete the
picture.
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ON THE IMPACT OF NON-SYMPLECTICITY OF SPACE CHARGE
SOLVERS*

M. Titze", CERN, Geneva, Switzerland
and Humboldt-University of Berlin, Germany

Abstract

To guarantee long-term reliability in the predictions of
a numerical integrator, it is a well-known requirement that
the underlying map has to be symplectic. It is therefore im-
portant to examine in detail the impact on emittance growth
and noise generation in case this condition is violated. We
present a strategy of how to tackle this question and some
results obtained for particular PIC and frozen space charge
models.

INTRODUCTION

A typical application of a space charge solver is to sim-
ulate the behaviour of a beam of charged particles over a
reasonably long period of time inside a storage ring. In par-
ticular this is the case when studying emittance growth near
resonance lines in a tune diagram [1].

On the one hand, it is a well-known fact that the simulation
of a system admitting a Hamiltonian has to be symplectic in
order to remain on the energy shell [2]. On the other hand,
this basic condition is usually violated if one integrates the
underlying equations of motion in a straightforward manner.
Probably the most simplest example when this happens is
the Explicit-Euler method. But also in the sophisticated case
of a space charge solver, now acting on the set of bunches
in a large dimensional phase space, symplecticity is not
necessarily be fulfilled as we shall see.

In this article we present results in which we tested an
analytic (Basetti-Erskine) solver, and a so-called (2 + 5)-D
Particle-In-Cell (PIC) solver, which are both implemented
inside the widely-used space charge tracking program PyOR-
BIT, against the usual symplecticity condition. Both meth-
ods involve the addition of so-called space charge nodes at
particular steps around the ring, which simulate the result
of interaction between the charged particles. Our reference
case will be the (uncoupled) plain tracking case obtained
with PyORBIT and MAD-X.

The symplecticity checks were performed by using two
different, but closely related, methods of numeric differentia-
tion. These methods are straightforward and can basically be
applied to any tracking code. We are mainly considering a
test ring of 1km circumference with 416 space charge nodes,
but also use a FODO map with just 4 nodes.

We will see that, as the reader probably might have ex-
pected, up to the precision of our methods the previously
mentioned PIC solver violates the symplecticity condition,
while the analytic solver is symplectic. We expect that the

* Work supported by German Federal Ministry of Education and Research
(BMBF)
T malte.titze @cern.ch
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outcome of this violation might have an influence on long-
term studies involving PIC solvers. One such effect which
clearly distinguish both methods is the generation of noise
in the transversal emittances in the PIC case [3]. The natural
question thus arrises whether the symplecticity violation is
the main driving term behind this behaviour.

In order to give an indication to the answer, we performed
several tracking studies, using a low number of macroparti-
cles, on a FODO cell and a small test ring. There are several
reasons for choosing a low number: Firstly, due to the fact
that we need at least to check the Jacobi-Matrix, we can not
go much higher. Secondly, it turned out that a small ring
with reasonable parameters can mimik a similar situation
with a large phase-space. However, the outcome is also vari-
ing more, which has to be taken care off by simulating the
same situation several times.

SYMPLECTICITY CHECKS

Before we are able to apply the numeric differentiation
methods, let us remark that PyORBIT is not dumping the
beam in canonical coordinates, a fact which must be taken
into account.

Numeric Differentiation Method

A straightforward way of how to check the symplecticity
of a numerical integrator at a given point x is to approximate
its Jacobi-Matrix by 1D fits for every pair of directions.
Namely, if M: P — P denotes the given map from
2k-dimensional phase space P c K2 to itself, we specify a
step size! € and approximate 0; M; (x) for a given point x by
the slope of a linear fit of the values M; (x + keb;), k € Z,
where the b; denotes a basis and M; the ith component with
respect to that basis.

Then the symplecticity condition is checked by com-
puting R := (M")'"JM’ — J, where M’ = (9;M;(x));; is
the now determined Jacobi-Matrix of M at x and J the
matrix representation of the given symplectic structure in
the above basis. In the following we will understand by the
(Frobenius) norm of R the distance of M at a given point
x € P towards sympleciticity.

If we assume that in every direction b; the amount of
bunch configurations x + keb; for variing k is the same
number K, and if we denote the number of particles by N,
we effectively have to track 36 N2K times through the ring to
compute the entire Jacobi-Matrix. It is therefore not feasible
to perform this computation for a large number of particles.

! In general this step size has to be choosen seperately for every direction
and component.
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Table 1: Symplecticity Error for Various Codes for a FODO
Cell having 4 Space Charge Nodes

Code |Rlop

PyORBIT (pure tracking) ~ 1.4966 - 107>
Basetti-Erskine 2.2518 - 107
PIC 3.5421-1073

But for a numeric confirmation of the non-symplecticity this
is also not necessary.

2d Fit Method

An alternative way to check the symplecticity condition
is based on the observation that around x we can write M in
form of a Taylor series

M(x +a) = M(x) + M'(x)a + o(|al?).

Inserting for a the quantities eb; and éby, in which € and €
are sufficiently small, we obtain

€E(M"(x)bj, M’ (x)br) = 0(€€%) + 0(€%€)
+{(M(x + €bj) — M(x), M(x + éby) — M(x)).

M is then symplectic at x if, in the limit €, € — 0, for every
pair (j, k) of directions the coefficient in front of the eé-
polynomial, given by the 2D-fit of the values
(M(x + ueb;) — M(x), M(x +véby) —M(x)), uvEeZ,
equals (b;, by ). It is clear that this method works for any
symplectic structure (-, -) and any basis.

BENCHMARKING RESULTS
Symplecticity Errors

Before we are going to benchmark the codes on our test
ring, let us adress the question about which of the codes can
we regard as ’symplectic’, in the sense that its approximated
derivative, given by one of the methods in the previous
section, has an error which is so small, that the (uncoupled)
drift case leads to a similar error.

To begin with, let us consider the case of a basic FODO
cell having just 4 space charge nodes. Table 1 summarizes
our findings: It shows that the symplecticity error with re-
spect to the particle model (here 16 particles) is nearly the
same for the Basetti-Erskin model and the plain tracking.

On the other hand, we see a rather significant error for the
PIC case, which means that the code can hardly be symplec-
tic.

Let us now turn to our model of a 1km ring with several
space charge nodes. For the tracking around this ring (no
space charge yet), it turns out that we basically require two
different families of step sizes: one for the spatial direc-
tions and one for the momentum directions of the canonical
coordinates (we used e, = 4 - 1074, e, =1- 1079).

Beam Dynamics in Rings
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Although the ring now contains all 416 space charge nodes
and thus the sensitiveness is likely to be lower than the cur-
rent step size, we can still ask how far the resulting map is
away from a symplectic solution. In our case we found, for
16 macroparticles, a derivation of |Rl,p = 8.9790 - 107
and |R|yp = 3 - 107* in case of the ND-method, so the 2D-
fit method gives slightly better results. However, we found
that in case of pure MAD-X tracking, we obtained for both
modes |R|op = 2.4907 - 107° and |R|xp = 3.0440 - 1076 re-
spectively, so the ND-method has almost the same precision
here.

2D—fit methlod

2,40 x 107
20l | 1.80 x 10~
1.20 x 10~
-6
a0l 6.00 % 10
0.00

6
60| ~6.00 % 10

- ~1.20 x 109
a0l —1.80 x 10-°

—2.40 % 107°

0 20 40 60 80

Figure 1: Typcial example of pure drift PIC error matrix R

Fig. 1 shows a typical example of the error matrix we
obtained with the PIC solver, determined with the 2D-fit
method. The entries in the error matrix usually do not drop
below 107® and we take this scale as a rough lower limit of
the precision of our methods.

Figs. 2 and 3 are showing the corresponding residuals of
the fits for both methods, respectively, for a typical example
of pairs of directions in which the residual were largest, by
which we were able to check if the step sizes were choosen
appropriately. Here we have used 16 macroparticles, the PIC
space charge solver, 3rd order fits in every case and K =5
different values to determine the slope at the midpoint.

The outcome of the corresponding sympleciticty checks
with space charge are shown respectively in Figs. 4 and 5
for the analytical- and the PIC solver.

Emittance Growth in the Sandbox Model

While starting some tracking simulations for 10k turns,
we observed that our sandbox ring mimics roughly the be-
haviour of the ’large scale’ scenario, if parameters are ad-
justed properly. This means that the growth in the mean of
the horizontal and vertical emittances increases as in the
large-scale case, and slows down when adding more parti-
cles.

However there is also a drawback: Namely the small num-
ber of macroparticles leads to a larger fluctuation of the
outcome. This means that we have to perform tracking ex-
periments repetitively to obtain results of better reliability.
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Figure 4: Basetti Erskine model with |R|;p = 0.0118.

This was especially the case for particle numbers below
approx. 25.

Our first goal was to determine, in dependency of the
(random) initial coordinates, a possible correlation between
the sympleciticty error and the number of particles. The
result can be found in Tab. 2.

As one can see from this table, the error reduces by adding
more particles, which might be contrary to the picture that
by adding more dimensions, one might add more space and
thus be farther away.
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2D-fit method
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Figure 5: (2 + 5)-D PIC solver with |R|,p = 0.14461

Table 2: Mean Values of Initial Error Matrices with Space
Charge

Number of par- |R|yp IRl2p
ticles

8 3.1370 1.4629
12 0.8866 04711
16 0.3293 0.1950
20 0.2100 0.1063
24 0.1673 0.0877

Furthermore, we were looking at how the error in sym-
plecticity evolves with the number of turns. Our results are
summarized in the next four Figures 6 to 9 in which we were
tracking a system of particles over 10k turns. The green
curves shows the mean of the vertical and horizontal emit-
tances. At every 500 turns we dumped the beam to a file and
determined the error of the derivative of the one-turn map
at that given point towards symplecticity (blue curves). The
straight lines indicate regression fits of the green and blue
data points respectively.
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Figure 6: Mean emittance growth with 8 particles. Descrip-
tion: see text body.
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Figure 9: 20 particles.

These last benchmarkings indicate that there might be
a correlation between the slopes of the emittance growth
and the symplecticity errors. Our current explanation is that
if the emittance increases, so does the phase space. If the
particles are spread out more in phase space, there is less
interaction between them, which means that we drop more
and more into (symplectic) single particle tracking.
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Of course, using regression lines may hide essential fea-
tures and may not be appropriate here. But for a first try
it should be good enough. In Fig. 10 we have plotted the
slopes against each other, using 95% confidence intervals
of the regression fits as error bars. It is clear that we require
more data points to make further assertions, but a correlation
is already been visible.
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Figure 10: Slope of mean vert. and hor. emittances vs. slope
of symplecticity error (2D-fit method here).

CONCLUSION

By using numeric differentiation methods we were able
to determine the symplectic - respectively - non-symplectic
nature of our space charge solvers. Furthermore we found
certain correlations between the errors of symplecticity of
the ring-map and the mean emittances growth of the beam.

We are currently gathering more data in oder to improve
our picture and understanding.
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SIMPLE MODELS FOR BEAM LOSS NEAR THE HALF INTEGER
RESONANCE WITH SPACE CHARGE

C. M. Warsop, D. J. Adams, B. Jones, B. G. Pine, ISIS, Rutherford Appleton Laboratory, U.K.

Abstract

The half integer resonance is often used to define the
high intensity limit of medium or low energy hadron rings
where transverse space charge is significant. However, the
mechanism leading to particle loss as beam approaches this
resonance, which thus defines the limit, is not clearly un-
derstood. In this paper we explore simple models, based on
single particle resonance ideas, to see if they describe useful
aspects of motion as observed in simulations and experi-
ments of 2D coasting beams on the ISIS synchrotron. Single
particle behaviour is compared to 2D self-consistent models
to assess when coherent motion begins to affect the single
particle motion, and understand the relevance of coherent
and incoherent resonance. Whilst the general problem of
2D resonant loss, with non-stationary distributions and non-
linear fields is potentially extremely complicated, here we
suggest that for a well-designed machine (where higher or-
der pathological loss effects are avoided) a relatively simple
model may give valuable insights into beam behaviour and
control.

INTRODUCTION

Background

The half integer resonance is often taken as defining the
high intensity limit of hadron rings, where there is the ex-
pectation that lower order, quadrupole errors will drive the
dominant loss. However, the details of mechanisms driv-
ing particle emittance growth and loss as beam approaches
resonance are not well understood.

Whilst the well known intensity limit based on the inco-
herent tune shift gives a useful rule of thumb, it over esti-
mates losses as it neglects coherent motion of the beam [1].
The coherent model, on the other hand, gives a fuller,
self-consistent picture by taking into account the envelope
modulation, and predicts resonance at the higher, coherent
limit. However, coherent theory is based on Kapchinskij-
Vladimirskij (KV) distributions and RMS equivalent models
that are only valid as long as RMS emittances are conserved,
i.e. when there is no emittance growth. Therefore, they
cannot be used to understand particle motion and loss as
beam approaches resonance. To derive models to explain
such losses, a modified single particle model is required that
includes the effect of the coherent response of the beam.

As a first step, this paper analyses single particle motion
in the frozen space charge case for a representative waterbag
beam. An initial comparison with coherent theory is also
given. Future work will build on these results, exploring
their limitations with detailed self-consistent simulations.
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Building on Experimental Results from ISIS

The idea that single particle models should be useful for
describing half integer resonance comes from experimental
observations on the ISIS proton synchrotron [2]. Extensive
experimental and simulation work studying the approach
of half integer resonance in 2D coasting beams have char-
acterized the evolution of transverse beam profiles in de-
tail [2,3]. Comparison of these results with comprehensive
ORBIT models indicated that "lobe" features on profiles cor-
responded to half integer resonant islands. This suggests that
a useful starting point for models is single particle theory,
with the expectation that corrections for coherent effects will
be required.

Below we calculate particle trajectories for resonant parti-
cle motion in a frozen space charge model, next we analyse
the main dependencies this predicts for driving term strength,
tune and intensity. Finally, we discuss and compare predic-
tions with those from coherent theory, and outline future
work.

FROZEN WATERBAG MODEL

This analysis considers the motion of a test particle, in a
smooth focusing system, in the space charge field of a frozen
waterbag beam distribution. This distribution is chosen as
a representative case that includes key features a KV distri-
bution does not: it has tune variation with amplitude and is
non-stationary. It is the initial motion of this non-stationary
distribution that we are interested in for studying the onset
of resonance. This non-stationary waterbag beam would
redistribute in any realistic non-frozen beam model, and this
means the Hamiltonian derived below is certainly not an
invariant over long time scales. Usually the type of analysis
used here assumes resonance with long term invariance with
KV beams, e.g. [4]. However, what is of interest here is the
short term motion of a beam; its initial redistribution as it
approaches resonance. Therefore, we use this "short term in-
variant” to predict the initial trajectories of particles, before
the beam redistributes significantly. This should indicate
how the beam behaves on approaching resonance.

The analysis of particle motion is made difficult by the
piecewise definition required for the space charge potential
inside and outside the waterbag beam. This complication
is removed using the method of phase averaging, following
work in [4]. This gives a smoothed action-angle approxima-
tion, from which we can extract particle motion.

Phase Averaged Hamiltonian

We analyse the motion of a test particle in the field of a
4D, axisymmetric waterbag beam with radius a of the form
n(r) = no(1 — Z—z), (for r < a, zero otherwise) with r2 =
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x% + y2. We consider motion of particles in one plane only,
e.g. the y = Oplane, sor = x. The motion of the beam in one
dimension is defined in canonical coordinates (x, P, ), with
periodic "time" dependence s, via the quadrupole driving
term K4(s), in a smooth focusing system with zero intensity
tune w = %. The periodic system corresponds to a ring of
mean radius R with betatron tune Q. The Hamiltonian is:

H(x, Py, s) = P2+ L0*? + Ka(9)x* + V(x), (1)

where the space charge potential V (x) is defined in a piece-
wise way as:

V= k(X - X1
V()C) — 1 (a32 4a4|)x‘ ]
V, = —k(z + log T)’ if x > a,

if x < a,

@)

2
. _ q-N .
with k = Smem 2B the perveance, g and m the particle
charge and mass, N the number line density, ¢ the speed of
light and S and y relativistic parameters.

To perform the phase averaging we now transform to

action-angle variables (¢, J) defined by:

X = 1/2—J sing; Py =V2Jwcos ¢, 3)
w

and then the aim is to determine H = H (9, J,s) =
% 02ﬂ H(¢, J, s)d¢, the Hamiltonian averaged over one be-
tatron oscillation. The system is assumed to be near reso-
nance. Equation (3) is substituted into (1) and (2), and the
integrations completed.

It is convenient to split the Hamiltonian (1) into two parts,
the simpler first three terms H and the piecewise final term,
that we average to find V (/). Phase averaging over Hy, with
the assumption that the system is near a single half integer
resonance, 20 = [0, with 6 = 0(s) = %, leads to the usual,
well known result. The driving term is periodic with one
dominant term: K;(s) = k; cosl6 , and we find

kiJ
Hy=wlJ + o cos(2¢ — 16). €]
2w

The full Hamiltonian is now H = Hy + V(J), where the last
term is the result of phase averaging over the piecewise po-
tential (2). This, when expanded in action-angle coordinates,
becomes

k
Vi=-— —(l—cos2¢)
o )
I (3 1cos2 +1cos4 )]
w?a?\8 2 ¢ 8 )|
2J
V, = —k 1og(,/—2|sin¢|)+§ . ©)
wa

The phase averaging calculation depends on whether the
test particle has an amplitude such that it is always within the
beam (core), or one that exceeds the beam radius for some
of the oscillation (halo). It is useful to define the normalised
amplitude (as in [4]) given by o = x/a = 1/2J /wa?, where
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oc=1lorJ=J, =wd%/2, corresponds to the beam edge.
For a particle always within the beam J < J,, o < 1 the
phase averaging is just over the V; term in (5).

_ 1 2r

- 2r 0
This gives a simple result, as oscillating terms average to
zero (in the absence of driving terms, and in the incoherent
approximation):

Ve =1o Vid¢. @)

1 31

fo= k[_ %J+ 8 atw?
For a particle of an amplitude J > J,, o > 1, it is useful
to define the angle ¢; with sin ¢; = 1/0. This defines the
phase at which the test particle crosses the beam boundary.
To achieve the averaging we integrate over a representative
part of the oscillation: the internal potential V; is integrated
from ¢ = 0 — ¢; and the external V, from ¢ = ¢; — 7/2:

— 21 (O 3
Vh211+12=—[f Vid¢+f Vud¢]- ©))
T 0 ¢

1

12] ) 8)

The results of these integrations are

I = —% é(Jqu —3% sin 2;51) 1 w0
- W(g(m -1 sin 2¢; + e sin4¢1)],
and
12:—k[§(g—¢1)+F(a)]. (1

where the integral F (o) = f¢7r1/2 log(o| sin ¢|)de, (¢1 > 0)
is not defined in terms of normal functions, but in the domain

relevant here is simple in form and easily tabulated, see
Fig. 1.

25

20

0.5 ,/
0.0

2 4 6 8 10

Figure 1: The function F (o).

The s dependence due to resonance in Hy (4) is removed
via a canonical transformation with an F, generating func-
tion and associated equations:

ls

B=J¢-==);
2=J(¢ 2R)’
ls l (12)
J=J; (P:(ﬁ—zE; H:H—ﬁ.]
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The result is

H=H(J,$) =6J+SJcos2¢+V(J), (13)
where § = (w — 2&) = (0 - £), $ = 2L and,
— Ve =1 if J < J, .
vy = et BT S da(eoreh gy
Vi=9L+1L ifJ>J, (halo).

Essentials of Particle Motion

We now look at the predictions of this model, using
the example of a nominal coasting beam in the ISIS ring.
Resonance in just one plane is considered, 2Q, = 7 (par-
ticles are assumed to have zero amplitude in the orthog-
onal plane). The relevant parameters are: Q, = 3.60,
R =26m, a =0.05m, [ = 7, Ak; = 0.005 (Ak7 = k7/k =
2k7/w?), and N, = 44X 10'3 ppp (protons per pulse,
where N = N,/(2xR)). By setting the driving strength
Ak7 = 0 and using numerical solutions for F (o) and its
derivative we can calculate the frequency variation with J,
ie. w(J) = Q(J)/R = 28 This is shown in Fig. 2.
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Figure 2: Example of Q(J) for waterbag beam (see text).
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Figure 3: Example of H for waterbag beam, normalized
coordinates (x, P /w) in metres (see text).

The system is a non-linear oscillator with a frequency
characterized by the Q(J) dependence above. Single par-
ticle resonance, i.e. the stable fixed point, coincides with
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the intercept of the Q(J) curve with the O, = 3.5 line in
Fig. 2 (point "B"). Contours of the "short term invariant”
surface H, equation (13) are shown in Fig. 3. The contours
of this surface give an indication of the initial trajectories
of particles, of the nominally matched beam, here of radius
0.05 m. Of particular interest is the stable fixed point ("B"
in Fig. 3), and also the inner and outer limits of the sepa-
ratrix and their intercepts with the x-axis (points "A" and
"C" in Fig. 3). The fixed points are calculated in the normal
way, using $=0, J = 0 with Hamilton’s equations, and the
separatrix being the contour that passes through the unstable
fixed point. Particles drawn along trajectories corresponding
to the contours shown will either be confined in the central
core region, drawn outward to oscillate about the the fixed
points at the centre of the two resonant islands, or else make
larger oscillations around both islands. The two resonant
islands are expected to correspond to "lobes" observed in
transverse profile measurements on ISIS. This model now
allows us to predict the variation of the location and extent
of these lobes with respect to beam parameters.

Comparison with Simple Tracking Results

The results presented here, Q(J) and H, have been com-
pared with tunes and Poincaré maps from simple 1D particle
tracking results, where motion was integrated directly and
piecewise potentials explicitly included. Results show good
agreement within the expected approximations.

== =

0.2+

0.1+

0.0+

—02f
=== =

1 I
-0.2 -0.1 0.0 0.1 0.2

L]

Figure 4: H with increased driving term strength Ak, note
change in scale (see text).

PREDICTIONS OF MODEL

Continuing with the simplified example of ISIS, the depen-
dence of Q(J), H on beam parameters is now investigated.

Effect of Driving Term Strength

Beam parameters assumed are Q, = 3.60, R = 26m,
a =005m,1 =7, N, = 4.4 x 10" ppp and various
values of Ak7. Results for Ak; = 0.005 are shown in Fig. 3.
When k7 = O the lobes disappear and contours become
circular. Setting Ak7; = 0.05 gives the result in Fig. 4. The
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results show that the effect of increasing driving strength
is to increase asymmetry and enlarge the extent of the two
resonant lobes, whilst reducing the size of the central core
region. In Fig. 5 we show in detail the variation of the stable
fixed point and inner and outer limits of the separatrices
(points "A", "B" and "C" defined in Fig. 3) with driving
strength.

—C
0.20}
0.15}
g emmm="T 2B
< 0.10f " == 1
eo0———0——"
0.05[- LA
0.001 . . . . I
0.01 0.02 0.03 0.04 0.05

Ak7 Driving Strength

Figure 5: Dependence of island location and size on driving
term strength.
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Figure 6: Q(J) as a function of lattice Q (see text).
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Figure 7: H with raised Q = 3.65 (see text).

Effect of Q

The effect of varying lattice tune Q = w/R is now exam-
ined. Beam parameters are R = 26 m, a = 0.05m, [ = 7,
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N, = 2.2 x 10" ppp. In Fig. 6, the dependence Q(J) is
shown for Q = 3.65, 3.60, 3.55 (top to bottom), Aky = 0.
The results show that as the lattice tune moves down, so
the Q(J) intercept with Q, = 3.5, the stable fixed point
and islands, move outward through the beam. In Fig. 7 the
surface of H is shown for 0 = 3.65, Ak7 = 0.005: the stable
fixed points are near the core of the beam as expected. This
suggests that higher Q values may perturb the core a little,
but generate smaller halo than lower tunes, where location
of the stable fixed point suggests particles (and profile lobes)
would be pulled further out from the core.

Effect of Intensity

The dependence of Q(J) for three different intensities
N, = 1.1, 2.2, 4.4 x 10'3 ppp, (top to bottom), is shown in
Fig. 8, with parameters: Q = 3.60, R = 26 m, a = 0.05m,
[ =7, and Ak7 = 0. In this case the effect is to move the
stable fixed point from the core to the outside of the beam
as intensity increases, with a corresponding movement of
the resonant islands and profile lobes.

36}

3.3

i J=Ja

32 L L L L L L
0.0000 0.0001 0.0002 0.0003 0.0004 0.0005 0.0006

J(m)

Figure 8: Q(J) as a function of intensity (see text).

Effect of Dynamic Intensity and Q Ramps

In a situation with a real beam, often the parameters above
will change with time. For example, during multi-turn in-
jection, intensity will ramp over 100s of turns. One might
expect the situation in Fig. 8 to be descriptive, with the tunes
in the beam pushing down with intensity and the separatri-
ces moving correspondingly outward. Similarly, ramping
the tune by changing quadrupoles in the lattice may give
a dynamic situation related to Fig. 6. This simple picture
ignores many complications, as discussed below.

LIMITATIONS OF THE MODEL

Non-Stationary Distribution, Mismatch

The fact that the waterbag distribution is non-stationary
means that over long time scales the above analysis will
not predict particle trajectories. If, in addition, beams are
strongly mismatched, then redistribution may be faster and
correspondence to the above analysis weaker. However, it
may be that once the beam has redistributed and "grown",
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the above model, with a modified beam radius, will give a
first estimate of behaviour.

Coherent Motion

As noted, the above model is not self-consistent, and thus
ignores any coherent response of the beam. Coherent effects
will, in general, modify space charge fields and particle
motion. Near coherent resonance effects on the beam are
expected to be strong and a frozen single particle model to
have limited value. However, further away from resonance
effects will be weaker, and single particle models would be
expected to explain main features of the motion, perhaps
with some smaller modifications.

The dependence of coherent frequency of the beam en-
velope on space charge can be estimated using the concept
of equivalent beams [1]. We expect the RMS parameters
and resonant frequencies of our waterbag beam to behave
in the same way as a KV beam with the same RMS emit-
tance (erms)- The edge of the 4D waterbag beam is at 6egs.
Assuming a circular beam and the large tune split approxima-
tion valid for ISIS (nominal tunes (Qx, Qy) = (4.31,3.83)),
we find coherent frequencies using (in the notation of [1]):

Qy = \[4Q§: - SQXAQX

with AQ, = rpr/(27r,82734eRMs), rp is the proton radius.
This theory is two dimensional and provides coherent fre-
quencies in both planes, but for this 1D model only one plane
is relevant.

An example is shown in Fig. 2, where Qz—y is shown as
the horizontal dashed line. This is expected to sit above
the peak incoherent shift (as the coherent intensity limit
is higher than the incoherent) [1], and its relative position
will scale proportionately with intensity. When the driving
frequency (2Q, = 7 line) approaches the coherent frequency

15)

%, then coherent resonance is expected with large coherent
envelope oscillations and associated beam redistribution.
Otherwise, coherent effects will be less pronounced and
predictions of the single particle model will be more useful
(with modification).

In Fig. 2, the system is away from coherent resonance:
lowering the intensity would move the coherent tune upward
towards resonance. This gives a first indication of when
coherent effects will dominate: future work will make more
use of predictions of RMS envelope motion to modify the
above model, and test the results in detail with simulations.

2D Motion, Higher Order Effects

The work above ignores the motion of particles with finite
emittance in the plane orthogonal to resonance. Assuming
no additional resonance or coupling, one may expect the
average effect to be a reduced average tune shift for larger
amplitude particles, as they spend less time in the core of the
beam. Future work will investigate this in more detail. The
possibility of other resonances and space charge (particularly
octupole) terms also need to be considered.
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SIMULATIONS AND EXPERIMENTS

Comparison with Simulations

Work is presently underway comparing the results above
with output from 2D self-consistent simulations (using the

ISIS SET code). Initial results show reasonable agreement of
incoherent frequency distributions and coherent frequencies
between the above model and a simulated waterbag beam.
There is also some correspondence between phase space
distributions and phase space structure predicted above, but
more detailed analysis is required.

Comparison with Experiments

ISIS experiments, where coasting high intensity beams
are pushed onto the half integer resonance are described
in [2,3]. In these experiments profiles were observed to
form a lobe on each side of the central beam distribution,
corresponding to the resonant islands discussed above. The
size and distance of these with respect to the central beam
core has been measured as a function of driving strength
and tune. The lobes were observed to move outward with
increasing driving term strength and also outward as the
tune was lowered. This is in qualitative agreement with
the predictions above. However, more work is required to
address the approximations in the model and thus allow a
more useful quantitative comparison.

SUMMARY

The "short term invariant” Hamiltonian for a frozen wa-
terbag beam has been calculated using the method of phase
averaging. This has been used to give predictions of the de-
pendence of halo structure on parameters of driving strength,
tune and intensity. The limitations in the model have been
discussed and the influence of coherent effects briefly as-
sessed. Predictions show qualitative agreement with exper-
imental observations. However, further developments of
calculations and detailed comparisons with self-consistent
simulations are required to facilitate a more quantitatively
predictive model.
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DEVELOPMENT OF PHYSICS MODELS OF THE ISIS HEAD-TAIL
INSTABILITY

R.E. Williamson, B. Jones, C.M. Warsop, ISIS, Rutherford Appleton Laboratory, STFC, UK

Abstract

ISIS is the pulsed spallation neutron and muon source
at the Rutherford Appleton Laboratory in the UK.
Operation centres on a rapid cycling proton synchrotron
which accelerates 3x10" protons per pulse from 70 MeV
to 800 MeV at 50 Hz, delivering a mean beam power of
0.2 MW.

As a high intensity, loss-limited machine, research and
development at ISIS is focused on understanding loss
mechanisms with a view to improving operational
performance and guiding possible upgrade routes. The
head-tail instability observed on ISIS is of particular
interest as it is currently a main limitation on beam
intensity.

Good models of impedance are essential for
understanding instabilities and to this end, recent beam-
based measurements of the effective transverse
impedance of the ISIS synchrotron are presented. This
paper also presents developments of a new, in-house code
to simulate the head-tail instability and includes
benchmarks against theory and comparisons with
experimental results.

INTRODUCTION

The transverse head-tail instability is a main concern
for high intensity operation in many hadron synchrotrons
including ISIS and its proposed upgrades. The instability
imposes a limit on beam intensity through associated
beam loss and the subsequent undesired machine
activation. However classical theories, such as the model
of Sacherer [1], do not include space charge and
associated tune spreads which are required for accurately
modelling high intensity beams.

Recent work [2 — 4] has put forward limited theoretical
models to treat head-tail motion in the presence of space
charge. However, currently there is no comprehensive
model of head-tail with space charge. Testing of these
models against observations is required to ascertain fully
their usefulness and limits. As such, numerical
simulations have been employed [5] to analyse collective
effects and link experimental results to theory. Ultimately,
understanding head-tail in high intensity beams may
allow improved operations avoiding the instability, with
lower beam losses and the possibility of higher beam
intensities.

The ISIS Synchrotron

ISIS operation centres on a rapid cycling synchrotron
(RCS) with a 163 m circumference composed of 10
superperiods. It accelerates 3x10" protons per pulse (ppp)
from 70 —-800MeV on the 10ms rising edge of a
sinusoidal main magnet field. The repetition rate of 50 Hz
results in an average beam power on target of 0.2 MW.

Beam Dynamics in Rings

Injection is via charge exchange of a 70 MeV, 25 mA
H beam over ~130 turns with painting over both
transverse acceptances, collimated at 300 ©# mm mrad.
The unchopped, injected beam is non-adiabatically
bunched and accelerated by the ring dual harmonic RF
system (h = 2 and 4). Nominal betatron tunes are
(Qx, Qy) = (4.31, 3.83) with peak incoherent tune shifts
exceeding ~ -0.5. The beam intensity is loss limited with
the main driving mechanisms being foil losses,
longitudinal trapping, transverse space charge and the
head-tail instability [6].

Measurements on ISIS have consistently shown that the
two proton bunches exhibit vertical head-tail motion over
1 —2.5 ms into the 10 ms acceleration cycle [7, 8]. The
instability is suppressed by ramping the vertical tune
down, away from the integer (Q,, =4) during the time of
the instability. However, with rising operating intensities,
beam losses associated with head-tail increase and
lowering the tune further tends to induce beam loss
associated with the half integer resonance [9, 10].

Recent studies have shown that the instability is present
with dual harmonic RF acceleration as well as with single
harmonic RF [10, 11], and possibly worse with the second
harmonic. Work is ongoing to develop a feedback system
to damp the instability [12] alongside studies modelling
and understanding the instability mechanism.

This study presents initial developments in building
impedance and instability simulation models of the ISIS
synchrotron. Beam-based measurements of the effective
transverse impedance are presented. These allow for a
better understanding of the driving force behind the head-
tail instability.

A new in-house macro-particle simulation code,
currently in development to simulate the head-tail
instability as observed on ISIS, is also introduced.
Convergence tests of the code are presented together with
benchmarks against theory. Simulations are compared to
experimental data from ISIS with single harmonic RF
acceleration. Plans for future experimental studies,
simulation and theory work are outlined.

Head-Tail Observations

ISIS operates at the natural machine chromaticities
(&x =&, =-1.4[13]), without sextupole correction. As
mentioned above, the impedance acting on the beam leads
to a coherent vertical instability early in the acceleration
cycle. Measurements have been made using a vertical
beam position monitor (BPM) over 0—5ms during
acceleration in the case of lower intensity beams
(5%10" ppp) and single harmonic RF. Measurements at
this intensity minimise the effect of space charge and
allow direct comparison with Sacherer theory. Further
measurements at high intensity and with dual harmonic
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RF were also taken [10, 11] but are not discussed in this
paper.

Figure 1 shows a typical vertical BPM sum and
difference signal over several turns during the instability,
with single harmonic RF, indicating clear head-tail
motion with mode m = 1. Using the vertical tune at 1 ms
(@, =3.83), and the chromaticity given above, the
accumulated phase shift y = 11.25 rad. From Sacherer’s
theory the growth rate of each head-tail mode may be
calculated. However, as found in previous studies [7, 8],
this value of y results in a higher growth rate for head-tail
mode m =2 than m =1. A modified theory that could
explain this is given in the same reference.
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Figure 1: Sum (green) and difference (blue) vertical BPM
signals over several turns around 1 ms through the
acceleration cycle.
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Figure 2: Vertical BPM difference signal, top; its Fourier
transform as a function of time, middle; baseband (red),
exponential fit (dashed black) and beam intensity (dotted
blue) as a function of time, bottom. Peak intensity =
4.6x10" ppp.
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BEAM-BASED IMPEDANCE
MEASUREMENTS

Operating with the RF off and a DC main magnet field,
observations of steady-state coasting beams provide
important measurements related to instabilities and the
effect of space charge. Central to these is an
understanding of the impedance of the machine and the
identification of their source(s).

Operating at nominal Q values, beam loss associated
with vertical beam growth is observed at intensities
>3%10"? ppp. Measurements of the vertical growth rate of
this coasting beam instability can be made using
BPMs [14]. An example, shown in figure 2, clearly
exhibits strong coherent motion associated with the
lowest betatron sideband frequency (baseband),
(Qy - 4)@0 = qw,. Growth times increase rapidly with
intensity and as @, approaches 4.

Growth Rate Versus Intensity

Coasting beam theory [1] predicts the transverse
frequency shift due to an applied impedance Z, to be,

ec

Aw = j—
@ =V anoyE,

Z,1. (1)

Assuming a time dependence, e‘“?, the associated growth
rate is 771 = —Im(Aw) so instability corresponds to a
real negative impedance. Equation 1 also implies that for
a given tune (Q) and beam energy (yE,) the growth rate is
linear with intensity (I).

An example measurement of vertical growth rate as a
function of intensity, for Q,, = 3.83 is shown in figure 3,
where the growth rate is given by an exponential fit to the
baseband signal. Error bars on growth rate are one sigma
uncertainty estimates from the exponential fit. The linear
fit of growth rate against intensity may be compared to
equation 1 to find an effective impedance for the
frequency of that sideband. Similar results are found at
different tune values.
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Figure 3: Growth rate versus beam intensity (Q,, = 3.83).
Effective impedance at this tune is 5.76 + 0.5 MQ/m.

Growth Rate Versus Tune

Changing the vertical tune moves the baseband
frequency (Qy —4)w0 and, as such, probes the
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impedance at a different frequency. It also alters the
growth rate directly, as seen in equation 1. Figure 4
shows the growth rate as a function of vertical tune at a
fixed beam intensity. The growth rate is measured as in
the previous section. The error on measured @,
(£0.0022) stems from the resolution of the Fourier
transform.
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Figure 4: Growth rate versus measured vertical tune.
Intensity = 1x10" ppp.

With this data and equation 1 the effective impedance
can be calculated as a function of frequency (measured
baseband frequency), figure 5. The error on the measured
effective impedance is combined from the exponential fit
required for each data point and the error on the measured
betatron tune. It is clear from figure 5 that there is a sharp
narrowband impedance around 85 kHz with a full width
of ~25 kHz, peaking at 3.71 + 0.35 MQ/m. The position
of the narrowband impedance, its width and height, are
consistent between measurement campaigns.
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Figure 5: Effective impedance versus baseband frequency.
Intensity = 1x10" ppp.

Measurements Summary

Measurements of coasting beam growth rates have been
made and compare favourably with the theoretical model
of Sacherer with growth rates increasing linearly with
intensity. Data were also taken at different painted beam
emittances with similar results as a function of intensity.

Experimental observations show that head-tail growth
rates increase rapidly as @, increases toward 4 which has
led to the resistive wall being cited as the driving
impedance [7, 8, 11]. However, crude calculations of the
resistive wall impedance, from the thick-wall formula,
result in lower growth rates than those observed.

It is clear from the growth rate as a function of tune,
and the interpreted effective impedance versus frequency,

Beam Dynamics in Rings

MOPR031

that there is a vertical narrowband impedance at ~85 kHz.
This could be the driver for head-tail motion seen in ISIS
RCS operation. The origin of the narrowband impedance,

and its relevance to head-tail is currently under
investigation.
NEW SIMULATION MODEL

A new, stand-alone macro-particle simulation code has
been written to study head-tail behaviour on ISIS. The
code is based on an existing in-house longitudinal
code [15] with the addition of a simple smooth focusing
model for transverse motion and wakefield kicks to
simulate the interaction between the beam and its
environment.

Wakefield Model

Wakefield kicks are implemented in the code on a turn-
by-turn basis by default, but can be more frequent. As
with similar codes [16, 17] the beam is segmented
longitudinally and the wake calculated at each slice due to
the effect of each upstream slice. This may be from
particles within the same bunch or from preceding
bunches.

Most theoretical wakefield models assume ultra-
relativistic beams (S~1). This means that, in order not to
violate the principle of causality, wakes can only
propagate backwards and influence subsequent particles.
However, head-tail behaviour on ISIS is observed at f§
values much lower than this (~0.4). The importance of
this in instability modelling is not fully understood.

For initial convergence tests and benchmarks ISIS
parameters have been assumed. A thick resistive wall
wakefield has been modelled with the wake function [5],

3/2
) @)

oz

Wrw(2) = — CLaw (ﬁ)

b3 \m
where Lgy, is the length of the resistive wall, b is the
beam pipe radius, f = v/c the relativistic parameter, Z,
is the impedance of free space and ¢ is the beam pipe
conductivity. As noted above the [ dependence is
important in the case of ISIS beams.

Convergence Iests

To ascertain whether the particle tracking code is
accurately modelling the relevant physics a number of
convergence tests have been performed. In these tests
simulations were run without RF, with a DC main magnet
field, resistive wall wake and a high beam pipe
conductivity of 100 Q'm™. A constant beam pipe radius
was assumed with uniform impedance around the ring.

Investigations were made of the number of simulated
turns, number of longitudinal slices, number of macro-
particles, random number seed and the number of time
points for the growth rate fit. Convergence was
considered attained when the change in growth rate
between parameters was smaller than the error on the
calculated growth rate, ~1% error. The error on the
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growth rate arises from the finite length of simulation, the
number of macro-particles and longitudinal slices. No
space charge was included in these tests.

Coasting Beam Benchmarks

With the converged simulation parameters a number of
benchmarks were performed to evaluate the code against
theory. Similar to the beam-based impedance
measurements, equation 1 was tested by varying the beam
intensity and tune. As in the experimental case, the
growth rate was calculated from an exponential fit to the
lowest betatron sideband from the Fourier transform of a
simulated vertical BPM difference signal.

To simulate a BPM the average transverse displacement
(Ay;) and the macro-particle population (I;) was
calculated for each longitudinal slice (i) and for each
simulated turn of the machine. The BPM difference signal
was then interpreted as the product of these (Ay;1;) i.e. the
first moment of the beam.
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Figure 6: Simulated growth rate versus beam intensity
(Qy, =3.83,0 =100 Q'm™).

Figure 6 shows the simulated growth rate as a function
of beam intensity whilst keeping all other parameters
constant. As previously, error bars on growth rate are one
sigma uncertainty estimates from the exponential fit to the
baseband signal. As expected from equation 1 the growth
rate is linear with intensity and agrees reasonably well
with growth rate estimates from theory.
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Figure 7: Simulated growth rate versus vertical tune.
Intensity = 2x10"* ppp.

Figure 7 shows the simulated growth rate as a function
of tune. As in the beam-based impedance measurements,
equation 1 can be used to obtain the effective impedance
as a function of frequency, figure 8. As expected, the
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simulated effective impedance has a similar functional

form to the thick resistive wall model (Zgy o w™/?).
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Figure 8: Simulated effective impedance versus baseband
frequency. Intensity = 2x10'% ppp.

ISIS Simulation

The thick resistive wall approximation underestimates
the measured impedance at the lowest betatron sideband.
While research is still ongoing into the beam-based
impedance measurements, for these initial simulations the
beam pipe conductivity in the resistive wall impedance
model has been modified to match artificially the
measured impedance at the dominant, lowest sideband.
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Figure 9: Simulated vertical BPM difference signal over
20 turns of the simulation around 1 ms with nominal tune.
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Figure 10: Simulated baseband as a function of time (red)
on a logarithmic scale, exponential fit (blue dash).

Figures 9 and 10 show the simulated vertical BPM
difference signal over several turns and time dependence
of the baseband. The mode structure shows a mixture of
m =2 and m = 3 which is consistent with theory given the
chromatic phase shift along the bunch. However, as with
previous simulations [8], this does not match
experimental observations (figure 1) where an m = 1
mode is persistent over many hundreds of turns. The
simulated growth rate is much faster than theory predicts
(11,400 s compared to 446s') and much closer to
observed growth times of order 10,000 s
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SUMMARY

The head-tail instability has been identified as a key
intensity limit for operation of the ISIS synchrotron. Work
building impedance and instability simulation models of
the synchrotron has been presented together with initial
results simulating head-tail behaviour on ISIS. Combined
with these studies work is underway on developing a
prototype  beam  feedback system to  damp
instabilities [6, 12], due for installation in 2017.

Beam-based measurements have been made of the
effective transverse impedance of the ISIS synchrotron
using a coasting beam at 70 MeV (ISIS injection energy).
Results indicate the presence of a narrowband impedance,
the source of which is currently being investigated
alongside whether it is the driver for the observed head-
tail instability.

An in-house macro-particle simulation code is under
development to aid understanding of the head-tail
instability as observed at ISIS. Convergence tests have
been performed with the code for coasting beams and
zero space charge. Coasting beam code benchmarks
against established theory [1] have been met with initial
results looking promising. As with previous studies [7, 8]
preliminary simulations of ISIS with a thick resistive wall
impedance predict a head-tail mode m = 2 whereas a
persistent m = 1 mode is observed in operations.

FUTURE WORK

Experiments are planned to establish the source of the
narrowband impedance observed in the beam-based
impedance measurements. Investigations are focused on
the beam extraction kicker magnets and the vertical
betatron exciter as these are expected to interact strongly
with the vertical motion of the beam. Tests will also be
performed on whether the narrowband impedance is the
driver of the observed head-tail motion early in the ISIS
acceleration cycle. More precise knowledge of head-tail,
the current machine impedance model and its effect on
the beam will inform future machine upgrades.

Developments of the in-house simulation code are
planned to benchmark fully the results against Sacherer
theory. Simulation results of the ISIS synchrotron will
then be compared to theory and experiment for resistive
wall impedance only, and the measured impedance model
as it develops. It is planned to analyse the experimental
and simulation data with reference to the theory of
Rees [7].

Once the observations of low intensity, single harmonic
RF head-tail motion at ISIS are understood studies will
progress to high intensity beams. Previous experiments
have shown space charge has a strong effect on the head-
tail instability [11]. Simulations at high intensity will
require the additional modelling for transverse space
charge. Finally, work will move to investigating head-tail
motion with dual harmonic RF where there is currently no
theoretical model to describe observations.
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BEAM ACCELERATION AND TRANSITION CROSSING
IN THE FERMILAB BOOSTER*

V. A. Lebedev', J.-F. Ostiguy, C.M. Bhat
Fermilab, Batavia, IL, USA

Abstract

To suppress eddy currents, the Fermilab rapid cycling
Booster synchrotron has no beam pipe; rather, its combined
function dipoles are evacuated, exposing the beam directly
to the magnet laminations. This arrangement significantly
increases the resistive wall impedance of the dipoles and,
in combination with the space charge impedance, substan-
tially complicates longitudinal dynamics at transition. Volt-
age and accelerating phase profiles in the vicinity of tran-
sition are typically empirically optimized to minimize
beam loss and emittance growth. In this contribution, we
present results of experimental studies of beam accelera-
tion near transition. Using comparisons between observed
beam parameters and simulations, we obtain accurate cali-
brations for the rf program and extract quantitative infor-
mation about parameters of relevance to the Booster lami-
nated magnets longitudinal impedance model. The results
are used to analyse transition crossing in the context of a
future 50% increase in beam intensity planned for PIP-II,
an upgrade of the Fermilab accelerating complex.

INTRODUCTION

Over the 40 years existence of Fermilab Booster the
beam intensity has increased steadily to respond to the de-
mands of the experimental program. In recent years this
pace has increased to accommodate a succession of neu-
trino experiments. To meet the needs of the LBNF/DUNE
experimental program, the next planned upgrade of the
Fermilab accelerating complex referred to as PIP-II, calls
for an additional 50% increase in beam intensity.

Early on, transition crossing has been identified as a ma-
chine performance bottleneck. Although transition cross-
ing has evolved into a sophisticated and well-tuned opera-
tional procedure, an increase in intensity beyond the cur-
rent level requires quantitative understanding of all effects
driving the process. In this paper we present results of stud-
ies aimed at understanding the dynamics of beam acceler-
ation and transition crossing in sufficient details to con-
struct a model with predictive ability. The model aims not
only at investigating the impact of an intensity increase on
performance, but also at investigating ways to minimize
beam loss and emittance growth due to transition crossing.

It is well-known that a jump in accelerating phase from
Quce 10 7T—@uce 18 required to preserve longitudinal motion
stability. In the absence of beam induced forces and motion
non-linearity the dynamics below and above transition is
symmetric resulting in no emittance growth at transition.

* Work performed for Fermi Research Alliance, LLC under Contract No.
DE-AC02-07CH11359 with the United States Department of Energy
T val@fnal.gov
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In practice the beam induced forces, break this symmetry
as well as motion linearity. The result is an intensity de-
pendent focussing mismatch and non-linear distortions of
the bunch phase space. The subsequent synchrotron oscil-
lations lead to filamentation and emittance growth.

In contrast to other fast cycling proton synchrotrons, the
Fermilab Booster has no dedicated vacuum chamber inside
its dipoles; rather, the entire volume between the magnet
poles is evacuated. While this arrangement eliminates the
issues associated with eddy currents induced by the time-
varying bend field in a conventional chamber, having the
beam directly exposed to the pole laminations substantially
increases the wall impedance. The bunch length achieves
its minimum at transition. The corresponding increase in
peak current causes an increase in beam induced voltage.
The very low synchrotron frequency enhances the non-lin-
earity contribution to emittance growth.

Table 1 presents Booster parameters relevant to beam ac-
celeration and transition crossing.

Table 1: Major Booster Parameters

Injection energy 0.4 GeV
Extraction energy 8 GeV
Ramp rate 15 Hz
Harmonic number 84
Circumference 4742 m
Momentum compaction 0.03346
Maximum rf voltage 1.2 MeV
RF frequency swing 37.9-52.8 MHz
Number of bunches 82
Nominal beam intensity 4.2-10"?
MEASUREMENTS

To minimize problems with possible signal distortion in
electronics and data acquisition as well as possible miscal-
ibrations, raw signals were acquired from a resistive wall
monitor (RWM) and from the circuit presenting the analog
sum of rf voltages for all cavities (RFSUM). In addition,
the signal from a beam position monitor used by the radial
position feedback system (RPOS) was recorded. The data
were acquired with a multi-channel digital oscilloscope. A
sampling rate of 1.2 GHz was selected so as to measure
both voltage waveform and the longitudinal density distri-
bution with sufficient resolution. The RWM and RESUM
signals completely characterize the beam behaviour in the
longitudinal plane including the amplitude and phase of the
accelerating voltage. As will be seen below, the RPOS sig-
nal provides accurate calibrations of the rf voltage and
phase. Because of the oscilloscope memory limit of 4.5-10°
samples, the duration of each measurement was set to 3.6
ms. Since this interval is much shorter than the complete
33.3 ms accelerating cycle, data were acquired only during
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two time intervals of interest: (1) immediately after injec-
tion, when adiabatic bunching occurs and (2) at transition.
Beam intensities ranged from 1.2-10'2 to 4.8-10'? particles
and two sets of data were acquired for each intensity value.
Good reproducibility at each intensity was observed in
spite of a time jitter ranging from O to 18 turns observed in
the course of these measurements.

Data analysis was performed into two phases. First, at
each turn the arrival time, rms width and peak amplitude of
individual bunches were determined from the RWM signal,
while the zero-crossing time and amplitude for each period
of rf voltage were determined from the RFSUM signal. Ac-
counting for instrumentation offsets, individual bunch pro-
files were fitted to a truncated Gaussian while each rf pe-
riod was fitted to a sinusoid. The difference between the
bunch arrival time and the zero crossing time for rf (Figure
1) was used to extract the accelerating phase. After verify-
ing that all bunches - including bunches near a two-bunch
gap used for extraction - behaved similarly, the data was
averaged over all bunches on a turn-by-turn basis. This sig-
nificantly improved the accuracy while reducing the data
to a more manageable size.

[d";g] 100
50
0

~50 - -

0 1x10° 2:10°

turn number

Figure 1: Phase difference between the bunch arrival time
and rf zero crossing in vicinity of transition crossing; blue
and red lines present two independent measurements with
beam intensity of 4.82-10'2 particles.

The second phase of the analysis aimed at obtaining ac-
curate calibrations for the rf voltage, rf phase and momen-
tum offset. The measured phase difference between the
bunch and rf voltage includes a shift due to a cable propa-
gation delay. While the cable lengths for the RWM and
RFSUM signals (10 mm/deg) are not known with suffi-
cient accuracy to determine this delay directly, it may be
determined by correction of the associated phase shift
which is linearly dependent on the rf frequency:
Ag=2nfrrAT. Here AT is the difference in cable length ex-
pressed as a signal propagation delay. The linear depend-
ence is clearly seen in Figure 1.

Using the RPOS signal, AT as well as an accurate cali-
bration for RFSUM may be obtained by a procedure that
will be now described. Knowing the accelerating phase
(@ucen) the 1f voltage (V,), and the beam deceleration due to
resistive part of impedance (V},) one obtains the depend-
ence of the beam energy (and consequently the momentum
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deviation on turn n+1,

E,. =E, +e(Vn Sin((paa»,, ) _th ) > Vh” = AVNp /Tb,, > 1)
Here 1, is the measured rms bunch length, N, is the num-
ber of particles in the beam and Ay is a constant directly
related to the effective longitudinal impedance. The as-
sumed dependence of V;, on 7, implies that the resistive
part of the impedance has a weak dependence on frequency
over a wide frequency range. This assertion is supported
both by impedance measurements [1] and by analytical
theory [2]. By combining the predictions of Eq. (1) to the
measurements, one can extract AT, Ay, and the scaling fac-
tors for the RFSUM and RPOS signals. Note that since the
revolution frequency changes mostly at low energy, the
data collected at injection is much more sensitive to varia-
tions in AT.
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Figure 2: Predicted (red) and measured (blue) momentum
offsets in vicinity of transition crossing for different beam
intensity measured in number of injection turns; 4,8,12 and
15 turns correspond to [1.17, 2.48, 3.78, 4.82]-10'? parti-
cles. For each intensity two measurements are shown.

Results of the fitting procedure for all measured data are
presented in Figure 2. Good agreement between measure-
ments and predictions is achieved below transition. Above
transition, the poorer fit is caused by small systematic er-
rors in the accelerating phase: the observed discrepancy
corresponds to approximately 0.5 degree of error in accel-
erating phase. A probable source for this error is the differ-
ence between the accelerating phase determined as the cen-
ter of rf bucket and the measured synchronous phase deter-
mined as a bunch centroid. The sign of this difference
changes at transition due to changed symmetry of acceler-
ating bucket. The difference is estimated to be on the order
of 0.25 deg. Because the bucket left-right symmetry is in-
verted at transition, the error is effectively doubled. The er-
ror amounts to 2% of the ~12 deg rms bunch length near
transition. The procedures outlined below provided cali-
brations for the rf voltage and rf phase well within 1% and
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1 deg, respectively. This accuracy is sufficient for reliable
simulations of transition crossing [2].

The left pane in Figure 3 shows the accelerating phase
variation in the vicinity of transition for different intensi-
ties. The beam deceleration arising from the resistive part
of the impedance causes a shift of the accelerating phase
toward on-crest acceleration as the beam intensity in-
creases. Averaged values of this shift, referenced to the rf
voltage for a beam intensity of 1.17-10'? are presented in
the right pane of Figure 3. As expected, the phase shift ex-
hibits a linear dependence on intensity; furthermore, the
slope is consistent with the measured and predicted values
of the real part of the wall impedance. It should be men-
tioned that Figure 3 incorporates rf voltage corrections to
account for minor changes in accelerating voltage due to
incomplete beam loading compensation by local cavity
feedbacks. Without these corrections, the linear depend-
ence of the phase shift on intensity is not nearly as clear.
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Figure 3: Accelerating phase variations in vicinity of tran-
sition crossing for different beam intensities (left) and cor-
responding shift of accelerating phase before and after
transition crossing with beam intensity.
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Figure 4: Dependence of rf voltage amplitude and imped-
ance induced decelerating voltage averaged over bunch on
the turn number in vicinity of transition crossing for beam
intensity of 4.82-10'? particles.

The large swing in accelerating phase well visible in Fig-
ure 1 is out of scale on Figure 3. This phase swing origi-
nates from the abrupt change in beam loading associated
with the transition phase jump which is faster than the re-
sponse time of the cavity feedback. As shown in Fig. 4, a
corresponding spike in the rf voltage amplitude is clearly
visible. The impedance induced voltage represents about
15% of the rf voltage amplitude.
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SIMULATIONS

The rf voltage and accelerating phase extracted from
measurements were used as input for the simulations de-
scribed in Ref. [2]. However, two important parameters
could not be directly measured.

The first one is the exact timing of the transition cross-
ing. Simulations show that altering the transition crossing
timing relative to the rf waveform by 10-20 turns has a sig-
nificant effect on the rms bunch length above transition.
Experimental data indicates that the transition jump timing
jitter is on that order. From a simulation point of view, this
prevents a precise determination of the exact moment at
which transition occurs. It also suggests that reduction of
the jitter would be beneficial.

The second parameter is the second order slip factor, 77,
defined by the following equation:

ATIT =n(Ap/ p)+n'(Ap/ p) +....

Presently, no reliable procedure is available to accurately
determine the second order slip factor at transition. Direct
measurements would be very challenging. Potentially, the
second order slip factor could be obtained using modern
map based techniques but there is considerable uncertainty
in the non-linearity of Booster magnets. Note that a change
in 77 on the order of ~0.05 significantly affects the rms
bunch length variations above transition.
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Figure 5: Dependence of rms bunch length on turn number
in vicinity of transition crossing: blue — measurements, red
— simulations; beam intensity of 4.82-10'2 particles.

With manual adjustment of the transition timing and sec-
ond order compaction factor, simulations yield good agree-
ment with the measurements. Figure 5 compares the meas-
ured to simulated rms beam sizes. The rms size extracted
from the measurement data is systematically smaller after
transition because the Gaussian fit algorithm used to ex-
tract the rms size excludes the long tails that develop in
the longitudinal profile after transition. Figure 6 shows the
computed profile and the decelerating voltage due to im-
pedance before and after transition. The tail elongation af-
ter transition crossing is obvious. The decelerating voltage
at transition reaches 30% of the accelerating voltage; this
implies that any further intensity increase would require
additional cavity voltage.

At PIP-II design intensity of 6.5-10'2, simulations at this
stage suggest that with minor improvements it should be
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possible to cross transition with a relative emittance in-
crease comparable to the one observed under present oper-
ational conditions. That said, an issue that has been omit-
ted from our simulations is the possibility of a microwave
instability developing shortly after transition. While simple
formulas provide estimates for intensity thresholds and
growth rates, credible simulations require special attention
to distinguish an actual instability from the intra-bunch
motion excited by numerical noise.
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Figure 6: Longitudinal bunch density and beam induced
voltage shortly before (left) and shortly after (right) transi-
tion crossing.
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SUPPRESSION OF HALF-INTEGER RESONANCE
IN FERMILAB BOOSTER*

A. Valishev', V. Lebedev, Fermilab, Batavia, IL, USA

Abstract

The particle losses at injection in the FNAL Booster are
one of the major factors limiting the machine performance.
The losses are caused by motion nonlinearity due to direct
space charge and due to nonlinearity introduced by large
values of chromaticity sextupoles required to suppress
transverse instabilities. The report aims to address the for-
mer - the suppression of incoherent space charge effects by
reducing deviations from the perfect periodicity of linear
optics functions. It should be achieved by high accuracy
optics measurements with subsequent optics correction and
by removing known sources of optics perturbations. The
study shows significant impact of optics correction on the
half-integer stop band with subsequent reduction of parti-
cle loss. We use realistic Booster lattice model to under-
stand the present limitations, and investigate the possible
improvements which would allow high intensity operation
with PIP-II parameters.

INTRODUCTION

The Booster has been the workhorse of the Fermilab ac-
celerator complex for several decades and continues to de-
liver high-intensity high-repetition rate proton beams for
the physics program. Recent improvements allowed to ob-
tain beam acceleration at each Booster cycle. It increased
the effective ramp rate from 7 to 15 Hz and played a sig-
nificant role in attaining the 700 kW operation for NOvA
experiment [1]. The Booster intensity is limited by particle
losses throughout the injection, acceleration, and extrac-
tion cycle, which lead to the radio-activation of the accel-
erator components and enclosure. Consequently, the exam-
ination of the loss sources and development of ways to mit-
igate them are the continued focus of efforts. It becomes
especially important in view of the upgrade plans for the
PIP-II project [2]. The area of interest for the present report
is the particle losses induced by direct space charge inter-
action at injection energy.

The studies of space charge effect in FNAL Booster have
a long history. A massive campaign to simulate and miti-
gate the losses at injection was undertaken during the Teva-
tron collider Run II [3-7]. In particular, it was determined
that the extraction dogleg that disturbs the 24-fold lattice
symmetry of the Booster and thus enhances the half-integer
stop band can have a significant impact on the single-par-
ticle dynamics [4]. The importance of half-integer reso-
nance has been realized by Sacherer [8] and later research
confirmed and enhanced the aspects of interplay between
space-charge and lattice resonances [9-13]. Also, signifi-
cant progress has been made in the accurate measurement

* Fermilab is operated by Fermi Research Alliance, LLC under Contract
No. DE-AC02-07CH11359 with the United States Department of Energy.
T valishev@fnal.gov
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and reconstruction of the Booster optics model owing to
the implementation of the LOCO algorithm [13]. This
makes it possible to model the beam dynamics with the ac-
tual machine configuration in operations and then perform
predictable adjustments.

The present work aims at i) revisiting the space-charge
dynamics in the FNAL Booster making use of the recent
improvements in the lattice model and understanding the
main limiting factors; ii) proposing operational improve-
ments to reduce particle losses; iii) making projections to-
wards operation with PIP-II parameters or even higher in-
tensity.

APPROACH AND TOOLS

In the present study we concentrate solely on the inco-
herent single-particle effects arising through the time-mod-
ulation of nonlinear transverse self-field within the bunch
and the betatron and synchro-betatron resonances leading
to the beam emittance growth and particle losses. We also
limit the time period of interest to a few hundred turns right
after the beam injection and bunching and before the en-
ergy ramp. Such approach allows to use relatively simple
tools for the modelling of space-charge effects — the so-
called frozen space-charge model that implies Gaussian
beam density profile. We also approximate the smooth az-
imuthal distribution of space-charge action by a number of
thin kicks along the orbit. The advantage of such approach
is the fast calculation time and the availability of reasona-
ble well developed and tested tracking codes. In the future
the simulations will be augmented by the true self-con-
sistent PIC tools.

We use the simplified and realistic Booster lattice mod-
els [13] to quantify the requirements on optics control that
would help mitigating particle losses at injection. The sim-
plified representation is a 24-cell symmetric lattice with
some artificially introduced gradient errors, which emulate
the beta-beating of the realistic lattice.

The code used in this study was Lifetrac [14], a particle
tracking code developed for modelling beam-beam inter-
actions. The machine lattice was modelled using the ele-
ment-by-element drift-kick approximation. The lattice data
are imported from MAD-X [15] model files where the ele-
ment slicing is performed using the methods available in-
ternally in MAD-X. For the purpose of this work the slic-
ing was done with the so-called Teapot algorithm [16]. The
thin lens tracking is implemented following [17], and
makes use of the paraxial approximation for the multipole
elements and properly treats non-paraxial effects in the
drifts. This method proved to be accurate for the LHC and
DAONE tracking studies [18].

We used 120 thin beam-beam elements (17 per betatron
period) to model the action of space-charge. The simplifi-
cations limiting the physics model in the study were: i)
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non-adaptive space-charge algorithm (i.e. the beam emit-
tance was considered frozen) and ii) no modulation of
space-charge kick by the longitudinal particle position
within the bunch (which overestimates the space-charge ef-
fect but neglects synchro-betatron resonances).

The beam parameters used in the studies for the present
Booster operation and for the PIP-II scenario are listed in
Tables 1 and 2, respectively. The lattice functions of the
idealized 24-period model and the actual reconstructed
Booster model are shown in Figs. 1 and 2.

Table 1: Booster Nominal Parameters in Simulation

400 MeV (B=0.713, y=1.426)

Beam energy

RF Voltage 0.7 MV
Synchrotron tune 0.078 (35 kHz)

Bucket size 4.2x107

Energy spread 2.1x107

Bunch length c~=1.26 m
Transverse emit- 15 mmxmrad (95% normalized)
tance

Aperture 286 cminH,2.08cminV

Betatron tunes Q,=6.70, Q,=6.80
Cy=-20, C,/~-14
0.42x10" in 84 bunches

AQ,=-0.197, AQ,=-0.307

Chromaticity

Number of particles

Space-charge tune
shift

Table 2: Beam Parameters for PIP-II scenario

0.66x10" in 84 bunches
AQ,=-0.31, AQ,=-0.4

Number of particles

Space-charge tune

shift
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Figure 1: Lattice functions of idealized 24-period model.
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Figure 2: Lattice functions of LOCO measured model.

RESULTS AND DISCUSSION

We perform macro-particle bunch simulations to evalu-
ate the evolution of beam emittance and particle losses.
Figures 3-5 show the beam intensity and emittance over
10,000 tracking turns for the nominal and PIP-II scenarios.
It is clear that for the PIP-II parameters even a minor dis-
tortion of the ideal 24-fold symmetry leads to significant
losses. One should remember, however, that the employed
model overestimates the space-charge effect and the final
conclusions could be less restrictive.

We also rely on the Frequency Map Analysis [19] for
better understanding of the beam dynamics. Figures 6-17
present the frequency maps for the three cases of lattice
(ideal 24-fold symmetry, 10% beta-beat, and 20% beta-
beat) for two values of the beam intensity — nominal and
PIP-II. The color in plots represents the betatron tune vari-
ation along the particle trajectory over 1000 turns (blue —
107, red — 107). The axes in the amplitude space are la-
belled in units of beam sigma.

One observes that in the ideal 24-periodic lattice the
half-integer stop band is not present and the dynamics is
well-behaved. The particle losses can probably be at-
tributed to the action of nonlinear coupling resonance 2Q,-
2Qy=n. As the perfect periodicity is ruined, the width of )2
resonance increases and it also starts to overlap with the
coupling resonance, considerably shrinking the stable mo-
tion area.

The dynamics of particles with energy offset (not
shown) exhibits a more pronounced effect of the half-inte-
ger resonance due to the impact of chromaticity. However,
in the present model the transverse space-charge kick was
not modulated by the longitudinal position in the bunch
and drawing conclusions from the off-momentum particle
results would be premature.
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Figure 3: Simulated evolution of normalized bunch inten-
sity over 10,000 turns for the nominal Booster parame-
ters. a) idealized 24-period lattice; b) 10% beta-beat lat-
tice; ¢) 20% beta-beat lattice.
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Figure 4: Simulated evolution of beam emittance over 10,
000 turns for the nominal Booster parameters. a) ideal-

ized 24-period lattice; b) 10% beta-beat lattice; c) 20%
beta-beat lattice.
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Figure 5: Simulated evolution of normalized bunch inten-
sity over 10,000 turns for the PIP-II scenario parameters.
a) idealized 24-period lattice; b) 10% beta-beat lattice; c)
20% beta-beat lattice.
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Figure 6: FMA in the amplitude space for the nominal pa-
rameters in idealized 24-period lattice.
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Figure 7: FMA in the tune space for the nominal parame-
ters in idealized 24-period lattice.
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Figure 8: FMA in the amplitude space for the nominal pa-
rameters in 10% beta-beat lattice.
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Figure 9: FMA in the amplitude tune space for the nomi-
nal parameters in 10% beta-beat lattice.

Figure 10: FMA in the amplitude space for the nominal
parameters in 20% beta-beat lattice.
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Figure 11: FMA in the tune space for the nominal param-

eters in 20% beta-beat lattice.
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Figure 12: FMA in the amplitude space for the PIP-II sce-
nario parameters in idealized 24-period lattice.
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Figure 13: FMA in the tune space for the PIP-II scenario
parameters in idealized 24-period lattice.

Figure 14: FMA in the amplitude space for the PIP-II sce-
nario parameters in 10% beta-beat lattice.

ISBN 978-3-95450-185-4
167



MOPRO034
Qv hooster_hheat1_120|ip_np19E10.3500_12 _3.0
L | 1 L L | 1 L
0.78F _— N B ] I
f v

| %'ﬁ_ ”
0.15 ] Q%

T T T T T T T T T
0.27 0.69

Figure 15: FMA in the tune space for the PIP-II scenario
parameters in 10% beta-beat lattice.
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Figure 16: FMA in the amplitude space for the PIP-II sce-
nario parameters in 20% beta-beat lattice.
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Figure 17: FMA in the tune space for the PIP-II scenario
parameters in 20% beta-beat lattice.
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SUMMARY

The employed model allows for very fast evaluation of
machine tuning options with known limitations (non-adap-
tive space-charge and the absence of synchrotron modula-
tion). The implementation of these features in Lifetrac is in
progress. In parallel, the MAD-X space-charge module is
being tested on the test cases discussed in this report.

The preliminary results indicate the importance of the
half-integer resonance as a limiting factor: at the beam in-
tensities exceeding 0.4x10" the core particles cross the
half-integer line, also the perfectly symmetrical 24-period
lattice allows for operation with the intensity of 0.66x10".
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Abstract

The Integrable Optics Test Accelerator (IOTA) is a re-
search machine currently being designed and built at Fermi-
lab. The research program includes the study of nonlinear
integrable lattices, beam dynamics with self fields, and opti-
cal stochastic cooling. One section of the ring will contain
an electron lens, a low-energy magnetized electron beam
overlapping with the circulating beam. The electron lens
can work as a nonlinear element, as an electron cooler, or
as a space-charge compensator. We describe the physical
principles, experiment design, and hardware implementation
plans for the IOTA electron lens.

INTRODUCTION

High-power accelerators and high-brightness beams are
needed in many areas of particle physics, such as the study
of neutrinos and of rare processes. The performance of these
accelerators is limited by tolerable losses, beam halo, space-
charge effects, instabilities, and other factors. Nonlinear
integrable optics, self-consistent or compensated dynamics
with self fields, and beam cooling beyond the present state of
the art are being studied to address these issues. Moreover,
nonlinearity, chaos, and the quest for integrability under con-
trolled experimental conditions sheds light on the behavior
of dynamical systems in general.

The Integrable Optics Test Accelerator (IOTA) is a re-
search storage ring with a circumference of 40 m being
built at Fermilab [1, 2]. Its main purposes are the practical
implementation of nonlinear integrable lattices in a real ma-
chine, the study of space-charge compensation in rings, and
a demonstration of optical stochastic cooling. IOTA is de-
signed to study single-particle linear and nonlinear dynamics
with pencil beams of 150-MeV electrons. For experiments
on space-charge dynamics, 2.5-MeV protons will be injected.

In accelerator physics, nonlinear integrable optics involves
a small number of special nonlinear focusing elements added
to the lattice of a conventional machine in order to generate
large tune spreads while preserving dynamic aperture [3].
This provides improved stability to perturbations and mit-
igation of collective instabilities through decoherence and
Landau damping.

One way to generate a nonlinear integrable lattice is with
specially segmented multipole magnets [3]. There are also

* Fermilab is operated by Fermi Research Alliance, LLC under Contract
No. DE-AC02-07CH11359 with the United States Department of Energy.
Report number: FERMILAB-CONF-16-244-AD-APC.

T Email: (stancari @fnal.gov).
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two concepts based on electron lenses [4]: (a) axially sym-
metric thin kicks with a specific amplitude dependence [5-7];
and (b) axially symmetric kicks in a thick lens at constant
amplitude function [8,9]. These concepts use the electro-
magnetic field generated by the electron beam distribution
to provide the desired nonlinear transverse kicks to the circu-
lating beam. In IOTA operations with protons, the electron
lens can also be used as an electron cooler [10] and as a
space-charge compensator [11-13].

In this paper, we summarize the functions of the electron
lens in IOTA and discuss current plans to build and test the
experimental apparatus.

ELECTRON LENS IN IOTA

In an electron lens, the electromagnetic field generated
by a pulsed, magnetically confined, low-energy electron
beam is used to actively manipulate the dynamics of the
circulating beam [14-16]. Electron lenses have a wide range
of applications [17-26]. In particular, they can be used
as nonlinear elements with tunable shape as a function of
betatron amplitude.

Nonlinear Integrable Optics

The goal of the nonlinear integrable optics experiments,
including the ones with electron lenses, is to achieve a large
tune spread, of the order of 0.25 or more, while preserv-
ing the dynamic aperture and lifetime of the circulating
beam. Experimentally, this will be observed by recording
the lifetime and turn-by-turn position of a low-intensity, low-
emittance 150-MeV circulating electron bunch, injected and
kicked to different betatron amplitudes, for different settings
of the nonlinear elements (magnets or electron lenses).

There are two concepts of electron lenses for nonlinear
integrable optics: thin radial kick of McMillan type and
thick axially-symmetric nonlinear lens in constant amplitude
function.

Thin Radial Kick of McMillan Type The integrabil-
ity of axially symmetric thin-lens kicks was studied in
1 dimension by McMillan [5, 6]. It was then extended to
2 dimensions [7] and used to improve the performance
of colliders [27]. To implement this concept, the elec-
tron lens has to have a specific current-density distribution:
j(r) = joa*/(r* + a*)?, where jj is the current density on
axis and a is a constant parameter (effective radius). More-
over, the betatron phase advance in the rest of the ring must
be near an odd multiple of 7r/2. In this scenario, the electron
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gun and magnetic transport system must be able to achieve
and preserve the desired current-density profile.

Axially Symmetric Kick in Constant Beta Function
The concept of axially symmetric thick-lens kicks relies
on a section of the ring with constant and equal amplitude
functions. This can be achieved with a solenoid. The same
solenoid magnetically confines the low-energy beam in the
electron lens. In this case, any axially symmetric electron-
lens current distribution generates two conserved quantities,
as long as the betatron phase advance in the rest of the ring
is an integer multiple of &r. At large electron beam currents
in the electron lens, the focusing of the electron beam itself
dominates over the solenoid focusing and can be the source
of the constant amplitude functions. This scenario favors
long solenoids, low beta functions, and it is insensitive to the
current-density distribution in the electron lens. Although in
IOTA the achievable tune spread is smaller in this case than
it is in the McMillan case, this scenario is more robust and
will probably be the first one to be studied experimentally,
using existing Gaussian or similar electron guns.

Electron Cooling

Electron cooling in IOTA would extend the range of avail-
able brightnesses for proton experiments with large self
fields. It would also provide a flow of neutral hydrogen
atoms through spontaneous recombination for beam diag-
nostics downstream of the electron lens. There are also
scientific questions related to nonlinearities and cooling that
can be investigated in IOTA, such as whether nonlinear inte-
grable optics allows cooled beams to exceed the limitations
of space-charge tune spreads and instabilities. Some of these
aspects were discussed in Ref. [10]. Electron cooling poses
strict requirements on the field quality in the main solenoid.

Space-Charge Compensation

Although space-charge compensation is commonly used
in linacs, its implementation in rings is still an active field
of research. Charge neutralization over the circumference
of the ring is usually not practical. Local compensation
schemes require high charge densities, which in turn can
cause beam scattering, distortions of the lattice, and beam-
plasma instabilities. Because an electron lens is based upon
magnetically confined electron beams, some of these effects
can be mitigated.

There are two ways an electron lens can be used as a
space-charge compensator. One relies on an electron gun
that generates the required charge distribution in transverse
space and in time, to reproduce the bunch shape of the cir-
culating beam [11]. In the other scheme, the so-called ‘elec-
tron column’, the electrons are generated by ionization of
the residual gas and trapped axially by electrodes and trans-
versely by the solenoidal field, in a configuration similar to a
Penning-Malmberg trap [12]. The electron gun and collector
are not necessary.

The physics of the interaction between circulating bunches
and electron plasma is still a very open field of research [28].
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However, the required gun, solenoid, and electrode param-
eters are similar to those of an electron lens, and therefore
theory and experiment can be studied in IOTA.

APPARATUS

Construction of IOTA is planned for 2016-2018, and the
electron lens should be ready for experiments at the time of
commissioning of the ring.

Several Tevatron components can be reused. The gun
and collector assemblies of the two Tevatron electron lenses
(TEL-1 and TEL-2) were removed from the accelerator tun-
nel and tested for ultra-high vacuum. Gun and collector
solenoid will be re-measured before final installation. Some
existing magnet and high-voltage power supplies from the
Tevatron are also available.

Convex thermionic dispenser cathodes for generating
Gaussian beams have been purchased. They will be used
for the thick nonlinear lens experiments. The design of the
McMillan electron gun is still in progress.

Whereas the existing gun and collector solenoids from
the Tevatron are adequate for IOTA, the toroidal bends and
the main solenoid need to be redesigned because of cost and
infrastructure (resistive solenoid in IOTA vs. superconduct-
ing solenoid in Tevatron) and because of the tight spaces for
components in the small ring.

Girders and supports for the electron lens and adjacent
components were designed. Manufacturing is almost com-
plete.

In the next few months, we plan to set up a test installation
in straight configuration (gun assembly, diagnostics, collec-
tor assembly) to check out the subsystems and test electron
beam diagnostics.

The total beam current will be measured at the collector.
A diagnostic cube with retractable devices will be installed
upstream of the collector to measure the current profile.

The beam tube inside the main solenoid will be instru-
mented with beam-position monitors and cylindrical pickup
electrodes, which can also be used for ion clearing and for
electrostatic confinement.

A recent overview of the apparatus was given in Ref. [29].

CONCLUSIONS

In the Fermilab Integrable Optics Test Accelerator, nonlin-
ear lenses, based on magnetically confined electron beams,
will be used for experimental tests of integrable transfer
maps, for electron cooling of protons, and for studies of
space-charge compensation.

The combination of these three functions and the limited
physical space make the design of the apparatus challenging,
but no major obstacles have been encountered so far. The
hardware (in part reused from previous experiments, in part
redesigned) will be assembled first in a straight test setup
and successively incorporated in the IOTA ring.

Several aspects are under study, such as the design of the
new McMillan electron gun and the development of experi-
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mental configurations, including the sensitivity of integrable
dynamics to imperfections.

Research on electron lenses is linked to several applica-
tions (collimation, beam-beam compensation, tune-spread
generation, ...) and it provides a flexible way to contribute
to the physics program of the Fermilab Accelerator Science
and Technology (FAST) facility.
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SPIN TRACKING OF POLARIZED PROTONS IN THE MAIN INJECTOR
AT FERMILAB*

M. Xiao', Fermilab, Batavia, IL 60565, USA
W. Lorenzon and C. Aldred, University of Michigan, Ann Arbor, MI 48109-1040,USA

Abstract

The Main Injector (MI) at Fermilab currently produces
high-intensity beams of protons at energies of 120 GeV
for a variety of physics experiments. Acceleration of
polarized protons in the MI would provide opportunities
for a rich spin physics program at Fermilab. To achieve
polarized proton beams in the Fermilab accelerator com-
plex, shown in Fig.1, detailed spin tracking simulations
with realistic parameters based on the existing facility are
required. This report presents studies at the MI using a
single 4-twist Siberian snake to determine the depolariz-
ing spin resonances for the relevant synchrotrons. Results
will be presented first for a perfect MI lattice, followed by
a lattice that includes the real MI imperfections, such as
the measured magnet field errors and quadrupole misa-
lignments. The tolerances of each of these factors in
maintaining polarization in the Main Injector will be
discussed.

INTRODUCTION

The Main Injector is a multi-purpose synchrotron [1]
which ramps up the proton beam from a kinetic energy
of 8 GeV to 120 GeV. It provides neutrino beams for
the MINOS, MINERvVA and NOvVA experiments, as
well as the future Long-Baseline Neutrino Facility and
Deep Underground Neutrino Experiment. It will also
provide muon beams for Fermilab's Muon g-2 and
Mu2e experiments. It delivers beam to the SeaQuest
fixed-target experiment and to a dedicated facility for
testing of detector technologies.

The acceleration of polarized protons in the MI was ini-
tially studied with the use of two superconducting helical
dipole Siberian snakes. However, in 2012 it was discov-
ered that there was no longer sufficient space in the MI to
place two Siberian snakes at opposite sides of the ring [2].
A solution using one 4-twist Helical Snake in the MI [3]
was found that seemed promising to provide polarized
proton beams to the experiments. Spin tracking studies in
the MI became necessary to reveal if it was possible or
not in practice to produce and maintain a polarized proton
beam in the Fermilab accelerators using single Siberian
snakes in the larger synchrotrons. This report presents
studies to determine the intrinsic spin resonance strengths
for the relevant synchrotrons using a perfect lattice. This
is followed by the implementation of various realistic
imperfections, such as magnet field errors and quadrupole
misalignments, into the MI lattice to study the tolerances
of closed orbit corrections in maintaining polarization. All

* Work supported by U.S.Department of Energy under the contract No.
DE-AC02-76CH03000 and the National Science Foundation under Grant
1505458

"meiqin@fnal.gov
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results presented here assume that the Siberian snake is a
point-like spin flipper. The simulation using a single 4-
twist helical dipole and its imperfection will be discussed

at a later stage.
Recycler Ring (above MI)

Polarized Source
Potarirmé RFQ's

'/I:l —— Sources

——Sie—x
‘\  gritching
8.9 GeV/e lagnet
Booster 400 MeV Linac
Pulsed Quads 7

T~—Partial Snake

@ma2z

- Spin Rotator
Ml Snake . &~

Polarimeters
=

RR Snake
S~

» @M306

Fast Uncalibrated and CNI
Polarimeters with H, Jet Target

120 GeV/c Main Injector .
£~ SeaQuest

Beamline CNI Polarimeter  Fast Polarimeter

Figure 1: Main Injector accelerator complex conceptual
layout showing equipment needed for polarized proton
beam (in blue).

SPIN DYNAMICS OF THE POLARIZED
PROTON

For a beam of particles, the polarization vector is de-
fined as the ensemble average of spin vectors. The evolu-
tion of the spin vector of a beam of polarized protons in
external magnetic fields is governed by the Thomas-BMT
equation [4]

B_< g <1+Gy>él+a+6)3/+(Gy+7>M} @)

dt m y+1 ¢
where the polarization vector S is expressed in the frame
that moves with the particle. B B and E// are the trans-
verse and longitudinal components of the magnetic fields
in the laboratory frame with respect to the velocity [5’(: of
the particle. The vector E stands for the electric field, G
is the anomalous gyromagnetic g-factor, and ymc’ is the
energy of the moving particle. In a pure magnetic field,
E =0.

In the SU(2) representation, the spin vector can be ex-
pressed with two-component spinor y = (y,,y,)" where
w,,\, are complex numbers. The conversion between
SU(2) and SO(3) is

S=y*éy (2.2)
where ¢ =(0,,0,,0,) are Pauli matrices. Due to the
unitarity of the spin vector, P=‘¢//1‘2 +|w, ?, P is the

polarization. P=1 for a single particle. In spinor notation,
the T-BMT equation can be written as
d i

*l//=—5(&-a3)t//

. (2.3)
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The rotation from 6, to &,is expressed by a unitary matrix
M as

—i(ii-o)?
lr//f=er//i=e Al//i (2.4)

where 71 is the rotation axis, ¢ is the spin rotation angle.
y, is the initial spin state, y ; is the final spin state.

SPIN TRACKING USING PTC

Tracking Code PTC

The Polymorphic Tracking Code (PTC) [5] written by
Etienne Forest is a library of Fortran90 data structures and
subroutines for integrating the equations of orbital and
spin motion for particles in modern accelerators and stor-
age rings. PTC implements the high energy physics lattic-
es and uses the “Fully Polymorphic Package”, FPP, as the
engine to do the Lie algebraic calculations. FPP imple-
ments Taylor maps (aka Truncated Power Series Algebra
or TPSA) and Lie algebraic operations, which allows it to
extract a Poincaré map from PTC. FPP also provides the
tools to analyze the resulting map. The most common and
important tool is the normal form: with this at hand, one
can compute tunes, lattice functions, and nonlinear exten-
sions of these and all other standard quantities of accel-
erator theory. Indeed, the combination of PTC and FPP
gives access to all of standard perturbation theory on
complicated accelerator lattice designs.

Normal Form for Spin on the Closed Orbit: n,

In PTC, spin is considered as a spectator, the closed or-
bit does not depend on spin. A map: T = (m, S), where m

is an orbital map and § is a spin matrix that depends on
the orbit. This map acts on a ray 7 and a spin vector § as

I(z,5)=(m(2),5(2)s) (3.D
The matrix for the spin is evaluated at Z and multiplies
onto the vector 5 . If a beam line #1 is followed by beam
line #2, the spin map for the full beam line is then given
by

T,oT, =(m,,S,)o(m,,S,)

=(m,om;,S,omS,) (3.2)

The matrix S, o m, S, is simply the product of S,S, where
S,(2) is evaluated at Z = m, (Z) with

Z=(X,p,, ¥, P,>Z5,Z¢)- I the map is a one-turn map
around the closed orbit at some position s whose coordi-
nates will be 0 = (0,0,---,0) , without loss of generality, it
is straight forward to raise 7 to a power

T5(0,5) = (0,8 (0)5)- This simply reflects the fact that on

the closed orbit, the matrix S for the spin is a constant
matrix turn after turn. This matrix is a rotation and thus
contains an invariant direction denoted as7,. We have
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SS" (6);7() =i, - Now at some arbitrary position s, the ma-
trix §(0)can be expressed in terms of ﬁo and its rotation
angle 6, around 71, :

S*(0) = exp(k,i, - L) (3.3)
The matrices L, are the usual generator of rotations obey-

ing the commutation relations of the rotation group:

[L,,L,]=¢,L, (3.4)
They are
00 0 0 0 1 0 -10
L=l0 0 -1| L=[0o 00| L=[1 0 0| @35
01 0 -1 00 0 0 0

where € = -1 is chosen in the FPP package. L, are re-
ferred to as L. most of the time. Fig. 2 gives a pictorial
view of the algorithms of PTC. The red dot represents a
ray moving in the “real world.” The blue dots represent
the spin.

Figure 2: Pictorial view of the algorithms of PTC.

The Nonlinear Normal Form for the Invariant
Spin Field (ISF): n(z)

The invariant spin field (ISF) [6] was introduced by
Barber and his collaborator as follows: there exists a

vectori(zZ,s), a 3—vector field of unit length obeying the
T-BMT equation along particle orbits (z(s);s) and ful-
filling the periodicity conditionji(z, s+ C) = ii(Z,s)

where C is the circumference. Thus

n(m(z,s);s + C)=n(m(z,s);s)

=8,,(Z;5)n(z;s) or Sn=nom (3.6)

wherem(Z;s) is the new phase space vector after one
turn starting at Z and s and S, ;(Z;s) is the corresponding

spin transfer matrix. This equation states that a vector
7i(z) whose transformation is under the spin matrix §(z)

is the same as its transformation under the map 7 (z;s).

This equation can be easily applied to ﬁo since it is a
constant under the application of §(G) and the closed orbit

is by the definition a constant, i.e. 7(0)= 0. For an arbi-
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trary Z , Eq. (3.6) implies that if we follow 7(Z,s) after k
turns, the answer is simply 7 o m"* . Thus the Fourier

spectrum of 7 o m"* will not contain the spin frequency.
This object behaves as if spin motion did not exist. If
viewed as a vector field, the entire three dimensional field
n(Z,s) is left invariant under the action of the full spin-

orbital map 7. Obviously, if a particle at coordinate
Z=(x,p,, ¥, D,,25,2¢) Starts with a spin slightly differ-

ent fromji(Z,s), the actual spin will move around the axis
7i(Z,s) and its spectrum will contain the spin tune as well

as the orbital tunes. The chief aspects of the ISF are that:
1) For a turn—to—turn invariant particle distribution in
phase space, a distribution of spins initially aligned along
the ISF remains invariant (in equilibrium) from turn—to—
turn, 2) For integrable orbital motion and away from
orbital resonances, the ISF determines the maximum
attainable time averaged polarization

B, =i, ) (3.7)
on a phase space torus at each s, where () denotes the

average over the orbital phases, 3) Under appropriate
conditions, ; =;.§ is an adiabatic invariant while sys-

tem parameters such as the reference energy are slowly
varied.

SPIN TRACKING IN THE MI

The beam in the MI is injected at M306 (see Fig. 1)
from the Recycler Ring at an energy of 8 GeV, and accel-
erated to 120 GeV from 0.413 seconds to 1.08 seconds,
then slow spilled for another 0.5 seconds to the extraction
Septum at M522 to the fixed target experiment. The Sibe-
rian snake would be placed at M222, a straight section
with a more than 10 m long drift space, opposite of the
ring to M522. For the purpose of spin tracking in the MI,
a special module called z fnal meiqin.f90 was written
and added into the PTC library. It handles the acceleration
of the proton beam through the y-transition from a kinetic
energy of 8 GeV at injection to the flat-top of 120 GeV
(y=9.528 to 128.93). Based on the MI ideal lattice, the
transition energy v is 21.619 at a time of 0.568 seconds
after injection, as calculated by PTC. Furthermore, the
real 21Cycle tables of the acceleration rate, the tunes and
the chromaticity changes during the ramp, were also im-
plemented in the module. There are 20 RF cavities in the
MI for acceleration. They altogether are treated as one
thin element at the end of the cavity section in PTC. The
RF phase is 23.189° before the transition and (n-23.189°)
right after the transition. The beam can be assigned by
95% of normalized emittance in the transverse planes and
momentum deviations (Ap/p) in the longitudinal plane.
Longitudinal emittance will then be calculated in the
module.

With the help of Etienne Forest, a code in Fortran90,
named fnal_injector accelerate.f90, was written to do the
orbit-spin tracking in the MI. We started with the flat
output file of the latest MAD lattice of the Main Injector
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ring. The input file of the MAD lattice file was translated
with Bmad [7] developed by David Sagan, Cornell Uni-
versity. Dave Sagan implemented the PTC/FPP library of
Etienne Forest into his Bmad code. Therefore, they built
up an interface between Bmad and PTC. MAD, Bmad and
PTC agree to within machine precision.

After the orbit and spin were tracked for the first turn,
the One-Turn-Map for both orbital and spin was obtained.
Then the normal form for spin on the closed orbit: 7,

was calculated, which actually is the Invariant Spin Field
(ISF) on the closed orbit. Then, the spin polarizations of
all particles at injection are chosen to be aligned withz,,.

A numerical computation of the ISF by stroboscopic
average is compared with an evaluation of the normal
form ISF of a single particle, and was found that there is
very little difference between these two results.

Tracking with an Ideal Lattice

Multi-particle tracking was done first by sending 128
particles uniformly distributed (called “flat distribution”
here) in vertical and longitudinal phase space, as seen in
Fig. 3. These 128 particles represent the beam. Using
these results, the average polarization for different beam

distributions can be calculated by integration as follows:
128

1 -
Pave = Z p(gl s 82 )SiAglAgz (41)
0,0, =
y_.py Pt-t

\\

Figure 3: Particles distributed in the phase space.

For a Gaussian distribution,

1
ple,e,) = ——e el (4.2)
81‘92
Then,
1 8 -
e = —— Y. e Ve S Ag A, (4.3)

0-10-2 i=1
First, the particles were tracked with no snake. Fig. 4
presents the results of the average polarization. The x-axis
isy=1%; ,E, =0.938GelV , and y-axis is the Polariza-

tion, “1” represents 100% polarization aligned with ﬁo,

the Invariant Spin Field on the closed orbit. The black
line is the result of the initial beam with uniform distribu-
tion (Flat), and the red line represents the result of the
initial beam with Gaussian distribution (cut at 66). Both
cases show that polarization will be lost soon after the
beginning of the acceleration.
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The particles were then tracked with a single snake
placed in the ring. The snake is represented by a point-
like spin flipper. Fig. 5 presents the average polarization
of particles with 14 mmm-mrad (top panel) and 20
amm-mrad (bottom panel) in vertical phase space, re-
spectively. The momentum spread in both simulations is
1.25E-3. Polarization can be preserved at more than 90%
at the end of the acceleration for most phase space distri-
butions, except for the “Flat” distribution, which ends up
at 88.8%. Similar results of average polarization were
obtained for particles with 20 Tmm-mrad in vertical phase
space and momentum spread of 1.25E-3. The simulations
show that the strongest resonance happens at y=119.69
(Gy=215), resulting in a big loss of polarization at the
resonance, which however recovers in most cases. All the
resonances here refer to the intrinsic spin resonances.

Mo Snake,

1.0+, 14 7 mm-mrad, Ap/p=1.25E-3
—— Flat

0.8 H

0.6

Gaussian 60 cut

Polarization

Figure 4: Spin tracking with no snake in the ring for
beams with different distributions in phase space.
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Figure 5: Spin tracking in an ideal MI lattice, using a
point-like snake to flip the spin. Top panel: the emittance
of the beam is 14 mmm.mrad. Bottom panel: the emittance
of the beam is 20 mmm.mrad. The distributions in phase
space are flat, Gaussian with 36 or 6 cut in y (vertical
plane) and in time (longitudinal plane).

ISBN 978-3-95450-185-4
176

Proceedings of HB2016, Malmo, Sweden

Tracking with a Realistic Lattice

The measured field errors [8] and the misalignment da-
ta of all the magnets in the MI ring have been implement-
ed into the MI lattice. PTC reads the survey coordinates
and uses its pointer and patch functions to place each
magnet into its actual position in the ring. This includes
all the misalignment information, such as the shifts in x, y
and z, as well as the roll and pitch angles.

The closed orbit of the MI at injection before correction
due to the magnetic field errors and misalignment is
shown in Fig.6

Closed orbit before orbit correction
( x - orange and y - blue)

closed orbit excursion (m)

Ml ring distance {m) started from ME05

Figure 6: Closed orbit before correction.

= Corrected orbit

o4 Differences

Horizontal plane
om

0.01 ¢ 500 1000 1500 2000 2500 3000 3500

o0

orbit excursion,
meters

meters

001 © 500 1000 1500 2000 2500 3000 1500

orbit excursion,
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Figure 7: Closed orbit after correction.

The orbit correction program for MI operation is able to
correct the orbit to its desired orbit in RMS differences of
0.18 mm and 0.15 mm in the horizontal and vertical
planes, respectively. PTC takes the beam position monitor
(BPM) readings of the machine corrected orbit as the
desired orbit, and corrects the closed orbit to it with al-
most no difference, seen in Fig. 7.

Spin tracking in PTC was performed after various orbit
corrections have been applied. Just as in tracking with an
idea lattice, PTC adjusts the tunes and chromaticities
after the orbit corrections, and also during the ramp ac-
cording to the ramp table of the MI operation 21 Cycler,
the event for beams to SeaQuest experiment. 256 particles
uniformly distributed on the vertical phase space with an
emittance of 20 tmm-mrad and on the longitudinal phase
space with a momentum spread Ap/p = 1.25x10” were
tracked. Fig. 8 presents the results. The x-axis is Gy, with
G=1.793 for protons, and y the energy. The blue line
represents the polarization for a beam with a flat particle
distribution, while the orange line for a beam with a
Gaussian distribution 66 Cut. The final average polariza-
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tion remains at 85.2% for the flat distribution, and at
88.1% for the Gaussian distribution 66 Cut. This presents
the best results that the MI can achieve for closed orbit
corrections.

mW’"‘"‘fﬁ*ﬁ;‘fﬁ"*”}‘*.‘f‘”lwww"‘"‘f“"“

Orbit correction |
RMS errors:
0.19mm, 0.15mm
S Flat
Gaussian 6o cut

Polarization

Gy

Figure 8: Average polarization after PTC corrected the
closed orbit to the BPM readings. The RMS values of the
differences are almost zero. Note that the RMS values of
the difference between the BPM readings and the MI
desired positions are 0.19 mm in the horizontal and 0.15
mm in the vertical plane. Final polarization is 85.2% for
the flat distribution and 88.1% for the Gaussian distribu-
tion 6¢ cut.

The base tune of the MI is 26.425 in the horizontal
plane and the 25.415 in the vertical plane. The spin depo-
larizing resonances occur when Gy= mP=+v,, where P is
the periodicity of the lattice, and v, is the vertical tune
with v,=25.415. In the presence of magnetic field errors,
periodicity is broken, P=1. Therefore, the most imperfect
resonances occur for integers closest to £v,. The tracking
results show that the most imperfect resonances happen at
Gy=59, 94, 95, 146, 206, 209, which is near to M v,
M=2, 4, 6, 8. The strongest resonance in this case is at
Gy=209.

To see the effect of vertical orbit errors on the polariza-
tions, we let PTC correct the closed orbit to the MI de-
sired orbit with slightly larger RMS errors. Fig. 9 presents
the results for three different cases. In the top panel, the
correction of the RMS error is 0.19 mm in the horizontal
and 0.21 mm in the vertical planes. Not only do the depo-
larization resonances shown in Fig. 8 get stronger, but the
two moderate resonances near Gy=125 combined into one
stronger resonance. Similarly, this also happened for
resonance near Gy=150 and 175. In the middle panel, the
polarization is lost completely at Gy=90 when PTC cor-
rected the closed orbit to the MI desired orbit for RMS
errors of 0.27 mm in the horizontal plane and 0.28 mm
in the vertical plane. At Gy=89.6, the average polarization
drops below 70%. In the bottom panel, RMS errors of
0.43 mm in the horizontal plane and 0.45 mm in the
vertical plane lead to strong imperfect resonance near
Gy=59 and 58.4, resulting in complete loss of polariza-
tion.

CONCLUSIONS

Spin tracking of polarized protons in the Main Injector
has been carried out for a “realistic” lattice that includes
measured magnet field errors and misalignment survey
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Figure 9: Average polarization for PTC closed orbit cor-
rections to the desired orbit for various RMS values.

data, as well as various degrees of orbit corrections that
demonstrate the requirements that are needed to preserve
significant polarization in the Main Injector. The simula-
tions have shown that the polarization in the Main Injec-
tor is very sensitive to the excursions of the closed orbit.
RMS deviations between the corrected orbit and the de-
sired orbit should not be larger than 0.2 mm in both the
horizontal and the vertical planes. The present MI orbit
correction program can get closed orbit corrected to the
desired orbit with RMS excursions of 0.18mm in the
horizontal plane and 0.15mm in vertical plane. The final
polarizations in the MI after ramping the energy up to 120
GeV can be kept at 85.2% for a flat beam distribution and
88.1% for a Gaussian beam distribution a 66 cut using a
point-like snake (flip-spin).

Implementation of a full-size 4-twist helical dipole in-
stead of a point-like snake has started. PTC has success-
fully performed Symplectic integration through a specific
4-twist helical dipole configuration at various energies.
Spin tracking studies of polarized protons in the Booster,
as well as in the transfer lines are underway. This will
allow to confirm whether polarized protons can be pro-
duced and maintained in the Fermilab accelerator com-
plex using single Siberian snakes in the larger synchro-
trons.
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THE DESIR FACILITY AT GANIL-SPIRAL2: THE TRANSFER BEAM
LINES

L. Perrot, P. Blache, S. Rousselot, Université Paris-Saclay, Université Paris Sud, CNRS-IN2P3-
IPN, Orsay, France

Abstract

The new ISOL facility SPIRAL2 is currently being
built at GANIL, Caen France. The commissioning of the
accelerator is in progress since 2015. SPIRAL2 will
produce a large number of new radioactive ion beams
(RIB) at high intensities. In 2019, the DESIR facility will
receive beams from the upgraded SPIRALI facility of
GANIL (stable beam and target fragmentation), from the
S3 Low Energy Branch (fusion-evaporation and deep-
inelastic reactions). In order to deliver the RIB to the
experimental set-ups installed in the DESIR hall; 110
meters of beam line are studied since 2014. This paper
will focus on the recent studies which have been done on
these transfer lines: beam optics and errors calculations,
quadrupoles, diagnostics and mechanical designs.

THE DESIR FACILITY WITHIN THE
SPIRAL2 PROJECT

SPIRAL?2 is a major extension project of the GANIL
facility in Caen, France dedicated to the production of
heavy ion beams at high intensities and of very exotic
nuclides. With SPIRAL2, the French and International
communities will make decisive steps in the
understanding of the atomic nucleus and of the
nucleosynthesis processes occurring in astrophysics. The
collection of nuclear data will help preparing the next
generation of nuclear reactors and the production of new
isotopes suitable to nuclear medicine will be investigated.
In addition, a high intensity fast neutron source will open
new research domains in material science [1]. The
SPIRAL2 facility will produce a large number of new
radioactive ion beams (RIB) at high intensity. These
beams will be produced using a new linear accelerator
that will deliver deuterons up to 40MeV at SmA intensity,
protons up to 33MeV at SmA and ions with A/Q=3 up to
14.5MeV/u at ImA (see Fig. 1) [2].

* Work supported by the French research agency (ANR), through the
program “Investissements d’Avenir”, EQUIPEX Contract number ANR-
11-EQPX-0012
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Up to 1mA

Figure 1: Scheme of the SPIRAL2 facility.

The DESIR (Decay, Excitation and Storage of
Radioactive Ions) facility will receive beams delivered by
the S3-LEB (Low Energy Branch of the new Super
Separator Spectrometer) of SPIRAL2 [3]. Nuclides will
be produced in fusion-evaporation, transfer and deep-
inelastic reactions, and will notably consist in refractory
elements. Finally, RIB produced in the fragmentation of
high-intensity heavy ions and/or thick targets at the
upgraded SPIRAL!L facility will also be available at
DESIR [4]. The Steering comity of the SPIRAL2 project
promote the phase 1+ witch include the DESIR facility
with its transfer beam line coming from S3 and SPIRALI.

Nuclear physics as well as fundamental weak-
interaction physics and astrophysics questions will be
addressed by means of laser spectroscopy, decay studies,
mass spectrometry and complementary trap-assisted
measurements. Experience at other ISOL facilities
evidences that ion beams with a high degree of purity are
required to push experiments towards the limits of nuclear
stability [5, 6, 7].

GENERAL PRINCIPLES FOR DESIGN

The DESIR facility consists to a 1500 m2 experimental
hall and 97m of upstream and interconnected beam lines.
Along these lines, a RFQ-Cooler [8] and a High
Resolution Separator (HRS) [9] will be in charge to
provide a reduction of the emittance and high purification
of the beams coming from S3-LEB and SPIRALI1 (see
Fig. 2). The RFQ-Cooler will be located just before the
HRS. Beam coming from S3-LEB or SPIRAL1 will can
be injected in this branch or by-passed for direct injection
up to the DESIR hall according physics experimental
requirements. Experimental set-ups will be located in the
large hall (see Fig. 2).
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Figure 2: Scheme of the transfer beam line, S3-LEB and
SPIRALI up to DESIR experimental hall. Designs of the
building are not yet fully fixed.

Beam lines in DESIR experimental area, RFQ/HRS and
SPIRALI lines will be at -1.75m underground. Beam line
coming from S3-LEB will be at -8.5m ground. 3 various
types of deviation must be designed: vertical (90°), and 2
in the horizontal plane (45° and 10°).

The building studies are actually under way. The final
and optimal solution taking into account of all aspects
will be delivered soon. The public enquiry will start in
2017, then building before making available for
installation in 2019.

OPTIC CONCEPTION OF THE
TRANSFER LINES

Nominal Beam Dynamic

Lines have been design in order to accept maximum
beam energy to 60 keV and transverse geometric
emittance to 80 m.mm.mrad. Only singly-charged ions
will be transported, for which electrostatic optical devices
are better suited [10, 11].

Careful studies of the beam dynamics were performed
using the CEA TraceWin code [12]. This code allows to
run large and close to real condition simulations, to use
field maps of optical elements, to perform diagnostics
location optimizations, errors studies, corrections and
feed-backs [13].

Making use of the knowledge and long experience on
electrostatic devices [14, 15], we have studied and
designed all optics elements with respect to the maximum
beam emittance and energy. Electrostatics devices like
quadrupoles, steerers and deflectors have been studied
using the Opera-3D simulation tool [16]. Then, calculated
field maps were used and compared directly in the
TraceWin simulations of the entire transfer beam line.

Figure 3 shows the RMS transverse beam envelops
along the transfer line linking the S3-LEB to the entrance
of DESIR experimental hall. We can observe a good

ISBN 978-3-95450-185-4
180

Proceedings of HB2016, Malmo, Sweden

agreement between the two calculations using pure and
field maps for the optical elements.

Perfect elements

15 — Real objects

Y RMS Beam (mm) X RMS Beam (mm)

0 5 10 15 20 25 30 35 40
Paosition (m)

Figure 3: RMS transverse beam envelops along the 45m
long transfer line linking the S3-LEB to the entrance of
DESIR experimental hall. Black curves calculation using
pure optical elements, red curves calculation using real
field maps for optical elements.

Figure 4 shows the transverse beam distributions at the
end of the line (the entrance of DESIR experimental hall).
Calculated emittance growth is lower than 10% and
transmission is better than 99.9%.

X (mm} - X’ (mrad} Y (mmj} - Y' (mrad)

Figure 4: Calculated transverse beam emittances at the
end of the line (the entrance of DESIR experimental hall)
using field-maps for the optical elements.

Same calculations and methodology were taken for
each beam lines. Nominal parameters are already defined.
For a 60keV mono-energetic beam, maximum potential in
the quadrupoles will be 3200V and 7880V in deflectors.
We will use quadrupoles with aperture to D=100mm,
length to 175mm with a circular shaping with R=57.5mm
(reduce cost compare to hyperbolic shape). Two grounded
rings will be 2mm thick, 100mm in aperture located at
27.5mm to the electrodes. Deflector radius will be
p=400mm, aperture a=50mm, electrode height h=100mm,
Pole face will be toroidal shape with radius to 335mm in
order to have an optimized focus. 45° bending is obtained
with 37° angular aperture and 90° bending is obtained
with 83° angular aperture. Horizontal and vertical orbit
correctors will be located at the same longitudinal
position. Electrodes will be set at maximum potential to
+300Volts (see next section for explanation). Electrodes
gap will be 100mm, Length to 100mm and width to
80mm with additional longitudinal shimming.
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Errors Calculation

Quadrupoles, steerers and deflectors alignments have to
be better than 0.1mm, field stability precision better to
1%, rotation better to +0.1°. Diagnostics position must be
better than +0.5mm and beam sizes measurements
precision must be lower than £0.5mm.

With these real conditions, we make errors calculations
on beam lines in order to ensure that our structures are
stables and adjustable. It can be also use to define
working range and precisions of the electric alimentation
for optical elements.

For each line, we made 500 errors calculation by apply
random and homogeneous errors to each element and
primary beam. New lines parameters are recalculated for
each case. Therefore, we obtain value set for each
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the characteristics obtained at the end of the 45m long
transfer line between S3-LEB and the DESIR hall.

Table 1: Calculated errors of the positions and sizes for
the 60keV mono-energetic beam at the end of the 45m
long transfer line from S3-LEB up to DESIR hall.

Mean RMS

_ ., X(mm) 0.0 0.2
2 & X (mrad) 0.0 0.3
'—g § Y (mm) 0.0 0.3
Y’ (mrad) 0.0 0.3

X (mm) 2.9 0.7

«® § X’ (mrad) 4.7 0.2
25 Y (mm) 2.9 0.1
Y’ (mrad) 4.7 0.2

individual optical elements (see Figs. 5 and 6).
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Figure 5: Examples of potentials distribution obtain for
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Figure 6: Examples of potentials distribution obtain for

two steerers for the 500 calculations.

For each optical element, we determine the mean, the
RMS, maximum and minimum values. A general criterion
of the beam optic correction scheme can be the mean of
the difference between the maximum and the minimum
value divided by the average value for each quadruple.
More this mean is small; more the beam line is stable. In
our case, this value is close to 15%. For the beam
alignment, our criterion is the mean of the difference
between the maximum and minimum steerer by steerer. In
our case, this value is close or lower than 150V.
Therefore, we see that we have sufficient margin for the
+300Volts steerer alimentations.

We have also study the beam characteristics at the end
of the lines. For each errors calculations, transverses
positions and sizes are known and can be compared with
the nominal properties. As an example we give in Table 1
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Using these errors conditions, the beam stability in the
lines is estimated to be less than 1mm at 3RMS (orbit and
size) and 2.1mrad for the transverses divergences sizes
which is satisfying for our case.

MECHANICAL CONCEPTION

According beam process specifications we have already
done the full transfer beam line integration. Coordination
system and mechanical standards definition is done by the
SPIRAL2 Phasel+ system group. IPN Orsay is in charge
to make the complete mechanical conception up to 2D
detail drawings of optics devices, diagnostics boxes,
bellows, pipes, supports, frames.

Figure 7 shows the mechanical design of the
electrostatic quadrupole, steerer vertical and horizontal.

Figure 7: 3D design of the electrostatic quadrupole (left
picture) and steerer (right picture) inside the vacuum
chambers.

Vacuum chamber of quadrupole and steerer will be
identical and machining with the same technic. Blocks
will be assembling in order to form quadrupole doublet or
triplet with a vertical and horizontal steerer. The mounting
procedure has already been validated in through a
prototype made in 2014. The prototype is in operation at
CEN Bordeaux-Gradignan laboratory and connect to a
R&D experimental device dedicated to DESIR.
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Figure 8 shows the mechanical design of the
electrostatic beam deflectors to 45° and 90° bending
angles.

Figure 8: 3D design of the electrostatic beam deflectors
45° (left picture) and 90° (right picture) bending angles.

According the various paths of the beam in the transfer
lines, we have design the 45° deflector in order to have
the possibility to remove the electrodes to the line. Design
is carefully study in order to obtain an excellent
reproducibility of positioning.

Figure 9 shows example of a diagnostic box conception
with 3 diagnostics which can be inserted in the beam line.

Proceedings of HB2016, Malmo, Sweden

Figure 9: Diagnostic box conception with 3 diagnostics
insertion (secondary emission profiler, low intensity
profiler, faraday cup) and turbo-molecular pump.

The full integration takes into account of various
parameters like building constraints, implantation of crate
and electronics in the frame, GANIL mechanical
standards, vacuum systems, installation and maintenance
methodology, free space under the line, safety and
security rules (see Fig. 10).

Figure 10: 3D view of the transfer line for the DESIR project.

CONCLUSION

We have presented here an introduction of the DESIR
project. DESIR will be a new and extended experimental
area dedicated to the study of the fundamental properties
of new exotic radioactive nuclides to be produced at
SPIRAL2-GANIL. This paper is focused on the long
beam transfer lines which will connect the different
production sites to the DESIR experimental hall. Low
energy beams will be delivered by the Low Energy
Branch of the new Super Separator Spectrometer (S3-
LEB) and the upgraded SPIRALI facility.

ISBN 978-3-95450-185-4
182

Special care must be taken about focalization devices,
deflectors, kicker benders and orbit correctors in
combination with beam diagnostic measurements in order
to minimize the overall cost of the beam lines and to
optimize their tuning. This process has started in 2013. A
prototype quadrupole structure has been manufactured.
The set-up already operates properly at CENBG since
2015. It will offer the possibility to validate the machining
choices and to have feed-backs with the beam dynamic
calculations. We have already done some modifications
which have been illustrated. All systems of the lines are
integrated in the transfer line. The preliminary design
review points few small modifications. Details studies are
under way. According the collaboration between GANIL
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and FAIR, building of series will start at the beginning of
2017.

Same methodology of studies will be taken in the
DESIR experimental hall. Physics requirements for each
experimental set-ups are not yet well defined. Installation
of the sub-section beam line up to experimental set-ups
will be phase in time.
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STATUS OF THE BEAM DYNAMICS DESIGN
OF THE NEW POST-STRIPPER DTL FOR GSI - FAIR

A.RubinT, D. Daehn, X. Du, L. Groening, M.S. Kaiser, S. Mickat, GSI, Darmstadt, Germany

Abstract

The GSI UNILAC has served as injector for all ion
species since 40 years. Its 108 MHz Alvarez DTL provid-
ing acceleration from 1.4 MeV/u to 11.4 MeV/u has suf-
fered from material fatigue and has to be replaced by a
new section [1]. The design of the new post-stripper DTL
is now under development in GSI. An optimized drift tube
shape increases the shunt impedance and varying stem
orientations mitigate parasitic rf-modes [2]. This contribu-
tion is on the beam dynamics layout.

INTRODUCTION

The existing UNIversal Linear ACcelerator UNILAC
at GSI (Fig. 1) serves as injector for the Facility for Anti-
proton and Ion Research (FAIR), which is under con-
structing now at GSI [3]. The UNILAC will provide all
primary ions but protons.

=115m «osssm/,él[
—7
a

HLI (ECR, RFQ, IH) . .
108 MHz Foil|Stripper o

Mucis,
MEWAS 4Bt

@ / HSI (RFQH1,H2) ",""—-"'* Poststripper (Alvarez, Cav.)
= “r-—{nzraaaa J:h
EE | T

36 MHz

108 MHz

\
Gas Stripper 11.4 MeViu

PIG | 1.4 MeViu

2.2 keViu

120 keV/u

Figure 1: The UNIversal Linear ACcelerator (UNILAC)
at GSL

Due to the FAIR [4] requirements the UNILAC needs
a considerable upgrade in nearest future. The existing
post-stripper DTL suffered considerably from material
fatigue during the last four decades and the amount of
resources required for its maintenance increases continu-
ously [5]. Replacement by a completely new DTL is due.
The beam design parameters of the upgraded UNILAC
are listed in Tab. 1.

Table 1: Parameters of the Upgraded UNILAC

Ton A/q <85
Beam Current 1.76 A/q mA
Input Beam Energy 1.4 MeV/u
Output Beam Energy 3-11.7 MeV/u
Beam Pulse Length 200us
Beam Repetition Rate 10 Hz

Rf Frequency 108.408 MHz
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BEAM DYNAMICS SIMULATIONS FOR
THE 13T ALVAREZ TANK

Beam dynamics simulations for the new post-stripper
DTL were done for 2*U**" using the TraceWin code [6].
The behaviour of the beam in the proposed structure was
investigated for different zero current phase advances, as
without current, as for the current of 15 mA. Input rms
emittances were chosen as E=E,=0.175mm-mrad
(norm.), E,=16.57deg-MeV. Periodic solutions were found
for each case. The smallest transverse emittance growth
along the 1% tank Al (15mA) was obtained for a zero
current phase advance ky of 55°-90°. It confirms results of
the measurements in frame of the HIPPI experiments
[7,8]. The initial zero current phase advances k, of 65°-
90° also correspond to the stability areas of the Hofmann
stability chart (Fig. 2).

initial initial
70° < kx0 < 90° 40° < kx0 < 50°
l_‘_\ l_lﬁ TraceWin - CEA/DSM/Irfu/SACM

(uueLJoH) 3BUBLIXD JO 3181 [IMOID

ke / kx

Figure 2: Initial zero current phase advances at Hofmann
stability chart for the 1* tank of the new Alvarez-DTL.

Concerning the electric and magnetic field models the
following cases for tank Al were studied:

- "hard edge" model for E-field and B-field with identical
quadrupoles in each drift tube (effective length of 96mm);
- 3D field maps for E-field, analytical field model for B-
field with identical quadrupoles;

- 3D field maps for E-field and B-field with identical
quadrupoles;

- "hard edge" model for E-field and B-field with three
groups of quadrupoles (effective lengths 96 mm, 122 mm
and 140 mm);

- 3D field maps for E-field, analytical field model for B-
field with three groups of quadrupoles as above.

T a.rubin@gsi.de
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Beam dynamics simulations were done for k= 65° and
for I=15 mA. The results of simulations of all cases are
basically identical (Fig. 3-4). The transverse rms emit-
tance growth for Al is up to 3%, longitudinally it is about
2% (Fig. 5).

TraceWin - CEA/DSM/Irfu/SACM

Position (m)

Figure 3: Transverse envelopes along Al.
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Figure 4: Input (top) and output (bottom) particle distribu-
tions for Al.
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Figure 5: Transverse rms emittance along new tank Al.

GENERAL MODEL OF THE INTERTANK
SECTION

The intertank sections for the presented design consist
of quadrupoles, a phase probe, a current transformer, a
valve, a profile grid, and a buncher. The layout is not
finalized yet but the installation length is close to 1m. The
recent design is shown in Fig. 6. The three quadrupoles,
two of an effective length of 96 mm are assigned to the
half drift tubes (Q1,3), are positioned to keep strict perio-
dicity. The middle one (Q2) should have approximatelly
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25% more of effective length. The distances between the
quadrupole centers are about 50 cm. A re-buncher with
0.4-0.7MV is placed behind the 2™ quadrupole.

valve

phase probe

profile grid

A

Im

Figure 6: Design of the 1¥ intertank section.

BEAM DYNAMICS SIMULATIONS FOR
THE COMPLETE ALVAREZ DTL

Beam dynamics simulation along the complete Alvarez
DTL was done for the transverse zero current phase ad-
vance ko of 65° for each tank. The intertank sections
allow for a matched transition. The layout is basically the
same for all intertank sections, except the total length.

Regarding the periodic solution the following set-
tings are proposed for the DTL: Al - 55 cells, A2 - 45
cells, A3 - 37 cells, A4 - 33 cells, A5 - 18 cells. The re-
buncher voltage is fixed at 0.5 MV for all intertank sec-
tions. The intertank quadrupole gradients were found
separately. The gradients of the 1*' and the 3" quadrupole-
in each intertank section vary from 31 T/m to 45 T/m, the
2" ones are about 65 T/m. The transverse and longitudi-
nal envelopes along the whole Alvarez DTL are shown on
Fig. 7.

MeV/u: 1.4 3.3 5.4 7.6 9.8 1.4

TraceWin - CEDSW M/ SAQH

Figure 7: Transverse and longitudinal envelopes along the
complete Alvarez DTL.
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Output particle distributions are compact (Fig. 8) and can
be easily matched to the following structures. The tran-
verse emittance growth is about 4%, longitudinal - it is
about 1.5% along the whole DTL (Fig. 9).
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Figure 8: Output particle distribution behind the complete
DTL.
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Figure 9: Transverse (top) and longitudinal (bottom) emit-
tance along the new Alvarez DTL.

ALVAREZ DTL FOR TRANSPORT OF
LOW ENERGY BEAMS

Simultaneously to the FAIR injector function, the
UNILAC serves established GSI experiments requiring
beam energies (nuclear-, biophxsics, material research)
close to the Coulomb barrier, i.e. it provides energies in
the range from about 3.0 MeV/u up to 11.7 MeV/u. For
the low energy operation the rf-power of the downstream
tanks is switched off starting from behind. The intertank
bunchers are used then to maintain a reasonable bunch
length up to the DTL exit. In comparison to the FAIR
requirements the established UNILAC experiments re-
quire lower beam current but higher duty cycles.
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Figure 10 illustrates the scenario with rf-power off for
A2-AS. Low energy / low current beams are delivered to
the exit of the DTL preserving short bunch length. Only
2.5% of the particles are outside +45° behind the DTL.
Shortening the 2™ tank will reduce this amount to zero.
The bunchers' voltage range from 0.4 MV to 0.7 MV.
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Figure 10: Transverse and longitudinal envelopes along
the whole Alvarez DTL (top) and output particle distribu-
tion (bottom); rf-power is off for A2 - AS.
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P0=2.098 deg Wo=786.77
dW=0.2237 MeV

With the switched-off rf-power for A3-A5 the beam
reaches the energy of 5.4 MeV/u. There are no particles
outside £15° behind the DTL (Fig. 11).
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Figure 11: Transverse and longitudinal envelopes along
the whole Alvarez DTL (top) and output particle distribu-
tion (bottom); rf-power is off for A3 - AS.

OUTLOOK

A conceptual beam dynamics design of the whole DTL
was worked out and promising with respect to FAIR re-
quirements in intensity and quality. Also the design con-
siders the established UNILAC experiments. For the next
iteration the optimization of the longitudinal beam param-
eters concerning lowest beam energies is planned. In
parallel the mechanical design is detailed.
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Abstract

Research and development of CW applications is an
important step in RFQ design. The RF potential should be
limited by 1.3-1.5 of Kilpatrick criterion for the CW
mode. A 2 MeV RFQ is under development for the
compact CW research proton accelerator, as well as for
planned driver linac in Russia. The maximum beam
current is fixed to 10 mA; the operating frequency has
been set to 162 MHz. The new RFQ linac design will be
presented and beam dynamics simulation results will be
discussed. Calculations of the beam dynamics are
provided using the codes BEAMDULAC (developed at
MEPHI for linac design) and DYNAMION. A comparison
of the software performance is presented.

INTRODUCTION

The development of CW high-power proton linacs with
1.0-2.0 GeV beam energy is a very actual aim of crucial
accelerator technology. Such linac is useful for large scale
research complexes as spallation neutron sources or
accelerator driven systems. Low or medium-energy linacs
can be used for several applications as boron-neutron
capture therapy (BNCT), high productivity isotopes
generation and material science [1-4]. Also compact
research facilities, for example SARAF at Soreq Centre
[5], are the modern trend for high intensity CW proton
and deuteron linac development.

In 2013 the Russian accelerator-driver concept has been
developed by the collaboration of researchers from
MEPhI, ITEP and Kurchatov Institute [6-9]. The proposed
linac layout is close to the conventional scheme: an RFQ
and an RF focusing section up to 30 MeV as normal
conducting part [10] and independently phased SC
cavities for medium and high beam energies. Three
different RF focusing methods were discussed: RF
crossed lenses [11], radio-frequency quadrupoles with
modified profile of electrodes [12] and axi-symmetrical
RF focusing (ARF) [13]. Three branches of experimental
beam lines, delivering beam energy of 3, 30 and 100 MeV
for dedicated experiments, are foreseen as the main
feature of the proposed concept.

A preliminary design of a CW RFQ linac has been
already started at MEPhI and ITEP [14, 15]. The recent
detailed layout of the presented 2 MeV CW RFQ is based
on a preliminary concept, exploiting long-term experience
for proton and heavy ion linac development at MEPhI
[16], ITEP [17,18], as well as decades of GSI expertise in

* g.yaramyshev@gsi.de
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construction, optimization and routine operation of linac
facilities [19-24]. Most recently, the prototype for a heavy
ion CW linac with a SC main part is under construction at
GSI and HIM in frame of a collaboration with IAP
(University Frankfurt) [25].

The beam dynamics simulations for the new RFQ
accelerating-focusing channel, as well as an analysis of
the RFQ characteristics, have been performed by means
of different software to provide for a cross-check of the
design features and the calculated results. The main RFQ
parameters are summarized in Tab.1.

Table 1: Main Parameters of the CW RFQ

Ions protons
Input energy 46 keV
Output energy 2.0 MeV
Frequency 162 MHz
Voltage 90 kV
Length 345 cm
Average radius 0.530 cm
Vanes half-width 0.412 cm
Modulation 1.000 - 2.250
Synchr. phase -90° - -33°
Max. input beam current 10 mA
Max. input beam emittance 6 cm-mrad
Particle transmission >99%

DESCRIPTION OF THE CODES

The presented RFQ accelerating-focusing channel has
been designed at MEPhI by means of the BEAMDULAC
code [26]. A cross-check, including calculations of RFQ
characteristics and beam dynamics simulation, was
performed by use of the DYNAMION software [27].

The BEAMDULAC code has been developed at
MEPHI for self-consistent beam dynamics investigations
in RF linacs and transport channels. The motion equation
for each particle is solved under implementation of the
external electromagnetic fields and the inter-particle
Coulomb field simultaneously. The BEAMDULAC code
utilizes the cloud-in-cell (CIC) method for accurate
treatment of the space charge effects. It allows
consideration of the shielding effect, which is sufficiently
important for transverse focusing in the narrow channel.
The fast Fourier transform (FFT) algorithm is used to
solve the Poisson equation on a 3D grid. The obtained
Fourier series for the space charge potential can be
analytically differentiated, and thus each component of
the Coulomb electrical field can be found as a series with
known coefficients. The dedicated version of the
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BEAMDULAC code was created for fast RFQ channel
design and beam dynamics simulations.

The multiparticle code DYNAMION calculates beam
dynamics in linear accelerators and transport lines under
space charge conditions with high accuracy and
reliability. A detailed description of the external and
internal fields is provided by the DYNAMION package.
Also the use of measured data or electromagnetic fields,
calculated by external codes, is possible. Generally, the
particle motion in the whole linac, potentially comprising
RFQ(s), DTL(s) and transport lines, can be calculated in
one run. Simulations of high intensity beam dynamics are
performed taking space charge forces into account (by
different dedicated routines).

All geometrical data, available from the external
calculations, measurements, specifications and tables for
the machining, can be used: cell length, aperture, width
and rounding of the electrodes for an RFQ; tube and gap
length, aperture, and tube rounding for a DTL. Dedicated
subroutines of the DYNAMION package precisely
calculate the 3D electrical field mapping, solving the
Laplace equation for the potential:

RFQ Input/Output Radial Matcher: the area for the grid
is formed by the surface of electrodes / flange of the tank.

RFQ cells: the area for the grid for each cell is formed
by the surface of modulated electrodes; the potential is
approximated with a classical 8-term series assuming the
quadrupole symmetry; 3D electrical fields are calculated
as corresponding derivatives of the potential.

DTL gaps: the area for the grid is formed by the surface
of tubes; the potential and the 3D electrical fields for each
gap, including the slack of the field into tubes, are
approximated with 30-term series assuming axial
symmetry; coefficients of the series are introduced into
calculations as input data.

The transport line elements (quadrupole lenses,
bending magnets, solenoids, etc.) are described inside the
code or can be represented by measured or calculated
field mapping. Several additional features are developed
for more reliable simulations: slits, strippers, apertures,
beam shift and rotation, breeding of particles, etc.

The assumed or measured misalignments of the linac
elements can be defined for the simulations.

Input particle distribution of several types (KV,
truncated Gaussian, uniform, etc.) are available inside the
code. The data of an emittance measurement can be used
for generating of the input particle distribution which
includes non-uniformities of a real beam.

A multiparticle distribution, which represents the
mixture of ions with a different charge, mass and energy
can be carried out under space charge conditions.

ANALYSIS OF RFQ CHARACTERISTICS

The maximum electrical field strength on the vane
surface along the channel strongly influences on all RFQ
parameters. For the presented CW RFQ design the field
strength has been limited by the 1.5 Kilpatrick criterion
Ey, =148 kV/cm.
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The average radius of 0.530 cm and the vanes half-
width/rounding of 0.412 cm have been defined together
with the RFQ voltage of 90 kV (Tab. 1). The maximum
electrical field on the vane surface, calculated for the real
topology of each RFQ cell, is shown in Fig. 1.
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Figure 1: Maximum strength of electrical field strength on
the vane surface, calculated along the RFQ channel (for
each cell separately).

Almost constant electrical field strength along the
channel provides for effective focusing and acceleration,
especially as RF voltage and RF power are strongly
limited due to the CW regime.

Assuming a low beam current and a smooth
approximation, the phase advance p (Fig. 2) and the
normalized local acceptance V; (Fig. 3) for each RFQ cell
can be calculated from a stable solution of the Mathieu-
Hill equation for particle motion, using the Floquet
functions:

2
a
Vk = Vf 7

where p is a module of the Floquet function, v = 1/p% a -
aperture radius of the cell, A - wave length of the
operating frequency; v; can be treated as a minimum of
the phase advance p on the focusing period.

Additionally a tune depression can be semi-analytically
calculated for each RFQ cell, assuming a given current
phase density (beam brilliance) for a uniformly charged
beam (KV distribution).

The Coulomb parameter 4 combines parameters of the
beam and the accelerating channel:

BA
Pl ’

h=j-

where j =1/V, - beam brilliance, I - beam current, V,, -
normalized beam emittance, B - ratio of the peak current
to the pulse current, IO=3.13-107-A/Z - characteristic
current, A, Z - mass and charge numbers, 1, - phase
advance for "zero" current, B - relative velocity of
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particle. The phase advance and acceptance of the channel
under tune depression could be evaluated as

,u:,uo(m—h),
v, =Vk0(\/ﬁ —h).
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Figure 2: Phase advance for low beam current (blue) and
under space charge conditions (green), calculated along
the RFQ channel (for each cell separately).
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Figure 3: Normalized local acceptance for low beam
current (blue) and under space charge conditions (green),
calculated along the RFQ channel (for each -cell
separately).

As follows from Figures 2 and 3, under design space
charge conditions (beam current 10 mA, total unnorm.
beam emittance 6 cm-mrad), the decrease of the RFQ
phase advance and acceptance is only a few percent, thus
an influence of the space charge effects is neglectable.

In particular, this is ensured by the chosen relatively
high input particle energy of 46 keV. A lower input RFQ
energy might lead to a slightly compacter RFQ, but
results in much stronger space charge effects, especially
inside the gentlebuncher. Obviously this would lead to
nonlinear effects, emittance growth and a degradation of
the beam quality.
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BEAM DYNAMICS SIMULATIONS

Assuming low tune depression, the results of beam
dynamics simulations are recently presented only for low
beam current, demonstrating the coincidence between the
used codes. A set of simulations under space charge
conditions is now under consideration, in parallel to the
final optimization of the modulation along the RFQ.

A profile of the RFQ input radial matcher has been
defined in the way to provide for a smooth matching of
the beam emittance to the RFQ acceptance. The matched
Twiss-parameters have been obtained from the results of
dedicated beam dynamics simulations for the RFQ
acceptance. The same 6D phase space input macroparticle
distribution, continuous in longitudinal phase plane, has

been introduced into both codes (Fig. 4).
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Figure 4: The transverse beam phase portraits at the RFQ
entrance; ellipses represent 99% of the particles.

The resulted particle distributions behind the RFQ
(Fig. 5) illustrate good similarity. Possible sources of
minor discrepancy are recently under investigations.
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Figure 5: The beam phase portraits behind RFQ for
transverse and longitudinal phase planes, simulated by the
BEAMDULAC-RFQ (top) and the DYNAMION
(bottom) codes; ellipses represent 99% of the particles.
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CONCLUSION

A new CW 2 MeV RFQ linac design is proposed. The
maximum field strength is limited by the 1.5 Kilpatrick
criterion. The machine can accelerate a 10 mA proton
beam with a particle transmission close to 100%. Beam
dynamics simulations were performed by means of the
codes BEAMDULAC and DYNAMION. A preliminary
design of an RFQ modulation can be efficiently
performed by the BEAMDULAC-RFQ code. The
DYNAMION code, which uses an accurate treatment of
the external electrical field, is useful for the detailed beam
dynamics simulations. The results of the codes are in
good agreement. The electrodynamics simulations, as
well as mechanical layout for a new CW RFQ cavity are
in progress. Final optimization of the RFQ channel has
been already started.
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Abstract

China Spallation Neutron Source (CSNS) is a high
intensity accelerator based facility. Its accelerator consists
of an H- injector and a proton Rapid Cycling
Synchrotron. The injector includes the front end and
linac. The RFQ accelerates the beam to 3MeV, and then
the Drift Tube Linac (DTL) accelerates it to 80MeV[1].
An Medium Energy Beam Transport (MEBT) matches
RFQ and DTL, and the DTL consists of four tanks.
Commissioning of the MEBT and the first DTL tank
(DTL1) have been accomplished in the last run. Due to
the difference of actual effective length and theoretical
effective length of magnets in MEBT and DTLI1, in order
to compare its impact of beam transport, this paper takes a
beam dynamics simulation on beam transport in MEBT
and DTL1 with IMPACT-Z code[2]. Meanwhile, the
transport of beam with different emittance in MEBT and
DTLI is studied because of the large emittance at RFQ
exit. All the simulation includes magnet error and RF
error.

INTRODUCTION

Before the magnet measurement , the magnet effective
length of lattice is theoretical value, so the commissioning
software and the beam dynamics simulation both take this
value. After the magnet measurement, the magnet
effective length closer to the actual situation is given. In
order to compare its effects on beam transport in MEBT
and DTLI1, under circumstance of match, the three-
dimensional code IMPACT-Z is taken to study. Due to
the large emittance at the exit of RFQ in the beginning,
some steps had been taken to decrease emittance in order
to avoid more beam loss. Before these steps, the transport
of beam with different emittance at the exit of RFQ needs
to be considered. All the simulation includes magnet error
and RF error.

SIMULATION STUDY OF BEAM
DYNAMICS ON MEBT AND DTL1

CSNS/DTL consists of four accelerating cavities, the
length among the cavities is designed to maintain
longitudinal continuity. Figure 1 shows the layout of the
front end and linac, inside the red box is MEBT and DTL.
The last beam commissioning includes MEBT and DTLI1.
Correspondingly, in this paper, the simulation study have

fyuanyue@ihep.ac.cn
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been taken on MEBT and DTL1. Beam is matched from
RFQ exit to DTL1 entry by MEBT. Corresponding to the
theoretical effective length and actual effective length of
magnets, there are two lattices for MEBT and DTLI1
which are both matched. Through comparing beam
emittance growth of two lattices, the difference between
them can be gotten.

Through giving different beam emittance from small to
large at RFQ exit, the simulation can get the influence of
initial emittance on the beam transportation in DTL1, and
get the results how much emittance does RFQ exit
achieved when beam loss occurs.

S0keV 3 MeV

H.IS RFQ $0MeV
= ‘ .
tp-20mAC = e L g | DTL
' R4MH 324MHz
LEBT

Figure 1: Layout of the front end and linac.

Emittance Growth with Different Magnet
Effective Length

In the simulation, the initial distribution of particles is
6D water bag, the number of macro particles is 100,000,
the currents of beams is 15mA, the normalized RMS
emittance of beam at RFQ exit is 0.2 * mm.mrad. Table 1
shows all the theoretical statics errors about magnet and
RF. In this simulation, assumed errors just include
quadruple magnet alignment error and RF amplitude
error. Figure 2 is a comparison of the horizontal emittance
evolution of beam along linac. Figure 3 is a comparison
of the vertical emittance evolution of beam along linac.

Table 1: Theoretical Static Errors

Errors Range
Quad alignment error (transverse +0.lmm
displacement)

Quad alignment error (voll error) +3mrad
Quad gradient error +1%

RF amplitude error 1%

RF phase error & l1degree

Beam Dynamics in Linacs



Proceedings of HB2016, Malmo, Sweden

= theoretical

o -

£ —— realistic
- 0.235

=

E, 0.230 /

8

S 0.225

=

E

W 0220 4

2

& 02154

E 0.210 4 !

FEU H

£ 0.205

4

™ 0.200 4

S ; - : . | :

N 0 2 4 8 8 10 12

o

¢

Distance Along Linac [m]

Figure 2: Beam horizontal RMS emittance growth along
linac.
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Figure 3: Beam vertical RMS emittance growth along
linac.

As can be seen from the Figure 2, beam’s horizontal
RMS emittance growth is very small with theoretical
effective length of magnets , but the emittance growth
with actual effective length is significantly enlarge.
However, Figure 3 shows that the difference of beam’s
vertical emittance is quite small. It seems beam’s
horizontal emittance is more sensitive to mismatch than
vertical. Through comparing Figure 2 to Figure 3, a
conclusion can be gotten that differences between two
lattices is quite large, and the later simulation study must
take the lattice with actual effective length of magnets in
order to close with the actual situation.

Simulation Study of Different Emittance at RFQ
Exit

In the simulation, the initial distribution of particles is
also 6D water bag, the number of macro particles is still
100,000, the currents of beams is 15mA, the normalized
RMS emittance of beam at RFQ exit is from 0.2 n
mm.mrad to 0.32 ® mm.mrad which are respectively 0.2,
0.22, 0.24, 0.26, 0.28, 0.30, 0.32. In this simulation,
assumed errors include quadruple magnet alignment error,
gradient error and RF amplitude error. Table 2 is the beam
loss number of beam with different initial emittance.
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Figure 4 is a comparison of the horizontal emittance
evolution of beam along linac. Figure 5 is a comparison
of the vertical emittance evolution of beam along linac.

Table 2: Beam Loss Number

0.20~0.28 0.30 0.32
Beam loss 0 1 8

Emittance

As can be seen from the Table 2, it starts to appear
beam loss when the initial emittance of beam at RFQ exit
increases to 0.3. Also with the increase of initial
emittance, beam loss corresponding enlarge. However,
during the actual commissioning, beam loss may be more
than this. Figure 4 shows that the horizontal emittance
growth enlarge with the initial emittance increasing.
However, Figure 5 shows that the vertical emittance
growth is not obvious. It also seems beam’s horizontal
emittance is more sensitive to mismatch than vertical. As
a result, the normalized RMS emittance of beam at RFQ

exit is better limited to below 0.3.
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Figure 4: Beam horizontal RMS emittance growth along
linac.
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Figure 5: Beam vertical RMS emittance growth along
linac.

CONCLUSION

In this paper, three-dimensional space-charge code
IMPACT-Z is taken to study the impact of beam transport
with theoretical magnet effective length and actual
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effective length in MEBT and DTL1 during beam
commissioning, a conclusion can be gotten that the later
simulation study must take the lattice with actual effective
length of magnets in order to close with the actual
situation. Beam transport in MEBT and DTLI1 is also
studied under circumstance of different initial emittance
at RFQ exit, it turns out the normalized RMS emittance of
beam at RFQ exit is better limited to below
0.3mmm.mrad.
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Abstract

A parallelized, time-dependent 3D particle simulation
code is under developing to study the high-intensity beam
dynamics in linear accelerators. The self-consistent space
charge effect is taken into account with the Particle-In-
Cell (PIC) method. In this paper, the structure of program
and the parallel strategy are demonstrated. Then, we show
the results of code verification and benchmarking. It is
proved that the solvers in P-TOPO code and parallel
strategy are reliable and efficient. Finally, the beam
dynamics simulation of C-ADS Injector-I at IHEP are
launched with P-TOPO and other codes. The possible
reasons for the differences between results given by
separated codes are also proposed.

INTRODUCTION

A new particle simulation code Parallelized-Trace of
Particle Orbits (P-TOPO) is now under development to
study space charge effect at high intensity linacs [1-5].
The motivation is to improve the efficiency and
calculation capability, based on the OpenMP techniques,
of the TOPO code [6]. In the P-TOPO code, the basic
elements, which supply external field to particles in linear
accelerator, such as multi-pole, solenoid, RFQ,
superconducting cavities, are modelled analytically or
represented by field map obtained from CST. The internal
interactive space charge filed between particles is solved
with the classic PIC method [7].

The Injector-I of Chinese Accelerator Driven Sub-
Critical System (C-ADS) project is composed of ECRIS,
LEBT, RFQ, MEBT1, SC section and MEBT2, which is
under beam commissioning in IHEP. In recent
experiment, a 10.1 MeV, 10.03 mA pulse beam is
successfully achieved [8]. In this paper we will give a
brief introduction of Injector-I and show the beam
simulation results in detail with P-TOPO code. In section
2, the brief structure and parallelization strategy of P-
TOPO are introduced. In section 3, code verification and
benchmarking are given. In section 4, simulation results
of C-ADS Injector-I are given by P-TOPO code and other
widely used codes. Several reasons are proposed to
interpret the difference among results given by P-TOPO
and other codes. Conclusion and summary are given in
section 5.

* Supported by the Ministry of Science and Technology of China under
Grant n0.2014CB845501.
T Email address: lichao@ihep.ac.cn; qing@ihep.ac.cn;
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P-TOPO

P-TOPO is developed with C++ language and
parallelized based on the OpenMP techniques to achieve a
high beam processing. Now, it can be run at PC with any
number of cores. The structure of this program is as Fig.
1.

1) The MAIN class is in charge of getting the electric-
magnetic field from external elements or inner space
charge field, and particle updating under the effect of
these obtained fields.

2) The Lattice class composed of elements class could
be used to establish accelerator lattice with great
flexibility. The external field supplied by certain element
could be represented by a field map from CST or by
analytical approximation.

3) The Beam class saves the beam information and
calculates the beam parameters, like twiss parameters,
emittance, beam size, et.

4) The Distribution class serves as initial particle
distribution generator for specific type.

el

Figure 1: Layout of P-TOPO.

The parallelization occurs mainly in getting internal
field, external field and particle pusher, where no
interaction exists between different processing. Take the
PIC module for example, it requires 4 separated steps to
get the internal space charge field.

Stepl, Weighting particles to grids;

Step2, Solving potential on the grids by FFT;

Step3, Obtaining the electric field on grid by the
difference of the electric potential field,;
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Step4, Getting electric field particles feel.

In step 1 and step 4, the grid parallelization is taken and
each thread handles different grids. The reason is the
potential confliction that different threads may process a
grid at the same time when they operate on different
particle. It would be inefficient if we take strategy to
avoid the conflict. In step 2 and step 3, the main part of
solving field on grids is the Fast Fourier Transform. The
fftw library is used in the solver and the inner
parallelization strategy of fftw is also taken combined
with OpenMP.

A performance test with space charge is taken at a
common PC with 4 cores. With all the parallelization
strategy, when the code runs in 4 threads, the speed is 3.6
times as fast as the single thread.

CODE VERIFICATION AND
BENCHMARKING

Internal Field

The potential of a point charge state is used to verify
the result of PIC solver. The grid number is 128*128*64.
Dirichlet boundary condition is used in transverse
direction and periodic boundary condition is used in
longitudinal direction. Fig. 2 shows the comparison of P-
TOPO result and theory expectation in transverse and
longitudinal direction. The electric potential field from
code agrees well with theory result. The slight deviation

comes from the numerical noise of discretization.
250

" Code -
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" Code -
Theory
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200 l 200
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Figure 2: Comparison of the potential of point charge
between P-TOPO and theory prediction.

Beam Evolution in FD Structure

The beam evolution along the periodic focusing
channel could be expressed in the form of 2.5D rms
envelope equation. The amplitude of the beam size
oscillation is related to mismatch, and the phase advance

Proceedings of HB2016, Malmo, Sweden

and is related to the space charge force [9, 10]. Fig. 3
shows the evolution of beam rms size given by P-TOPO
and theory expectation from rms envelope equation with
OmA and 15mA beam current in a FD structure. In the
condition of zero beam current, the red solid curve is
beam rms size from theory expectation and the green
dashed curve is from P-TOPO. In the condition of 15mA
beam current, the results form P-TOPO and theory
expectation are represented by the blue dashed and purple
solid curves. The turquoise solid line represents the
external quadrupole field strength variation. It could be
seen that these results agree well in both 0 and 15 mA
cases. The slight differences between P-TOPO result and
rms envelope equation is induced by numerical
randomness and the evolution of emittance in P-TOPO
simulation, which is supposed to be constant in rms

envelope equations model.
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Figure 3: RMS size of the beam by P-TOPO and theory
expectation in zero current and in 15mA.

BEAM DYNAMICS STUDY OF
INJECTOR-I.

Injector-I of C-ADS is made of RFQ, MEBT1, CM1,
CM2, and MEBT2 as shown in Fig. 4. In the following,
we show the P-TOPO simulation separately with KV
initial beam. The mesh number for space charge
calculation is 64*64*32.

RFQ

The RFQ is designed with PARMTEQM at a frequency
of 325MHz, and proposed to deliver proton beam from
35KeV to 3.2 MeV with a beam current of 15mA. In P-
TOPO simulation, started with rms matched beam
condition, the KV beam composed of 10K marcoparticles
is used to show the beam evolution along the RFQ. The
field of RFQ is obtained with 8 terms expansion in form
of Fourier Bessel function. Fig. 5 shows the transverse
and longitudinal emittance evolution of P-TOPO and
TRACK in the condition of OmA and15mA beam current.

p U0y
o O

MERTI

Superconducting section

Beam dump line

il L LL T

Figure 4: Layout of the ADS Injector-I testing facility
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Figure 5: Transverse and Longitudinal emittance given by
P-TOPO and TRACK in the condition of OmA and 15mA.

In both of the transverse and longitudinal directions, the
P-TOPO code shows much smoother emittance variation,
especially in the front of the RFQ, where beam
filamentation takes place and fierce bunch rotate. The
deviation of final beam emittance and transmission given
by TRACK and P-TOPO is in the reasonable region.
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Figure 6: RMS beam size and energy spread.
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Figure 6 shows the evolution of transverse and
longitudinal rms beam size and energy spread. The rms
size got from the P-TOPO and TEACK consist with each
other. Still, slight discrepancy exists as the amplitude of
envelop got from P-TOPO is a little larger than that from
TRACK at the beginning of RFQ cells. At the end of the
RFQ, longitudinal phase given by TRACK is a little
advanced than that given by P-TOPO,

SC Section

In the SC section, the field in bunchers and SC cavities
are represented by the field map. As said, the numerical
interpolation is used to obtain the field that single particle
feels. With the designed 15mA beam current, the 3.2
MeV proton beam at the exit of RFQ are bunched and
transported to the entrance of SC section by the MEBT,
where the beam are supposed to be rms matched. The SC
section sustainably accelerates the beam into 10MeV. The
TraceWin code is used for benchmarking. The output
result from P-TOPO is 10.01 MeV, and the result from
TraceWin is 10.06 MeV.
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Figure 7: RMS beam size and phase envelop.

Figure 7 shows the rms beam sizes evolution in the
transverse and longitudinal directions. The red solid curve
is from P-TOPO and the green dashed curve is from
TraceWin. The rms envelop is consist well with each
other. Little deviation exists because of the different
methods of the synchronous phase calculation.

Through P-TOPO simulation, the beam size and beam
loss is effectively controlled and the emittance basically
keeps constant along the Injector-I of C-ADS.

In the above study, besides the differences lied on
initial beam distribution used, discrepancies among
different codes are due to the differences of date
processing and methods used in detail. Generally, one is
the differences between T-code (P-TOPO) and Z-code
(TRACK and TraceWin), which results in the differences
of particle information collection and parameter
calculation. The other is the criteria for beam loss, which
actually happens only when particle touches the beam

pipe.
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CONCLUSIONS

The P-TOPO code has been verified. The method used
to get space charge force has been tested with point
charge and is proved to be fast and accuracy. The result of
FD structure simulation and its comparison with theory
expectation illustrate that the code is reliable. Parallelized
with OpenMP, the performance of the whole program is
obviously better than single thread program. In the future,
P-TOPO would be transplanted to the cluster in IHEP.

The P-TOPO code has been employed at the study of
Injector-I of C-ADS. The RFQ and the other part is
simulated separately. The P-TOPO simulation proves the
current design is in control. No sufficient beam loss and
emittance growth appear. In future study, efforts will be
focused on comparison between simulation and
experiments.
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Abstract

The RAON accelerator of Rare Isotope Science Project
(RISP) has been developed to accelerate various kinds of
stable ion beams and rare isotope beams for a wide range of
science experiments. In the RAON accelerator, the super-
conducting linac (SCL) will be installed for the acceleration
of the beams and it is composed of tens of cryomodules
which include superconducting radio frequency cavities. Be-
tween two cryomodules, there is a warm section and two
quadrupoles are located in the warm section with a beam
diagnostics box in between. Also, in this warm section, one
horizontal corrector and one beam position monitor (BPM)
are mounted inside of first quadrupole, and one vertical cor-
rector is located inside of second quadrupole for the beam
steering. With these correctors and BPMs, the beam steering
studies are carried out as varying the number of correctors
and BPMs in the SCL of the RAON accelerator and the
results are presented.

INTRODUCTION

The RAON accelerator [1] has been developed by the Rare
Isotope Science Project (RISP) to accelerate and transport
the rare isotope and stable ion beams from proton to uranium
for a various kind of science experiments. The beams cre-
ated by an electron cyclotron resonance ion source (ECR-IS)
or an isotope separation on line (ISOL) system are trans-
ported to the radio frequency quadrupole (RFQ) after the
low energy beam transport (LEBT) [2] and re-accelerated
by the low energy superconducting linac (SCL1 or SCL3).
These beams can be used for the low energy experiments or
accelerated again by the high energy superconducting linac
(SCL2) after passing through the charge stripping section [3]
for the high energy experiments. Figure 1 shows the layout
of the RAON accelerator.

The superconducting linacs of the RAON accelerator are
divided into three sections, which are named SCL1, SCL2,
and SCL3, depending on the type and number of supercon-
ducting cavities and the purpose of the beam acceleration.
The SCL1 and SCL3 include two types of cavities, quarter-
wave resonator (QWR) and half-wave resonator (HWR) and
accelerate mainly the stable ion beams and the rare isotope
beams, respectively. On the other hand, the SCL2 consists of
two types of single spoke cavities (SSR1 and SSR2) and ac-
celerates again the beams accelerated by the SCL1 or SCL3.
The reference frequency of each section is also different de-
pending on the type of cavity and it is 81.25 MHz for QWR
cavities, 162.5 MHz for HWR cavities, and 325 MHz for

* hejin@ibs.re.kr
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Figure 1: Layout of the RAON accelerator.

SSR cavities, respectively. For the beam focusing and diag-
nostics at the superconducting linac, there is a warm section,
which includes two quadrupoles, between cryomodules. At
each warm section, a horizontal and a vertical correctors
are mounted inside of first and second quadrupoles, respec-
tively, and a beam-position monitor (BPM) is installed at first
quadrupole for the beam steering. The schematic view of the
SCL1 is shown in Fig. 2. In order to steer the distorted beam
orbit to the reference orbit at the RAON accelerator, the
beam steering studies has been carried out from the low en-
ergy section to the high energy section by using the singular
value decomposition (SVD) [4] method and a graphical user
interface (GUI) has also been developed with a beam optics
code, DYNAC [5] and a computing program, MATLAB [6].
In this paper, the results of the beam steering simulations at
the SCL1 will be presented and we will describe the simula-
tion results for the cases with different number and location
of correctors and BPMs.

‘ scLi1 scL13 ‘

Figure 2: Schematic view of the SCL1. At each warm sec-
tion, one horizontal corrector and one BPM are mounted
at first quadrupole, and one vertical corrector is located at
second quadrupole for the beam steering.
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BEAM STEERING PROCEDURE

For the steering of the beam orbit at the RAON accelerator,
the SVD method based on the response matrix is used. The
response matrix between correctors and BPMs are obtained
by the DYNAC code and the corrector kick angle to steer
the distorted beam orbit is calculated by the SVD method.
The procedure of the beam steering with the DYNAC code
and the MATLAB program is shown in Fig. 3. Also, the
GUI for the beam steering has been developed [7]. Figure 4
shows the GUI which is recently updated to be used at the
superconducting linac of the RAON accelerator. At the GUI,
the magnet misalignment and the calculated kick angle of
each corrector are shown at the upper window, the beam
orbits before and after the steering are shown at the middle
window, and the lattice information is shown at the lower
window, respectively.

Get lattice information &
Calculate response matrix
between correctors and
PMs

Generate errors
MATLAB &

Run DYNAC with errors

y

Read distorted orbit at BPMs

Run DYNAC without errors

N

Run DYNAC with errors &
correctors

Calculate corrector strength
using SVD method

Figure 3: Procedure of the beam steering simulation.

Orbit correction at RAON

Magnet misalignment
Corrector kick angle

°5l> ; | Lattice information |
o or T T

{ ano
K

<orms BPM fum]

fFonerte: |1 START CALCULATE clEAR
Hofseeds: | 1

Misalignment [mm]: | 01

<porms BPM ]
Hyunchang Jn (in@ibs e o)

Figure 4: Initial screen of the recent beam steering GUI at
the RAON accelerator.

SIMULATION RESULTS

For the beam steering studies at the SCL1, three cases
with different number and location of correctors and BPMs
are used. The first case (case 1) corresponds to the base-
line lattice design which includes one horizontal corrector,
one BPM, and one vertical corrector at each warm section.
On the other hand, the case 2 and 3 represent the lattices
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which include two correctors and one BPM at every two
and three warm sections, respectively. Figure 5 shows the
schematic view of each case for the beam steering studies.
The distortion of the beam orbit at the SCL1 is induced by the
misalignments of equipments, launch errors, and so on. The
errors used at the following simulations are listed at Table 1.
Among these errors, the quadrupole root-mean-square (rms.)
transverse misalignment which gives a dominant dipole kick
to the beam orbit is varied from 100 pm to 500 pm, and other
errors are given as default values. In addition, the reference
uranium beam, 238U33-5* s used at the following simula-
tions and the errors with 200 random seeds are applied for
the statistics.

Casel K0 T A B A B A
Case2. B0 TN 0 BN A B 08

Case3 REVA—a = N5 N0 .-

Figure 5: Three cases of the beam steering studies as varying
the number of correctors and BPMs at the SCLI1.

Table 1: Errors Used at the Beam Steering Simulations

Parameter Value Unit
Rms. x(y)o 10 [m]
Rms. xp(yp)o 10 [urad]
Quad. rms. misalign. x,y 300 (100 — 500)  [um]
Cavity rms. misalign. x,y 10 [pm]
O
SO =

Hprenang ao reyrigere )

Figure 6: GUI for the case 1 before the beam steering with
quadrupole rms. misalignment 300 yum.

Figure 6 shows the distortion of the beam orbit with a
quadrupole rms. misalignment 300 pm for the case 1. Before
the beam steering, the horizontal and vertical rms. orbit
sizes are about 47.1 ym and 35.7 um, respectively. After
the beam steering, these values decrease to 3.9 ym and 2.8
um, respectively. In order to steer the distorted beam orbit,
the calculated average kick angles of horizontal and vertical
correctors are about 0.37 mrad and 0.29 mrad, respectively,
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Figure 7: GUI for the case 1 after the beam steering with
quadrupole rms. misalignment 300 pm.

which are much less than the mechanical maximum kick
angle, about 2.0 mrad. The corrector kick angle and the
beam orbit after the beam steering are shown in Fig. 7.
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Figure 8: Rms. beam orbit sizes before and after the beam
steering with quadrupole rms. misalignment 100 — 500 ym
for the case 1.

Figure 8 shows the rms. beam orbit sizes before and after
the beam steering as varying the quadrupole rms. misalign-
ment from 100 ym to 500 um for the case 1. The beam
steering is carried out successfully up to 500 um quadrupole
rms. misalignment and the average kick angles of horizontal
and vertical correctors for the beam steering are less than
the mechanical maximum value as shown in Fig. 9.

Figure 10 shows the result of the beam steering simulation
with the quadrupole rms. misalignment 300 um for the case
2. At this case, the horizontal (vertical) rms. orbit size de-
creases from 45.9 (36.8) um to 26.1 (27.5) um, respectively.
The orbit size after the beam steering does not decrease
drastically at this case and the calculated kick angles of
some correctors are also much larger than the mechanical
maximum value.

The simulation result for the case 3 with quadrupole rms.
misalignment 300 ym is shown in Fig. 11. After the beam
steering, the orbit size decreases to about 7 um which is
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Figure 10: GUI for the case 2 after the beam steering with
quadrupole rms. misalignment 300 um.

smaller than result of the case 2. The difference of the case
2 and 3 comes from the transverse phase advance for the
beam focusing and the locations of correctors and BPMs.

Figure 12 shows the comparison of beam orbit sizes after
the beam steering for cases 1, 2, and 3 with the quadrupole
rms. misalignment from 100 ym to 500 um. As a result,
the rms. orbit size after the beam steering for the case 3 is
smaller than the one of the case 2 and close to the one of
the case 1. For that reason, in order to reduce the number
of correctors and BPMs, the case 3 is better than the case
2 for the current SCL1 lattice. To find the proper number
of correctors and BPMs for the economical benefit, more
studies with various number and location of correctors and
BPMs will be continued at the superconducting linac of the
RAON accelerator.

SUMMARY

We had presented the simulation results of the beam steer-
ing at the low energy superconducting linac, SCL1, of the
RAON accelerator. The beam steering studies based on the
SVD method were carried out with the correctors and BPMs
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Figure 12: Comparison of rms. beam orbit sizes for cases 1,
2, and 3 with quadrupole rms. misalignment 100 — 500 gm.

located at the warm section of the SCL1. For the simulation,
three cases with different number and location of correctors
and BPMs were investigated and the orbit size was calcu-
lated before and after the beam steering for each case. As a
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result, the beam steering was performed successfully for the
baseline lattice design within the mechanical maximum kick
angle of the correctors. Additionally, for the beam steering
at the SCL1, the result of the case including two correctors
and one BPM at every three warm section was better than
the one of the other case including two correctors and one
BPM at every two warm section. For the economical benefit,
more studies with various cases will be continued at the
superconducting linac of the RAON accelerator.

ACKNOWLEDGMENTS

This work was supported by the Rare Isotope Science
Project of Institute for Basic Science funded by Ministry of
Science, ICT and Future Planning and National Research
Foundation of Korea (2013M7A1A1075764).

REFERENCES

[1] D.Jeon, et al., "Design of the RAON accelerator systems",
Journal of the Korean Physical Society 65.7 (2014).

[2] H. Jin and J. Jang, "Beam dynamics at the main LEBT of
RAON accelerator", Journal of the Korean Physical Society
67.8 (2015).

[3] H. Jin, et al., "Achromatic and isochronous lattice design
of P2DT bending section in RAON accelerator”, Nuclear
Instruments and Methods in Physics Research A 795 (2015).

[4] G. Golub and C. Reinsch. "Singular value decomposition
and least squares solutions", Numerische mathematik 14.5
(1970).

[5] E. Tanke, "DYNAC: A multi-particle beam dynamics code
for leptons and hadrons", Proceeding of LINAC02, Gyeongju,
TH429 (2002), pp. 665-667.

[6] P. Marchand, "Graphics and GUIs with MATLAB", CRC
Press, Inc., 1995.

[7] H. Jin and J. Jang, "Error analysis and correction at the
main LEBT of RAON heavy ion accelerator”, Proceeding of
IPAC15, Richmond, MOPJEO17 (2015), pp. 314-316.

Beam Dynamics in Linacs



Proceedings of HB2016, Malmo, Sweden

MOPL009

ANALYTICAL APPROACH FOR ACHROMATIC STRUCTURE STUDY
AND DESIGN

H. Y. Barminova, NRNU MEPhI, Moscow, Russia
A. S. Chikhachev, SSC VEI, Moscow, Russia

Abstract

The analytical approach is proposed to study the
achromatic structures. The fully kinetic self-consistent
time-dependent models are implemented in the approach.
The method allows to predict the beam phase portrait
behavior in magnetic fields of the structure with easy
scaling and wide physical generality. The preliminary
results of the method application for the bending magnets
and the quadrupoles are presented.

INTRODUCTION

Achromatic structures are the important elements of the
modern accelerator facilities [1-3]. The choice of suitable
achromatic structures for the specific accelerator facility
is a significant part of the facility research and
development. The beam dynamic simulation with the help
of numerous program codes (as example, [4-6]) is usually
applied for this aims. In the case of multi-parameter task
of charged particle beam formation with high intensity
and high brightness the analytical approach is an
attractive tool to describe the beam dynamics because it
allows the task scalability and predicts the beam behavior
with the most physical generality. Such an approach
becomes possible, for instance, while using the self-
consistent time-dependent models [7-9]. These models are
the  modifications of well-known  Kapchinsky-
Vladimirsky model (K-V model), which describes
quasistationary continuous beam. In the paper presented
the 2D and 3D models are used for the analysis of the
beam phase portrait behavior in the dipole and quadrupole
magnets, involved into the achromatic structure. These
models are fully kinetic and time-dependent and
correspond to uniformly charged intense beam both
continuous and bunched. The models consider the
continuous beam with elliptical cross-section and the
bunched beam shaped as an ellipsoid with various
relations between the semiaxes.

MOTION IN BENDING MAGNET

To describe analytically the motion of the beam with
elliptical cross-section in the bending magnet the model is
developed, corresponding to the uniformly charged beam.
Some idealization of the task geometry is applied,
namely, the bunch should have the most size in the
coordinate direction corresponding to the direction of the
magnetic force lines (2D approximation), and the
magnetic field has a sharp edge, i.e. at this step the fringe
fields of the dipole magnet are not taken into account. In
addition, we assume the simple beam structure when it
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consists of one kind of the particle with the same values
of both the charge and the mass.

Let us begin from the case of non-relativistic and non-
intense or emittance-dominant beam. The approximation
of uniformly charged beam moving in the uniform
external field allow to write the invariant / for the linear
equations of the beam particle motion:

[_(u.x_ux.)Z +(V.y_vy.)2 +x2 y
- 2 2 2 2
£ £ u- v (1)

+Coy(x'y—xy°)

where x,y — the coordinate axes, connected with the beam
mass center and rotating with the mass center in the
laboratory coordinate system, u,v — the auxiliary time-
dependent functions, Cy— the mean angular momentum of
the particle, the dot means the differentiation with respect
to the time.

The kinetic distribution function f corresponding to the
particle oscillations in the plane of the turn may be

written as
f=x6(1-1), 2)

where x — the normalization constant, 6 — the delta
function. Such function automatically satisfies to Vlasov
equation and really describes the beam with elliptical
cross-section in the plane of the turn:

n= If(])dxdy = 71'_1(81820_(1 — Ax* — By* = Cxy)
uv
A3)

where
2.2
A= L _ Co &

2 2 °
u 4y v

1 Gel
2 4”2

u vV
==Y,
u \%

Here o is Heaviside function, ¢; , ¢, — the values, which
characterize the partial emittances of the beam in the
cross-section, corresponding to the plane of the turn.

Using the equations (1) and (2), one can obtain for the
beam rms values:

RL:(A+B+((A—B)2 +cz>“)/2

2
“)
1 12
F:(A+B—((A—B)2 +C? )/2

y
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where R, and R, — the rms values of the semiaxes of the
elliptical beam cross-section, corresponding to the
coordinate plane, connected with the plane of the turn.

The equations obtained above give the possibility to
estimate the effect of the emittance transformation in the
plane of the turn and to determine the general factors
affecting the phenomenon.

Analytically estimated maximum value of the

emittance transfer is k =&, /&, which corresponds to

the turn of the beam center of the mass at the angle 180°.

It is evident, that initial relations between the beam
phase characteristics (at the inlet into the magnetic field
area) as well as the initial beam angular momentum affect
strongly the beam phase transformation followed. For the
quanitative estimate of the emittance transformation
during the beam turn at the arbitrary angle the system of
the ODE should be solved representing the particle
motion in the magnet.

Note here, that first the effect of the emittance transfer
for the simple geometry of the bunch was studied in
[10,11].

MOTION IN QUADRUPOLE MAGNET

Here the phase portrait behavior of intense charged
particle bunch moving in the magnetic field of the
stationary quadrupole is studied. We assume that the
beam mass center moves in the symmetry plane of the
magnet. To study this case the approximation of strong
linear dependence of the forces acting on the particles is
supposed for both the external field of the magnet and the
own bunch fields arisen due to the own space charge. Let
us consider only non-relativistic beam motion again.

In the coordinate system (X,y,z), connected with the
bunch center of mass, particle motion equations may be
written as

, , e 0d
X' =0'xy +oxyy+——m—m0 ,
m ox
. L . edd
YV E=—0xXx—0 XX +——, %)
m dy

. eod
I =—0'y,z+——.
m o0z

Here xy(2), yy(t) are the coordinates of the ellipsoidal
bunch center in laboratory coordinate system, @(x,y,z) —
the potential of the self-consistent bunch field, w"is the
gradient of the cyclotron frequency corresponding to the
field of the quadrupole, ¢ and m are the charge and the
mass of the beam particle respectively.

The motion of the bunch center is described by the
equations

S| .

Xo =W XYy 5
- ] .

Yo = —W XpXy

with initial conditions
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x0|t:0 :y0|t:0 :O,X(')L:O =v,yg,‘t:0 =0

Here v is the bunch velocity. So the equation for the
motion of the bunch mass center may be rewritten as

x, =tV -’ x; /4.

The potential of the uniformly charged ellipsoid we
may represent as [12]:

m m 2 ’

where @, — the potential in the center of the ellipsoid,
(x1,¥1,21) — the coordinate system, connected with the
main axes of the bunch, K, K, and K, are determined by
the following equations:

K =2(K-E)/€R],
K,=2(E-K(-¢£))/R.R,

_ 25\1/2
K. =2(1-RE/R(1-¢£")"*)/RRR,

Here K and E are the full elliptical integrals of 1% and
2" type respectively, &€= (1— Ry2 /Rf)l/2 is the

argument of the integrals K and E, g = e’N/m , N—the
value of the particles per the bunch, e and m are the
charge and the mass of the particle respectively.

Taking into account the equations (5), one can write the
following invariants for the case of the strong bunch
center motion in the symmetry plane of the
magnet:

I, = Ax? 424,00 + Ax* + By’ + ©
+2B,yy +B,y* +Cxy +C,yx +Cyxy +C,

I =Lz -Lz,
where L(t) is the solution of the equation

L'—(a'y,—3¢K,)L=0. 7

From the condition dI/dt =0 we can obtain the
system of the ODE of 1* order, which fully determines
the bunch phase portrait behavior in the magnetic field of
the quadrupole:
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A =-24, + w,C,

A, =—A4; =AM, +(0,C, —C(M, —a x;))/ 2
A, =2A4AM,-C,(M, - x))-24,0' y,

B, =-2B, +w,C,

B, =B, —BM, —(@,C, +C,M,)/2
B,=-2B,M,-C,M, ®)
C'1 :—C2 —C3 +2a)H(Bl _Al)

G =-C,—-C M, -2(4M, - v, B,)

G =-C,-CM,-2(4,w, —-BM,)-C 0 x,
C4 :—Cle —C3M3 —2(A2 +BZ)M2 -
-C,0' y, +2B,0 x

Here

W, =w'x), M, =3q(K, +cos’ (K, -K))),
M, =3qsin20(K,-K,)/2,
M;=3q(K, —cos’ (K, —K)

The angle 0 characterizes the position of the coordinate
system, connected with the main axes of the elliptical
cross-section of the hipper-ellipsoid in 4D phase spase,
corresponding to the usual space, with respect to the axes
of the coordinate plane (x,y). The angle a corresponds to
the angle between the axes (x,y) and the main axes of the
elliptical cross-section of the hipper-ellipsoid in 4D phase
space, corresponding to the velocity space.

Using the invariants, let us write the distribution
function as

f=x61,+I" -1)6(1?), )

where IZ(” and 1,® are the linear invariants,
corresponding to both independent solutions of the
equation (7).

The direct calculation of the density with the
distribution function (9) confirms the self-consistency of
the model.

The equations (8) should be solved numerically. Some
results of such calculations by means of the Runge-Kutta
method of the 4™ order are shown in Figure 1 and Figure
2.

In Figure 1 the effect of the emmitance transfer is
shown dependent on the cyclotron frequency. Figure 2
illustrates the time-dependent behavior of the specific
angles of the bunch cross-section in the coordinate space
(0) and in the velocity space (o) with respect to the initial
position of the main axes of the phase ellipses.
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Figure 1: The dependence of the coefficient of the
emittance transfer on the gradient of the cyclotron
frequency.
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Figure 2: Time-dependence of the turn angles of the phase
ellipses with respect to their initial position.

CONCLUSIONS

The self-consistent models are the basis of the proposed
analytical approach to study and develop the achromatic
structures involving the dipole and quadrupole magnets.
The approach allows to determine the general physical
factors which affect the properties of the achromatic
structure, particularly its possibility to change all the
beam phase characteristics, both desired and undesired.
The preliminary study shows the significant influence of
the initial beam phase characteristics on the phase portrait
transformation during the beam motion in the dipole and
quadrupole magnets. The dependence of the emittance
transfer on the quadrupole field gradient, the affect of the
initial beam angular momentum and other peculiarities of
the task geometry on the phase portrait behavior are
found.
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ESSnuSB PROJECT TO PRODUCE INTENSE BEAMS OF

NEUTRINOS AND MUONS

E. Bouquerel” on the behalf of the ESSnuSB project,
IPHC, UNISTRA, CNRS, 23 rue du Loess, 67200, Strasbourg, France

Abstract

A new project for the production of a very intense
neutrino beam has arisen to enable the discovery of a
leptonic CP violation. This facility will use the world’s
most intense pulsed spallation neutron source, the
European Spallation Source (ESS) under construction in
Lund. Its linac is expected to be fully operational at 5 MW
power by 2023, using 2 GeV protons. In addition to the
neutrinos, the ESSnuSB proposed facility will produce a
copious number of muons at the same time. These muons
also could be used by a future Neutrino Factory to study a
possible CP violation in the leptonic sector and neutrino
cross-sections. They could be used as well by a muon
collider or a low energy nuSTORM. The layout of such a
facility, consisting in the upgrade of the linac, the use of an
accumulator ring, a target/horn system and a megaton
Water Cherenkov neutrino detector, is presented. The
physics potential is also described.

ESSvSB PROJECT

The ESSvSB (standing for European Spallation Source
Neutrino Super Beam) project proposes to study a Super
Beam which uses the high power linac of the ESS facility
[1] based at Lund in Sweden as a proton driver and a
MEMPHYS type detector [2, 3] located in a deep mine at
a distance of about 500 km, near the second neutrino
oscillation maximum (Fig. 1).

v
Ty 7 — X — '_ : .
4/ Proton linac

f Horn-target

Accumulator
- —\'
/ RESERVED AREA

—_— FOR TRAM DEPOT,

TRAM STOP

: .

Figure 1: ESSvSB layout on top of the ESS facility.
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Beam Instruments and Interactions

The ESS Linac

ESS will deliver a first proton beam for neutron
production at reduced energy and power by 2019. A proton
beam of the full design power 5 MW and energy 2.0 GeV
will be delivered by 2023. There will be 14 pulses of 62.5
mA current and 2.86 ms length per second (Table 1). In
order for the ESS to be used to generate a neutrino beam in
parallel with the spallation neutrons, some modifications
of the proton linac are necessary. A preliminary study of
these modifications that are required to allow simultaneous
acceleration of H* (for neutron production) and H™ (for
neutrinos) ions at an average power of 5 + 5 MW has been
made [4].

Table 1p Main ESS Facility Parameters [1]

Parameter Value
Average beam power 5 MW
Proton kinetic energy 2.0 GeV
Average macro-pulse current 62.5 mA
Macro-pulse length 2.86 ms
Pulse repetition rate 14 Hz
Max. acc. cavity surface field 45 MV/m
Max. linac length 3525 m
Annual operating period 5000 h
Reliability 95%

The Accumulator Ring and Beam Switchyard

An accumulator ring to compress the pulses to few s is
mandatory to avoid overheating issues of the neutrino
targets. A first estimation gives a ring having a
circumference of 376 m [5] (Table 2). Each pulse from the
ESS linac will contain 1.1x10'° protons, which for a
normalized beam emittance of 200 # mm mrad in the ring
by multi-turn injection (the emittance from the linac should
be in the order of a few mm-mrad) will lead to the space-
charge tune shift of about 0.75.

Table 2: Accumulator Parameters [5]

Parameter Value
Circumference 376 m
Number of dipoles 64
Number of quadrupoles 84
Bending radius 14.6 m
Injection region 125 m
Revolution time 1.32 ps

The H ions will be fully stripped during the injection
into the accumulator using either stripping foils or a laser-
stripping device [5, 6]. The extraction of the beam from the
ring needs a group of kickers that should have a rise time
of not more than 100 ns.
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Beam Dump

Figure 2: Schematic view of the target/horn station [7].

Four separate targets are needed in order to mitigate the
high power dissipation in the target material. A beam
switchyard system downstream the accumulator ring will
distribute the protons onto the targets [8] (Figs. 2,3).

Figure 3: Beam switchyard.

The Horn/Target Station

The target station includes the target itself that is hit by
the protons leading to the production of short-lived
mesons, mainly pions, which decay produce muons and
muon neutrinos. A packed bed of titanium spheres cooled
with pressurized helium gas has become the baseline target
design for a Super Beam based on a 2-5 GeV proton beam
with a power of up to 1.2 MW per target. The packed bed
concept has been studied using Computation Fluid
Dynamics (CFD) software tools [7].
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Other main components of the target station are the
hadron collectors called magnetic horns (Fig. 4), which
focuses the hadrons towards the decay tunnel (long enough
to allow the mesons to decay, but not as long as to allow
for a significant amount of the muons to decay).

In order to mitigate the detrimental effects of the very
high power of the proton beam hitting the target, EUROv
[7] has proposed a system with four targets and horns,
sharing the full beam power between the four. This system
will be adopted here.

Figure 4: Horn layout (the target is inside).

Underground Detector Site

The Northern Garpenberg mine, located at 540 km NW

of the ESS site in Lund in Sweden, is one of the candidate
mines that could host the large underground Water
Cherenkov detector. This mine is being studied in detail
collecting geological and rock mechanics information at
potential detector locations, situated at 1000 m depth
(3000 m water equivalent) and at least 500 m from
locations with active mining operations, by making core
drillings, core logging, rock strength testing and rock stress
measurements of the surrounding rock.
Once a suitable location for the neutrino detector
underground halls has been determined (total volume of
6x10° m®), a design of the geometry and construction
methods for the underground halls will be made based on
the measured strength and stress parameters of the rock.

Beam Instruments and Interactions
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PHYSICS POTENTIAL

According to first evaluations [9], for which 5%
systematic error on the signal and 10% systematic error on
the background were assumed, leptonic CP violation could
be discovered at 5 ¢ confidence level within at least 50%
of the CP phase range for baselines in the range 300-550
km with an optimum of about 58% of the phase range at a
baseline of about 420 km, already a very competitive
physics performance [10]. According to the same first
evaluations, the neutrino mass hierarchy can be determined
at more than 3 ¢ confidence level for baselines in the range
300-500 km depending on the proton beam energy. In
addition, inclusion of data from atmospheric neutrino
oscillations in the mass hierarchy determination will
certainly improve the physics reach of this project.
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Figure 5: The fraction of the full CP range as function of
the baseline. The lower (upper) curves are for CP
violation discovery at 5 ¢ (3 o) significance.

600

Figure 5 presents the CP fraction coverage versus the
distance to the far detector for 3 ¢ and 5 ¢ confidence level.
To estimate this performance several proton energies have
been used on top of the default one of 2 GeV since it is
possible to upgrade the linac to deliver higher energy
protons.

MUON PRODUCTION

In addition to the neutrinos, the ESSnuSB proposed
facility will produce a copious number of muons at the
same time. 2.7x10% protons are foreseen to hit the targets
within one-year operation. Preliminary studies show that
3.5x10% pions and 4.2x10%2 muons, per m? and per year
will be available at the level of the beam dump which is
l