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https://arxiv.org/abs/2203.09186

The Compact Linear Collider (CLIC)

Snowmass 2021

e Timeline: Electron-positron linear collider at CERN for the era
beyond HL-LHC

e Compact: Novel and unique two-beam accelerating technique
with high-gradient room temperature RF cavities (~20'500
structures at 380 GeV), ~11km in its initial phase

DRIVE BEAM INJECTOR

~_BYPASS TUNNEL

INTERACTION REGION

AN BEAN INECTOR e Expandable: Staged programme with collision energies from
S 380 GeV (Higgs/top) up to 3 TeV (Energy Frontier)

DRIVE BEAM LOOPS

DRIVE BEAM DUMPS

* CDR in 2012 with focus on 3 TeV. Updated project overview

documents in 2018 (Project Implementation Plan) with focus
380 GeV for Higgs and top.

TURN AROUND

Accelerating structure
prototype for CLIC:

12 GHz (L~25 cm) e Cost: 5.9 BCHF for 380 GeV

e Power/Energy: 110 MW at 380 GeV (~0.6 TWh annually),
corresponding to 50% of CERN'’s energy consumption today

* Comprehensive Detector and Physics studies




ﬂb Collaborations @

CLIC accelerator CLIC detector and physics (CLICdp)

e ~50 institutes from 28 countries* e 30 institutes from 18 countries

® CLIC accelerator studies * Physics prospects & simulations studies
® CLIC accelerator design and development * Detector optimisation + R&D for CLIC

* Construction and operation of CLIC Test Facility, CTF3

+ strong participation in the
CALICE and FCAL Collaborations

4 and in AIDA-2020/AIDAinnova

CLIC / Stapnes
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Snowmass 2021

CLIC parameters

Table 1.1: Key parameters of the CLIC energy stages.

Parameter Unit Stage 1 Stage 2  Stage 3
Centre-of-mass energy GeV 380 1500 3000
Repetition frequency Hz 50 50 50

Nb. of bunches per train 352 312 312
Bunch separation ns 0.5 0.5 0.5
Pulse length ns 244 244 244
Accelerating gradient MV /m 72 72/100  72/100
Total luminosity 1%10**em~%s~" 2.3 o 5.9
Lum. above 99 % of /s I%10*%emr s~ 1.3 1.4 2
Total int. lum. per year fb—1 276 444 708
Main linac tunnel length km 11.4 29.0 50.1
Nb. of particles per bunch 1x10° 5.2 3.7 ST
Bunch length pm 70 44 44

IP beam size nm 149/2.0 ~60/1.5 ~40/1
Final RMS energy spread % 0.35 0.35 0.35
Crossing angle (at IP) mrad 16.5 20 20




1. Drive beam accelerated to ~2 GeV using conventional klystrons

2. Intensity increased using a series of delay loops and combiner rings

Accelerator layout

3. Drive beam decelerated and produces high-RF

Snowmass 2021 4. Feed high-RF to the less intense main beam using waveguides

lystrons
72 units, 20 MW, 48 us
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Accelerator challenges/technologies

Snowmass 2021

o CLIC baseline — a drive-beam based machine with an initial stage at 380 GeV

e Four main challenges o
. . E140 CLIC Nominal,
1. High-current drive beam bunched at 12 GHz S 1 unlsdes

S 100

CLIC Nominal,
loaded

2. Power transfer and main-beam acceleration, efficient RF power 0

60
40

Accelerating gradie

3. Towards 100 MV/m gradient in main-beam X-band cavities

N
(=]

4. A|ignment and Stab|||ty ("nano—beams") % 20 40 60 80 100 120

Power in accelerating structure (MW)

» The CTF3 (CLIC Test Facility at CERN) programme addressed all drive-beam production
Issues

 Other critical technical systems (alignment, damping rings, beam delivery, etc.)
addressed via design and/or test-facility demonstrations

» X-band technology developed and verified with prototyping, test-stands, and use in

smaller systems and linacs forget and acheves
emittance in existing
. . and planned 2018
* Two C-band XFELS (SACLA and SwissFEL — the latter particularly relevant) now soom
operational: large-scale demonstrations of normal-conducting, high-frequency, low- F oo
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Horizontal emittance [nm]



Low emittance generation and preservation )

Low emittance damping rings - T
Target and achieved z 100 I\ = Measurements (after correction)
9 £
emittance in existin
and planned ¢ 20 Preserve by gi 52 W
10000.0 monhinas 18 _ . s !
— « Align components (10 ym over 200 m) ]= ¥ e
E 10000 * : . . 2 -100 ;
: S— «  Control/damp vibrations (from ground to accelerator) 3 150 L T
S 1000 AsU, * ASTRID APS LEP‘ 2 -200 i/ “‘\‘ f“’ \\
£ sy estime * Beam based measurements 8 25 —x N
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g 1w oS e NG + Algorithms for measurements, beam and component (@
o1 | | | | ‘ optimization, feedbacks 14000 e
0.001 0.01 0.1 1 10 100 12000 —— Simulation
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« Experimental tests in existing accelerators of equipment and
algorithms
(FACET at Stanford, ATF2 at KEK, CTF3, Light-sources)

Impedance [(¥m)

0 10 20 30 40 50
Frequency [GHz]

(b)

Wake-field measurements in FACET

(a) Wakefield plots compared with
numerical simulations.

(b) Spectrum of measured data versus
Figure 8.10: Phosphorous beam profile monitor measurements at the end of the FACET linac, before numerical simulation.

the dispersion correction, after one iteration step, and after three iteration steps. Iteration zero is before

the correction.

iteration 0 iteration 1 iteration 3
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&!b Luminosities studies 2019-21 @

* Luminosity margins and increases
* Initial estimates of static and dynamic degradations from damping ring to

IP gave: 1.5 x 1034 cm2 s -
« Simulations give 2.8 on average, and 90% of the machines above 2.3 x 8 o008 :
10%*cm2 s o
« A "perfect” machine will give : 4.3 x 1034 cm s gg 0061 .
* In addition: doubling the frequency (50 Hz to 100 Hz) would double the 2 004}
luminosity, at a cost of ~55% and ~5% power and cost increase 5 N
« Z pole performance, 2.3x10% - 0.4x10%*cm2 s 3 S
* The latter number when accelerator configured for Z running (e.g. early or 1) N -
end of first stage) 0 50 100 150 200 250 300 350 400

Ecm [GeV]
«  Gamma - Gamma spectrum (example)

CLIC / Stapnes



Extensive prototyping over the last ~5-10 years

Snowmass 2021

The CLIC accelerator
studies are mature:

Optimised design
for cost and power

Many tests in CTF3,
FELs, lightsources
and test-stands

Technical
developments of
“all"” key elements




OPERATIONAL ~ . OPERATIONAL

CPI 50MW 1.5us klystron CPI 50MW 1.5us klystron 2x Toshiba 6MW 5us klystron
Scandinova Modulator Scandinova Modulator 2x Scandinova Modulators
Rep Rate 50Hz Rep Rate 50Hz Rep Rate 400Hz

Beam test capabilities

Ongoing test: Ongoing test: Ongoing test:

CLIC TD26 CLEX SuperStructure SARI X-band deflector

CPI2 repair validation and
interferometry tests

High power window

S-box (3GHz) also being set up again to test KT structure, PROBE and the new injector

Industrial survey 2019-20:
Based on the companies feedback, the preparation phase

to the mass production could take about five years.
Capacity clearly available.

Structures and components production programme
to study designs, operation/conditioning,
Manufacturing cost (EC1) manufacturing, industry qualification/experience

Automation § Building
1.72% 5.74%

¥ Building
® Manpower
¥ Machinery
Tooling
W Electricity, machines
B Electricity, facilities
® Maintenance, machines

® Automation




Applications — injector, X-band modules, RF

ompactLight Design Studies 2018-21 (right)

(EU design study with 26 partners) Compact  BASELINE Schematic FxeD oL var poL
e INFN/LNF ~1 GeV linac oz : S~ sraions
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L4 FlaSh RT, at CH UV —(: LINACO LINAC1 LINAC2 LINAC3 FEL-2 "}f - > HXR
TIMING STATIONS
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CERN and Lausanne University Hospital 7 ) -, Patient
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https://indico.cern.ch/event/1101548/contributions/4636002/attachments/2364016/4036129/CLIC%20project%20wuensch.pdf

Beam facilities: Operational and Commissioning

X-band use

Trieste, FERMI: Linearizer

SwissFEL: Linearizer and PolariX deflector

SARI: Linearizer, deflectors

CERN: XBox-1 with CLEAR, accelerator

DESY: FLASHForward and FLASH2, PolariX deflectors

SLAC: NLCTA, XTA
Argonne: AWA

TU Eindhoven: SMART*LIGHT, ICS Beam facilities: Preparation
+ Tsinghua: VIGAS, ICS

i : * CERN: AWAKE electron injector
Post-undulator PolariX TDS for ATHOS bean  *  INFN Frascati: EUPRAXIA@SPARC_LAB, accelerator

» DESY: SINBAD/ARES, deflector

*  CHUV/CERN: DEFT, medical accelerator
» Daresbury: CLARA, linearizer

+ Trieste: FERMI energy upgrade

Input
coupler

2 Py
Output
coupler

RF facilities: Operational and i
Commissioning o e
(and construction)

KEK: NEXTEF

Tsinghua: TPot
Valencia: IFIC VBox
Trieste: FRMI S-Band
LANL: CERF-NM
INFN Frascati: TEX
Melbourne: AusBox

December 2020 5

AN I




Larger NC linacs (most relevant operational
ones are C-band based) @

SwissFEL: C-band linac

104 x 2 m-long C-band (5.7 GHz)
structures (beam up to 6 GeV at 100 Hz)

e Similar um-level tolerance

e Length ~ 800 CLIC structures

® Being commissioned

e X-band structures from PSI perform well

CLIC / Stapnes



High Eff. Klystrons

L-band, X-band (for A
) . applications/collaborators and test-

25 3 35
Total beam power, MW Sta n d S

Location: CERN Bldg: 112

High Efficiency implementations:

Drivebeam klystron: The klystron efﬁciency ((?ircles) and the peak RF power e New small X-band klyStFOﬂ — recent successful
(squares) simulated for the CLIC TS MBK (solid lines) and measured for the Canon
prototype

MBK E37503 (dashed lines) vs total beam power. See more later.
Publication: https://ieeexplore.ieee.ora/document/2115885 . Large X—band Wlth CPI

« L-band two stage, design done, prototype

Po—
Magnetic circuit N\ High Efficiency X-band klystrons retrofit upgrades (in collaboration with CPl and Canon). .
oca i , . Cpi__ (o] canon desirable
. ™ Voltage, kv 420 420 Voltage, kv 154 154 | . d . _F d . .
Gathode caram | - - Also important, redesign of damping ring RF
Frequency, GHz 11994 11994 Frequency, GHz 11.994 11994 kl d | _F
. ) 1% stage Peak power, MW 49 59 Peak power, MW 6.2 8.1 Systel n — nO ystron eve Opl | lent Oreseen
Main solenoid
Sat. gain, dB a8 58 Sat. gain, dB 49 58
an HV insulating E-Ni(ienty, % 36.2 68 / kne E-"iclencv, % a2 S7/¢a :
ceramic (115 kV) , Life time, hours 30000 85000 Life time, hours 30000 30000
2 stage Solenoidal magnetic 06 0.35/0.6 Solenoidal magnetic 035 04
field, T field, T
PA gap 0.9
5 RF circuit length, m 032 032 RF circult length, m 0.127 0.127
—_— __oo—a 1 ;
Output waveguide S HEX8 7 g3 08 ;ﬁ?g’iﬁ;w
— o fes L= g i
H / Z ~ R § £ wos_o 0.7 %) ®
: € / / s £ / /'//537113 " 5‘ . L-SNS, 0.55 MV" X-CERN/CPI
Output coil /// VKX-8311A A~ 5 L-€55,1.5 MW s
_— 2 06 A @ © X-CERN/Canon 4" Cnon
3= X-BVERI UHF-LHC UHF-B-factory 8MW. 1.5MwW
Beam collector = SOMW  03MW 1.25 MW
0.5 X-Canon
- X-Toshiba 6M -
Collector coil PPM, 50 M’ @ @ Zss:a’ g
04 : S-SLAC
:;:Aw‘ 1S0MW 7T 29
. Klystrons for science 33MW
03" @ HE design, CERN (PIC simulations)
|_HE industrial prototype /\ ; off shelf A
“0 025 0.5 0.75 1 125 15 1.75 2

micro Perveance (HA/V™)
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https://ieeexplore.ieee.org/document/9115885

A CLIC 380 GeV with X-band klystrons

Snowmass 2021

» Design made, many ﬁarts prototyped and available

and used in the smaller linacs mentioned on pages
%
* Need larger tunnel for klystron gallery (CE study also 2xeo S

Service tunnel

made forthis option)
* Also in this case the upgrades would require a

Load#1

drivebeam el
Load ?2 Linac tunnel
g;;i]wa 'y:] :,:; 2 X SLED pulse compressor
| (. AT S |l  ONES W
. Chall_enge_s: number of klystrons a factor 10 higher Sy ———
than in drive-beam version (~5500), lifetime a

concern, costs (RF costs per 2m module approaching

1T MCHF)

» Consider redesign to reduce the klystron challenge
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What are the critical elements:

*  Physics

* Gradient and power efficiency
* Costs

DRIVE BEAM
COMPLEX

Decelerators. 4 socmls

Decelerator, each 678 m

C» my 9 (» ‘!\—“"')! () LY () LY () LY
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€ Main Linac, 190 GeV, 12 GHz. 72 MVim, 3.5 km - ©*Main Linac. 190 GeV, 12 GHz, 72 MV/m, 35 km
11.4km 300m

\_)
9 Ge'
M CAPTION
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MAIN BEAM binac  fore’production TA : Tumaround
COMPLEX DR : Damping ring

(= —in—e pon Sy
/ BDS : Beam delivery system
P
(“‘_—’(((((“__a Interaction point

W Dump

380 GeV

CLIC can easily be extended
soumass 2021 INTO the multi-TeV region

DRIVE BEAM

LA L ﬁ) “Wﬁ‘() Hf
DI 3‘;'5“ o LR SLLREKIII T L L
©"Main Linac. 1.5 TV, 12 GHz, 72/100 MV/m, 22 km ©*Main Linac, 1.5 TeV, 12 GHz, 72/100 MV/m, 22 km
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3 TETE 7 7
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| SN 380 Gev- 1.4 km (CUC30)
§ BN 1.5 VeV 290 km (CUCIS00)
PN 3.0TeV - 50.1 km (CUCI000)

Drive beam accelerated to ~2 GeV using conventional klystrons
Intensity increased using a series of delay loops and combiner rings

Drive beam decelerated and produces high-RF

Hw h -

Feed high-RF to the less intense main beam using waveguides

Extend by extending main linacs, increase drivebeam pulse-length and
power, and a second drivebeam to get to 3 TeV

mﬁiii>§”““ i

COMPLEX

28w

Drive Beam Accelerator
2.4 GeV, 1.0 GHz

@235 m

M-hrl 25 sec(ovs Decelerator, each 878 m

50.1 km 00m
9 GoV \_)
CAPTION
/i
Pre-Injector Primary ¢” Linac CR : Combiner ring
o' Linac for e* production TA : Turnaround
MAIN aEAu| 02GeV 5GeV. DR : Damping ring
COMPLEX («(ﬂ_ ._«((“‘_.n PDR : Predamping ring
Target Gun BC : Bunch compressor
7 ((‘ BDS : Beam delivery system
‘ / IP : Interaction point
RE \<<((“‘ : @ : Dump
Spin Rotator  Injector Linac Prednjector  DC Gun
286 GeV @ Linac

3 TeVv

CLIC - Scheme of the Compact Linear Collider (CLIC)



CLIC core studies:

Normal conducting accelerating

structures are limited in gradient by three

main effects (setting aside input power):

* Field emission

*  Vacuum arcing (breakdown)

+  Fatigue due to pulsed surface
heating

Studying these processes gives

important input into:

*  RF design — Optimizing structures
also coupled with beam dynamics

*  Technology — Material choice,
process optimization

*  Operation — Conditioning and
recovery from breakdown

Designs for CLIC steadily improving, but
also RFQ, Muon collider, XFEL, ICS, etc
Important experimental support

Pushing the acc. technology — R&D

Multi-TeV energies:

High gradient, high wall-plug to beam
efficiency, nanobeam parameters
increasingly demanding

T 10% Bead Pull Test -
@ 15 ]
E 107 3 Nonlinear Q Model *
7] £
3 102k Hard CuAg#3 A /Cu@45K 4 - !
109 8
5 b softc i
Frop PN~ 14
& f Hard Cu -
c 10°F E
s E
8 oL Hard 3 cahill, PhD Diss., 2017
< E CuAg#l Cahill, etal. PRAB 21.6 (2018): 061301.
g 07l A Rosenzweig, et al. NIMA (2018).
50 100 150 200 250 300 350 Cahill, et al. NIMA 865 (2017): 105-108.
Accelerating Gradient [MV/m] Cryostat assembly
Cryo-cooled copper cavity, SLAC
—~ 300 +
<
2
5 200
2
a 100 3
£ ¢
o
[t
0
70 80 90 100 10 120

E (MV/m)
Cryo-cooled copper pulsed dc
electrodes, Uppsala/CERN

nd cell Regudar coll

Implementation

‘\ Copper in high electric field region

/ HTS in high magnetic field region

3 or 12 GHz for
high power test in
CLIC test stands.

A key open question is how the
HTS will behave at high-power. Can
it be even put in the high electric
field region?

(a) Blliptical Rounding

Cryogenic systems extended: Combining
high-gradients in cryo-copper and high-
temperature superconductors for high-
efficiency and reduced peak RF power
requirements.

CLIC / Stapnes



Snowmass 2021

CLIC power at 380 GeV: 110 MW.

® Main-beam injectors
Main-beam damping rings
Main-beam booster and transport
Drive-beam injectors
» Drive-beam frequency multiplication and transport
W Two-beam acceleration
W Interaction region
W Infrastructure and services
Controls and operations

Fig. 4.8: Breakdown of power consumption between different domains of the CLIC accelerator in MW at a
centre-of-mass energy of 380 GeV. The contributions add up to a total of 110 MW. (image credit: CLIC)

Table 4.2: Estimated power consumption of CLIC at the three centre-of-mass energy stages and for different
operation modes. The 380 GeV numbers are for the drive-beam option and have been updated as described in
Section 4.4, whereas the estimates for the higher energy stages are from [57].

Collision energy [GeV| Running [MW| Standby [MW| Off [MW]|

380 110 25 9
1500 364 38 13
3000 589 46 17

Power and Energy

Power estimate bottom up (concentrating on 380 GeV

systems)

» Very large reductions since the CDR, better
estimates of nominal settings, much more optimised
drivebeam complex and more efficient klystrons,
injectors more optimized, main target damping ring
RF significantly reduced, recent L-band klystron
studies

Energy consumption ~0.6 TWh yearly, CERN is currently
(when running) at 1.2 TWh (~90% in accelerators)

1.5 TeV and 3 TeV numbers still from the CDR (but
included in the reports), to be re-done the next ~2 years
Savings of high efficiency klystrons, DR RF redesign or
permanent magnets not included at this stage, so
numbers will be reduced
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Power [MW]

300
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220 |
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140
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—
M-
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* % +

3.1 3.2 33 34 35 36 3.7 38 39 4 41

Cost [a.u.]

Parameter scans to find
optimal parameter set,
change acc. structure
designs and gradients to

find an optimum™

Sustainability and Carbon footprint studies

Design Optimisation:

The designs of CLIC, including key performance parameters as accelerating gradients,
pulse lengths, bunch-charges and luminosities, have been optimised for cost but also
increasingly focussing on reducing power consumption.

Technical Developments:

Technical developments targeting reduced power consumptions at system level high
efficiency klystrons, and super conducting and permanents magnets for damping rings
and linacs.

Renewable energy (carbon footprint):

s it possible to fully supply the annual electricity demand of the CLIC-380 by installing
local wind and PV generators (study in 2018 for 200 MW collider: this could be e.g.
achieved by 330 MW-peak PV and 220 MW-peak wind generators, at a cost of slightly
more than 10% of the CLIC 380 GeV cost). Can cover fully the power needs 50-60% of
a normal running year (studied at 200 MW, more for a 110 MW CLIC)

Running when energy is available and cheap:

CLIC is normal conduction, single pass, can change off-on-off quickly, at low power
when not pulsed. Specify state-change (off-standby-on) times and power uses for each
— see if clever scheduling using low cost periods when for example renewables are
abundant, can reduce the energy bill and make the facility more sustainable.

Other:
Tunnel heat recovery study, full CO2 estimate to be done, future studies joint with ILC



A Running on renewables

Snowmass 2021

« Itis possible to supply the annual electricity demand of the CLIC-380 by installing local wind
and PV generators (this could be e.g. achieved by 330 MW-peak PV and 220 MW-peak wind
generators, at a cost of slightly more than 10% of the CLIC 380 GeV cost)

At the time of the study 200 MW was conservatively used, in reality only ~110 MW are needed

» Self-sufficiency during all times can not be reached and 54% of the time CLIC could run
independently from public electricity supply with the portfolio simulated.

« About 1/3 of the generated PV and wind energy will be available to export to the public grid
even after adjusting the load schedule of CLIC.

* However, the renewables are most efficient in summer, when prices (until recently) are lower

More information (link)



https://edms.cern.ch/ui/
https://commons.wikimedia.org/wiki/File:Baltra_Island_-_Wind_Turbines.jpg
https://creativecommons.org/licenses/by-sa/4.0/
https://commons.wikimedia.org/wiki/File:Photovoltaic_systems_ice_rink-01.jpg
https://creativecommons.org/licenses/by-sa/4.0/

Snowmass 2021
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CLIC: Study on Regenerative

C Study: consider 5 operating modes:

Off (shutdown)

Standby and intervention — scheduled or unscheduled

Low power running (50% lumi)

Full operation (note at that time assumed to need 200 MW,
now reduced)

dy assumes target of 130 days of full operation

equivalent running

* Considers impact of various running strategies on
energy costs

price in EUR/MWh
in MW, luminosity in %
o 8 8 B8

power i
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1-18: Example plots of a simulation run (left: time series, middle: bar graph with durations, right: cumulated
times)
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- Transition equations

Elements:

Number:

Main states: 10, 20 etc.
Transition states: XY
(from X toY)

e.g. 12: from 10 to 20

Figure 1-1: Schematic representation of the finite state machine

https://edms.cern.ch/document/2065162/1



https://edms.cern.ch/document/2065162/1

Cost - | %)

. . : : Cost [MCHF]
Machine has been re-costed bottom-up in 2017-18 Domain Sub-Domain DifieBesta’ Klyiesi
* Methods and costings validated at review on 7 November TRsctors 175 175
2018 — similar to LHC, ILC, CLIC CDR Main Beam Production  Damping Rings 09 0
. . . . eam Transpor
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Beam Transport 76
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Beamn Delivery and B.eam Delivery Systems 52 52
T ‘ Poet Colliston Lines Final focus, Exp. Area 22 22
8000 e e Post-collision lines/dumps 47 47
, 7290 m Main Beam Production Civil Engineering Civil Engineering 1300 1479
tas Dr|ve Beam Production Electrical distribution 243 243
6000 5890 Main Linac Modules Infrastructure and Services Sy and Alignment ot &
==cccs) Main Linac RF Cooling and ventilation 443 410
w Beam Delivery, Post Collision Lines Transport / installation 38 36
I.:L: w Civil Engineering Safety system 72 114
g 4000 Infrastructure and Services Machine Control, Protection Machine Control Infrastructure 146 131
and Safety systems Machine Protection 14 8
B2 r::g:;;:;:z}nzmec“on Access Safety & Control System 23 23
Total (rounded) 5890 7290
2000
CLIC 380 GeV Drive-Beam based: 589033;8 MCHF;
0

380 GeV Drive-beam 380 GeV Klystrons
CLIC 380 GeV Klystron based: 72901139 MCHF.

CLIC / Stapnes



Other cost estimates:

Cost - I @
Construction:

* From 380 GeV to 1.5 TeV, add 5.1 BCHF (drive-beam RF upgrade and lengthening of ML)

* From 1.5TeV to 3 TeV, add 7.3 BCHF (second drive-beam complex and lengthening of
ML)

« Labour estimate: ~11500 FTE for the 380 GeV construction

Operation:
* 116 MCHF (see assumptions in box below)

* Energy costs
~ 1% for accelerator hardware parts (e.g. modules).

~ 3% for the RF systems, taking the limited lifetime of these parts into account.
~ 5% for cooling, ventilation and electrical infrastructures etc. (includes contract labour and
consumables)

These replacement /operation costs represent 116 MCHF per year.

CLIC / Stapnes



CLIC CE, stages and schedules

Snowmass 2021

4 Legend
) o ? T 7 years 27 years
e==e CERN existing LHC oY, . : ! >
Potential underground siting R RO ‘.
CLIC 380 Gev oY th - : c::OGaV
CLIC 1.5 TeV e ; ; f e on
CLIC 3 TeV inatalleticn
380 GeV Physics 3TeV Physics
Jura Mountains
r ¥ S a0 ) 0 2 4 6 ' 8 10 12 14 16 18 20 22 24 26 28 30 32 34

Technology Driven Schedule from start of construction shown above.

A preparation phase of ~5 years is needed before (estimated resource need
for this phase is ~4% of overall project costs)

1 === machine tunnel
15TeV

§ & 8 8 3 8 3

Elevation (mASL)




Indicative scenarios of future B proton collider mmm— Construction/Transformation

- : El i .
colliders [considered by ESG] o ::er Preparation / R&D

2038 start physics

ILC: 250 GeV 500 GeV
2 ab! 4 ab1

5 years 20km tunnel

JaEan

31km tunnel 40 km tunnel

2035 start physics

CepC: 90/160/240 GeVv
100km tunnel [ERRSPTIN SppC: 75-125 TeV, 10-20 ab™
.|

China

LHC HL-LHC (14TeV, 3 ab-")

(13.6TeV, 450 fb-1)

100km tunnel, installation

FCC-ee: 90/160/250 GeV 350-365 installation

CERN

1

2048 start physics

CLIC: 380 GeV 1.5 TeV
1.5 ab? 2.5 ab!

3TeV
5 ab1?

holding 11 km tunnel

29 km tunnel 50 km tunnel

2020 2030 2040 2050 2060 2070

-150/10/5 ab-1 GeV 1.7 ab FCC hh: 100 TeV = 30 ab‘1

Original from ESG by UB
Updated July 25, 2022 by
M.Narain (Snowmass
summary)

--L-------------------------------- I T 1 T T I B A
2080 2090



CLIC Project Readiness 2025-26

Snowmass 2021

Project Readiness Report as a step toward a TDR - for next ESPP
Assuming ESPP in 2026, Project Approval ~ 2028, Project (tunnel) construction can start in ~ 2030.

Luminosity:
Beam-dynamics
studies and
related
hardware
optimisation for

, / X-band studies:

For CLIC and
applications in
smaller linacs

RF efficiency and
sustainability studies

Focusing on:

* The X-band technology readiness for the 380 GeV CLIC initial phase - see earlier slides, more and more driven by
use in small compact accelerators

« Optimizing the luminosity at 380 GeV - already implemented for Snowmass paper, further work to provide margins
will continue

* Improving the power efficiency for both the initial phase and at high energies, including more general sustainability
studies - see specific slides on this topic above



CLIC Project Readiness 2025-26

Snowmass 2021

Goals for the studies by ~2025, key improvements:
* Luminosity numbers, covering beam-dynamics, nanobeam, and positrons - at all energies. Performance risk reduction,
system level studies
* Substantial progress already documented in Snowmass report and associated references, remains a focus for
beamdynamics, nanobeam related technical developments and positron production studies

* Energy/power: 380 GeV well underway, 3 TeV to be done, L-band klystron efficiency
* In Snowmass report for 380 GeV

* Sustainability issues, more work on running/energy models and carbon footprint
* Initial studied in Project Implementation Plan (PiP) 2018, just referred to briefly in Snowmass report

« X-band progress — for CLIC, smaller machines, industry availability, including RF network
« Addressed by establishing improved baseline, CompactLight Design Study very important and many smaller setup. No

complete documentation in PiP 2018 or Snowmass report 2022.

* R&D for higher energies, gradient, power, prospects beyond 3 TeV
* Links also to power, nanobeam and beamdynamics

+ Cost update, only discuss changes wrt Project Implementation Plan in 2018
* Possible impact of sustainability optimization, inflation ?

* Low cost klystron version — reoptimize for power, cost and fewer klystrons



Two formal submissions to the

Status reports and studies o -

Snowmass 2021

3-volume CDR 2012  Updated Staging Baseline 2016

Several Lols have been submitted on behalf of CLIC
and CLICdp to the Snowmass process:

* The CLIC accelerator study: Link

* Beam-dynamics focused on very high energies: Link

» The physics potential: Link
» The detector: Link

The CLIC project

Snowmass white paper: R

Details about the accelerator, detector R&D, physics studies for

Higgs/top and BSM https://arxiv.org/abs/2203.09186
: ) Broadly speaking: “Updated accelerator
Available at: part of 2018 Summary Report”

clic.cern/european-strategy



http://clic.cern/european-strategy
https://www.snowmass21.org/docs/files/summaries/AF/SNOWMASS21-AF4_AF3-EF0_EF0-177.pdf
https://www.snowmass21.org/docs/files/summaries/AF/SNOWMASS21-AF1_AF4-161.pdf
https://www.snowmass21.org/docs/files/summaries/EF/SNOWMASS21-EF0_EF0_CLICphysics-170.pdf
https://www.snowmass21.org/docs/files/summaries/IF/SNOWMASS21-IF3_IF6_Mathieu_Benoit-188.pdf
https://arxiv.org/abs/2203.09186

m Summary and thanks @

e CLIC studies focused on core technologies, X-band and nanobeam, for next
ESU, well underway.

* Keep focus on both 380 GeV and multi-TeV performance and R&D

* Greatly helped by studies of smaller linacs and systems using X-band
technology

* Detector and physics studies continue at lower pace, also in many areas
integrated or connected with "Higgs-factory” studies, and wider Detector R&D
efforts (not covered in this talk)

* Thanks to many CLIC accelerator colleagues for slides and input

CLIC / Stapnes
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CLIC Detector

CLICdet: & High-performing detector optimized for CLIC beam environment

¢ Full GEANT-based simulation, including beam-induced backgrounds,
available for optimization and physics studies

+ Mature reconstruction chain allows detailed performance characterisation

— e.g. for tracking: effect of busy environment; displaced track reconstruction

CLICdp G CLICdp @

> [T B e e T ferr ey ey

ez 1 | [0 <y <600 mm, 80°< 6, ¢ < 100° ]

2 o o [~ 1
= I & [ " | p=1Gev
©0.99 b 1 B 08[ melmant ) S
8’ F 8’) i \' ¢ p=100GeV

%0.98 f-————i 1 %% =

9 - tE,=3Tev 9 - "'i' ]

— C p,>1GeV, 10° < 6 < 170°, vertex R < 50 mm i) - 0.4 = .l E

097 N ¢ No background — : A .

r L] 3 TeV yy— hadrons background 02 '_- ]

[0 ) > AR S NN S S 0:,,.1“..1,...1..__‘_____5__' ]

0 01 02 03 04 0 100 200 300 400 500
NIV A956 (2020) 163304 Awc [rad] vertex R [mm]

Software framework:

¢ Originally in iLCSoft, the simulation/reconstruction is now fully embedded in
the Key4HEP ecosystem —> a common target for all future collider options
— existing reconstruction algorithms “wrappered” for the new framework



Detector R&D for CLICdet

Calorimeter R&D => within CALICE and FCAL

Silicon vertex/tracker R&D:

» Working Group within CLICdp and strong collaboration with DESY + AIDAinnova
* Now integrated in the CERN EP detector R&D programme

x10°° . ?egmented n-implant

T T
[ — Transient 3D TCAD 7]
— Alipix? + e-static 3D TCAD

(4]
o

A few examples:

»
o

Hybrid assemblies: Monolithic sensors:

Induced current [A]
w
o

¢ Development of bump bonding process for

N
o
T

CLICpix2 hybrid assemblies with 25 um pitch A "W ol
https://cds.cern.ch/record/2766510 ¢ Exploring sub-nanosecond pixel ; ' .
timing with ATTRACT FASTPIX : : M T
demonstrator in 180 nm monolithic ~ Detailed simulations, ime [ns]
CMOS Allpix? transient Monte cucep e eV /v
https://agenda.linearcollider.org/event/9  Carlo combined with .f_:b | —— Continuous n-implant |
211/contributions/49445/ electrostatic 3D TCAD. & Sl Segmented rH-mplent ]
w 0.1p I .
Beam tests at DESY, [ o080
. RMS, =59ns
using Anisotropic Conductive Film (ACF), ¢ Now performing qualification of ~ e.g. 5.8 ns CLICTD time _— seliyont i
e.g. with CLICpix2, Timepix3 ASICs. modified 65 nm CMOS imaging resolution achieved ~==b." " | notunfolded) |
ACF now also used for module process for further improved https://agenda.linearcollider ‘
integration with monolithic sensors. performance ora/event/9211/contributio . SR ,
https://agenda.linearcollider.org/event/9211/co ns/49443/ -60 -40 -20 0 20 40 60

tributions/49469/ (t ) [ns]

n ack: b
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https://clicdp.web.cern.ch/content/wg-vertex-and-tracking-detector-technology
https://ep-dep.web.cern.ch/node/7537
https://agenda.linearcollider.org/event/9211/contributions/49469/
https://agenda.linearcollider.org/event/9211/contributions/49443/
https://cds.cern.ch/record/2766510
https://agenda.linearcollider.org/event/9211/contributions/49445/

Physics Potential recent highlights 1:
Initial energy stage

+ Ongoing studies on Higgs and top-quark precision physics potential

0.7

Higgs coupllng sensitivity: CLICdp ' ' Refehrﬁznscseac'nrgsjmixg —.'
¢ Sensitivities under different integrated luminosity I
scenarios to complement accelerator luminosity -
studies =
Increased integrated Baseline: 380 GeV (1ab- 2
luminosity at 380 GeV Y+ 1.5TeV ?
(4ab-) 2
o
(&
Benchmark | HL-LHC HL-LHC + CLIC HL-LHC + FCC-ee
380 (4ab™') 380 (lab™') 240 365
\ +1500 (2.5ab™")
gfl"zz[%] SMEFTy;, | 3.6 03 02 05 0.3 %35 340 345 350 355
g,,ww[%] SMEFTy, | 3.2 0.3 0.2 0.5 03 Energy [GeV]
g% | SMEFTyp | 36 13 13 13 12
8uzy|%] | SMEFTyp, | 11, 9.3 4.6 9.8 93 Top-quark threshold scan
g (% | SMEFTyp | 2.3 0.9 1.0 1.0 0.8 L o ,
ghlo] | SMEFTyp | 3.5 3.1 22 31 31 + Optimisation of scan points including
;,““[%] SMEFTy, | - 2 1.8 14 12 beam spectrum; here optimising on mass
g,,,,,,[%] SMEFTy, | 5.3 0.6 0.4 0.7 0.6 and Yukawa coupling.
gm,[%] SMEFTy, | 3.4 1.0 0.9 0.7 0.6 X o ;
&L, (%) | SMEFTyp | 55 43 41 4 18 + Expected top-quark mass precision o
: o .
6gu[><10 || SMEFTyp | 0.66 0.027 0.013 0.085  0.036 25MeV can be |mproyed by 25% without
8K7[x10] SMEFTyp | 3.2 0.032 0.044 0.086 0.049 Iosmg precision on width or Yukawa.
Az[x10%] | SMEFTyp | 3.2 0.022 0.005 0.1 0.051 https://arxiv.org/abs/2103.00522



https://arxiv.org/abs/2103.00522

Multi-TeV stages

Physics Potential recent highlights 2:

+ Ongoing studies on new physics searches

1%

Search for heavy neutrinos .

¢ et+e- -> Nv-> gglv signature q
allows full reconstruction of N € q
+ BDT separates signal from

SM; beam backgrounds

W w
¢
included. e
¢ cross-section limits converted z w/?
to mass (my) coupling (V|y) q
plane A ¢

(U e e
=

N g .-""
e \3-16/ w LG \ATe\l

g10°
10° E

10

J0=

108~

104

Dark matter using mono-photon signature at 3TeV, e+e- -> XXy
+ New study using ratio of electron beam polarisations to reduce
systematics

+ Exclusions for simplified model with mediator Y and DM
particle X

# For benchmark mediator of 3.5TeV, photon energy spectrum

discriminates different DM mediators & allows 1TeV DM particle
mass measurement to ~1%
https://arxiv.org/abs/2103.06006
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