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Publication on JACoW

Publication on JACoW requires the submission of
papers suitable for electronic viewing. JACoW does not
itself make mandates on the format of papers. This is the
role of the Conference organizers. In this respect, the
document “Preparation of Papers for JACoW
Conferences” is the ad-hoc standard. The editing criteria

presented here relates to this document.



PREPARATION OF PAPERS FOR JACoW CONFERENCES

The Diligent Author will have...

Not only used the JACoW template but also digested and implemented
the requirements for electronic publication stated therein

And before uploading the author would have checked his paper
against “Common Oversights” just to be double sure paper conforms

All required files uploaded, i.e. source (+ supporting files), PostScript



PREPARATION OF PAPERS FOR JACoW CONFERENCES*

J. Poole, C. Petit-Jean-Genaz, CERN, Geneva, Switzerland
C. Eyberger’, ANL, Argonne, IL 60439, U.S.A.

Abstract

Many conference series have adopted the same
standards for electronic publication and have joined the
Joint  Accelerator Conference Website (JACoW)
collaboration [1] for the publication of their proceedings.
This document describes the common requirements for
the submission of papers to these conferences. Please
consult individual conference information for page limits,
method of electronic submission, etc. It is not intended
that this should be a tutorial in word processing; the aim
is to explain the particular requirements for electronic
publication at these conference series.

SUBMISSION OF PAPERS

Each author should submit the PostScript and all of the
source files (text and figures), to enable the paper to be
reconstructed if there are processing difficulties.

MANUSCRIPTS

Templates are provided for recommended software and
authors are advised to use them. Please consult the
individual conference help pages if questions arise.

General Layout

These instructions are a typical implementation of the

requirements, Manuscripts should have:

e Either A4 (21.0 cm x 29.7 cm; 8.27 in x 11.69 in) or
US letter size (21.6 cm x 27.9 cm; 8.5 in x 11.0 in)
paper.

o Single-spaced text in two columns of 82.5 mm (3%
in) with 5.3 mm (0.2 in) separation.

* The text located within the margins specified in
Table | to facilitate electronic processing of the
PostScript file.

Table 1: Margin Specifications

Margin A4 Paper US Letter Paper
Top 37 mm 19 mm (0.75 in)
Bottom 19 mm 19 mm (0.75 in)
Left 20 mm 20 mm (0.79 in)
Right 20 mm 26 mm (1.0 in)

The layout of the text on the page is illustrated in
Fig. 1. Note that the paper’s title and the author list should
be the width of the full page. Tables and figures may span
the whole 170 mm page width, if desired (see Fig. 2), but
full-width figures should be placed at either the top or

*Work supported by ...
“ceei@aps.anl.gov

bottom of a page to ensure proper flow of the text (Word
templates only).
Ad paper (21.0 x 29.7 cm)
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Figure 1: Layout of papers.
Fonts

In order to produce good Adobe Acrobat PDF files,
authors using a LaTeX template are asked to use only
Times (in roman (standard), bold or italic) and symbols
from the standard PostScript set of fonts. In Word use
only Symbol and, depending on your platform, Times or
Times New Roman fonts in standard, bold or italic form.

Title and Author List

The title should use 14 pt bold uppercase letters and be
centered on the page. Individual letters may be lowercase
to avoid misinterpretation (e.g., mW, MW). To include a
funding support statement, put an asterisk after the title
and a footnote at the bottom of the first column on page 1;
in LaTeX use \thanks.

The names of authors, their organizations/affiliations
and mailing addresses should be grouped by affiliation
and listed in 12 pt upper and lowercase letters. The name
of the submitting or primary author should be first,
followed by the co-authors, alphabetically by affiliation.

ent Editor

The Dili

The Editor’s View

Font: Times New Roman, 10pt text

Title: 14pt bold, uppercase, centered,
Opt spacing before, 3pt after

Author/Institute 12pt centered
9pt spacing before 12pt after

Section Heading, 12pt bold,
uppercase, centered, .....

Subsection Heading: Left Adjusted,
12pt italic , Initial letter capitalized. ...



The Unsuspecting Author!

Dance with the
Grim Repear

Crap in
but once!

Crap out! |

\ JACOW Team

of Editors

Most scientists regarded the new streamlined peer-review process ¢
‘quite an improvement.’

A badly behaved author

Editorial Team READY to straighten out that badly formatted
paper and sometimes that “badly formatted” author too!



Red Dots, Green Dots, Yellow Dots, More!

‘ Template not used; max page limit
exceeded; editor unable to produce
final pdf (e.g. missing files)

SsciliSulline Paper reprocessed from source;

Desirable Editing - author required to proof-read pdf

@ PS->PDF successful;
Editor may have made some
changes with Acrobat/PitStop

Optional Editing .

NB. If red — better to red dot it im-

mediately BEFORE starting to edit! ‘ Self-explanatory!



General Layout must conform and margins adhered to

Fonts Times New Roman, with correct font size

Title and Author List correctly formatted

Section Headings uppercase, centered

Sequential citations to Figures, Tables and References

No page numbers, no numberings of sections



Subsection Headings Often Initial Letter Not Capitalized

Paragraph Text Incorrect indent at start of paragraph

Figures attention to captions, positioning and formatting

Tables attention to positioning of Table Heading

Citations to figures Figure 1/ Fig. 1 Table 1



Equations spacing not adhered to, often not
numbered

Footnotes v Endnotes Inconsistent use of

References anything goes, should at least be
consistent and properly aligned

Table Formatting unnecessary use of vertical lines
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COMMISSIONING OF RAMP AND SQUEEZE AT THE LHC

S. Redaelli*, M. Lamont, G. Miiller, R. Steinhagen, J. Wenninger,
CERN, Geneva, Switzerland
X. Buffat, EPFL, Lausanne, Switzerland

Abstract

The energy ramp and the betatron squeezg/at the CERN
Large Hadron Collider (LHC) are particularly critical oper-
ational phases that mvolve the manipulation o
above the safe limit for damage of accelerator components-
In particular, the squeeze is carried out at top energy with
reduced quench limit of superconducting magnets and re-
duced aperture in the triplet quadrupoles. In 2010, the
commissioning of the ramp from 450 GeV to 3.5 TeV and
the squeeze to 2 m in all the LHC experiments have been
achieved and smoothly became operational. In this paper,
the operational challenges associated to these phases are
discussed, the commissioning experience with single- and
multi-bunch operation is reviewed and the overall perfor-
mance is discussed

INTRODUCTION

The Larpe Hadron Collider (LHC) has seen an excit-
ing initial operation at 3.5 TeV, with stored energies up
to 9 MJ per beam at the time of this workshop. The en-
ergy ramp and the betatron squeeze are particularly critical
operational phases that involve delicate handling of beams
above the safe limits (assumed limit is 3.1 x 10'¢ pro-
tons at 3.5 TeV). Presently, the nominal parameters have
been achieved in terms of bunch intensity, ramp rate, trans-
verse and longitudinal beam emittance. The commission-
ing is now focused on increasing the stored beam energy
to reach by the end of the 2010 run the luminosity goal of
10%2em =251 and up to 30 MJ stored energy [1].

In order to achieve a good collider performance and min-
imize the risk of quench and damage, it is clearly important
to keep under control losses during ramp and squeeze. Ma-
chine protection constraints also impose tight tolerances on
the orbit and optics stability. In this paper, we present the
performance of ramp and squeeze at the LHC under various
conditions. After a brief introduction on the run configura-
tions and on the commissioning strategy, the tools devel-
oped to perform ramp and squeeze are presented and the
performance in term of beam transmission, orbit stability
and tune and chromaticityv stability are presented.

Table 1: LHC 2010 proton run configurations and achieved
performance at the time of this workshop. The goal for

20101s toachieve a luminosity of 10%2em s~ by the end

of October, with stored energies up to 30 MI per beam.

Value
T 1] TIT

Colliding beam energy [TeV] 118 35 35
Peak luminosity [10°%em™?s~"] 011 05
Maximum stored energy [MJ] <0.01 2.7 9#
Single bunch intensity [10'7p] 3 11 11

Norm. transv. emittance [pm] 35 2.0 2.0
Bunch length at flat-top [ns] 1. 1.4 1.2
A* in IP1/IPS [m] 11 2035 35
A* in IP2/IP8 [m] 10 20/35 35

Crossing angle [P1/IP5 [ prad] 0 0/100 100
Crossing angle IP2 [prad] 0 0 110
Crossing angle [P8 [prad] 0 0 100
Parallel beam separation [mm] +2.0 +2.0 2.0
Main dipole ramp rats [A/s] 2.0 2.0 10.0

# Achieved on Sep. 29'" at time of Workshop

the maximum current of the main dipoles, the commission-
ing of the 3.5 TeV ramp was achieved in March, with ramp
rate of 2 Afs (II). The nominal rate of 10 A/s was commis-
sioned with beam in August in preparation for a third run
configuration for operation with multi-bunch trains (III).
The first operation at 3.5 Te'V was limited to about 2.7 MJ
stored energy to collect operational experience on the ma-
chine protection systems over a period of 4 weeks in sum-
mer. Since the month of September, the LHC has entered a
new operational phase compatible with up to 400 bunches
(which requires crossing angles in all interaction points)
with the goal of achieving a luminosity of 10%2cm—2s~1
by the end of October. The proton run will be followed by
4 weeks of ion run with the configuration ITI. Presently, the
LHC has seen fills with up to 9 MJ stored at top energy, for
a peak luminosity up to 5 » 10%em 251,

The squeeze to 2 m in all IPs was achieved on April 70

Table Headings

Explanations belong
In the text!
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Abstract

Since 2008 ISIS has been running a second target
station (TS-2) optimised for cold neutron production
while continuing to run the original target station (TS-1)
which began operating in 1984. The ISIS 800 MeV
proton synchrotron cycling at 50 Hz produces a total
beam power of 0.2 MW which is split between TS-1 and
TS-2. 40 pps to TS-1 and 10 pps to TS-2. ISIS operations
are described, including the first years of the new two-
target-station operational régime.

INTRODUCTION

Although J-PARC [1]. PSI [2] and SNS [3] are
spallation neutron sources with higher power proton
beams, ISIS [4] may still be the world’s most productive
spallation neutron facility in terms of science delivery,
and since 2008 there have been two operational target
stations at ISIS. Currently each year on average ~750
experiments are carried out involving ~1500 visitors who
make a total of ~4500 visits”. These numbers include
-100 experiments and ~300 visits for the ISIS muon
facility on TS-1. This paper summarises the experience at
ISIS of running two target stations — experience that may
be of interest to other facilities considering a second
target station.

The ISIS First Target Station (TS-1) began operations
in 1984, and neutron scattering work carried out on TS-1
has resulted in a total of ~9000 scientific publications.

The ISIS Second Target Station (TS-2) began
operations in 2008. TS-2 was built to facilitate neutron
scattering measurements on soft matter, biological
samples, and advanced materials, and the target station is
optimised for the production of high peak fluxes of cold
neutrons in a way that was not possible on TS-1.

The key elements of the accelerator system at ISIS are
as follows: H ion source at —35kV. 665 keV 4-rod
202.5 MHz RFQ, 70 MeV 4-tank 202.5MHz H drift
iameter 800 MeV profon synchrotron
al RF ferrite-loaded
i rite-

with six 1.3-3.
cavities and four 2.6-6.2 MHz sec
loaded cavities. The key elements of target systems
follows: a tantalum-coated tungsten plate primary target
with two water moderators, a ~100°K liquid methane
moderator and a 20°K liquid hydrogen moderator for
TS-1; and a tantalum-coated tungsten cylinder primary
target with a coupled hydrogen / solid methane moderator
and a decoupled solid methane moderator for TS-2.
There are twenty-six beam line instruments on TS-1 (both
neutron and muon instruments), and currently seven

* While the named author may have written this particular paper, all the
work it summarises has been carried out by members of staff in the ISIS
Accelerator and Target Divisions of whom there are too many to name
j{wxiivl(hmll) here.

Om average, very roughly, each visitor visits SIS three times a year

neutron beam line instruments on TS-2; an additional six
or seven instruments for TS-2 are foreseen under Phase 2
of the overall TS-2 project. ISIS is also host to MICE [5].
an important step on the road to a practical neutrino
factory. A schematic layout of ISIS is shown as Figure 1.
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Figure 1: ISIS schematic layout.

AVAILABILITIES

Figure 2 (upper half) shows availabilities' of the ISIS
accelerator and target system over the past twelve years;

T For each user cycle, ISIS machine availabilities are defined as (total
number of beam pulses actually delivered to target)  (total number of
beam pulses originally scheduled to be delivered to target). The charges
@Lhe beam pulses are measured and used to update running averages of
rrents. The repetition rate at which TS-1 is set to run (either 40
ps) is automatically checked every 5 minutes, and the mumber of
beam pulses expected (essentially the divisor in the quotient above) is
adjusted accordingly. All machine trips (i.e. beam interruptions which
have to be reset by the machine operations crew ) and the durations of
the trips are automatically recorded. Trips longer than 1 hour, 3 hours
and 6 hours are highlighted. These three classes of trips are defined to
be over only when the beam pulse repetition rate returns to the full
repetition rate (i.e. beam pulses at repetition rates less than the full
repetition rate are disregarded for caleulating the length of trips,
although of course they do count towards the total number of beam
pulses delivered to target (essentially the dividend in the quotient
above)). Everything that prevents beam from being delivered to the
TS-1 and/or TS-2 targets is included in the machine “non-availability”

i.e. off-time for re-tuning, accelerator faults, target faults, plant faults,
RAL site electricity supply faults, efc. all count towards machine non-
availability



the average of the set of availabilities is 86%, and
standard deviation 1s 8%; availability appears to
become gradually worse with time. However, until
including 2003 there used to be the opportunity to
“run-on” to cycles with poor availabilities — whd
several “bad” days could be replaced by addit
“good” days added to the end of the cycle — buf
opportunity no longer exists. Adding run-on could lea
noticeable improvements in availabilities, as several days
in a cycle several tens of days long can represent a ~10%
effect. In order to make a fairr comparison of the
availabilities over the twelve years covered in this paper
the run-on effect has been removed'. The resultant data
are also shown in Figure 2 (lower half). The availabilities
can now be seen to be essentially constant between 1998
and 2006 inclusive, and then are slightly lower from 2007

¢ By adding the “bad” days to the duration of the cycle, and assuming
that the beam was off during the bad days.

Footnotes to the Dozen /2

removal of the run-on ellecl, as thal was NOw

actually ran at the time, but also including the comment
that the apparent worsening ¢ performsnee is simply a
consequence of how the mac == ~a: sch #t ed. of a
consequence of how it ran. It s probacy al o -uefat it
1s the availabilities in the upper half or Figure 2 that
should be compared with availabilities of other facilities,
especially as many of them operate run-on régimes®.

§Even ILL, for example, in 2008 added five days of running to
compensate for “minor pre-start-up lesting woes™ and *“a cut in the
mains electrical supply™ [6]

Cycle availabilities with "run-on effect"
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Figure 2: Availabilities of ISIS accelerator and target system since 1998, with and without run-on effect.

Figure 3 shows the frequency distribution of the cycle
availabilities — but plotted in terms of “non-availability”,
Also shown in the figure is a fit by the log-normal
distribution.  The log-normal distribution is used to
represent the multiplicative product of many independent

random variables each of which is positive”, and the
consistency of the fit and the data tends to support the
idea that down-time is due not to any one particular cause
but to a large number of causes.

"In effect. a sort of “multiplicative equivalent” of the central limit
theorem for additive quantities.

Nonawailability (3 = wvailability), 2.5% bing

ency distribution of availabilities
n-availabilities”. The error bars have

¢ usual square roots, and the % of the fit
sedom is 0.58.

thine down-time is divided into a great
| equipment categories — too many for
eciation. But the periods of down-time
hie operations reports can be attributed to

indeed being overcome.

U T oreir lw ysa: gt cof bit win s abrut ~ichr jresentations.
Yor example, snould me fanure of an KF window in a unac tank be
categorised as an RF failure or as a vacuum failure?

' The “headline” faults are the faults emphasised in the operations
report compiled after cach cycle. There is a “chronic background”™ of
faults which together with the headline faults make up the total number
of faults.

% Cyeles 2008/01 and 2008/05 231 hours were lost to moderator
headline faults, more than half of all the time lost to moderator faults
between 2004-05 and 2009-10 inclusive; these were due to unusual
bursting disc, heater, diverter valve and arculator failures, and to leaks.
In Cyde 2009/05 93 hours were lost to vacuum headline faults, more
than one-third of all the time lost to vacuum faults between 2004-05 and
2009-10 inclusive; this was due to the failure of a vacuum-to-air brazed
joint in Tank 4 of the linac after ~35-40 years; the problem has been
cured, and measures have been taken to prevent a similar occurrence in
the only other comparable joint in the tank.
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OPERATIONS

nning patten is roughly as follows.
year there are five sequences as follows:
Vor shutdown period; ~7-10 days for run-
: physics; ~35-day user cycle (operating

twenty-four hours a day, seven days a week), ~3-day
machine physics period. Because of problems
encountered during shutdown/maintenance periods or as
equipment is brought back on again or because of
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A CORBA BASED C LIENT-SERVER MODEL
FOR B EAM D YNAMICS A PPLICATIONS AT THE SLS

M. Bogef, J. Chrinft
Paul Scherrer Institut, 5232 Villigen PSI, Switzerland

Yemail: Michael. Boege@psi.ch
Hemail: Jan.Chrin@psi.ch

Abstract

A distributed object oriented client-server model, based
on the Common Object Request Broker Architecture
(CORBA), has been established to interface beam
dynamics application programs at the Swiss Light Source
(SLS) to essential software packages. These include
the accelerator physics package, TRACY, the Common
DEVice (CDEV) control library, a relational database
management system and a logging facility for error
messages and alarm reports. The software architecture
allows for remote clients to invoke computer intensive
methods, such as beam orbit correction procedures, on
a dedicated server running the UNIX derivative, Linux.
Client programs typically make use of graphical user
interface (GUI) elements provided by specialized toolkits
such as Tk or Java Swing, while monitored data required
by procedures utilising the TRACY library, such as
beam optics parameters, are marshalled to the model
server for fast analysis. Access to the SLS accelerator
devices is achieved through a generic C++ CDEV server.
The architectural model components are described
and a prototype application within the beam dynamics
environment is presented.

1 INTRODUCTION

The Swiss Light Source (SLS) [1] is a 2.4 GeV electron
storage ring currently under construction at the Paul
Scherrer Institute, Switzerland.  Electrons from an
injector booster synchrotron, fed by a 100 MeV linear
accelerator, are transferred to the main ring at full
operating energy. - Scheduled for operation in August

With the aid of object-oriented methodology, common
functions can be identified and developed as reusable
components. Furthermore, a distributed system allows
optimal use of available resources, an important

-consideration given the computer intensive physics

algorithms employed by the accelerator modelling
procedures.  To this end, a distributed client-server
model, based on the Common Object Request Broker
Architecture (CORBA) [2], is presented; client programs
readily access shared services, either locally or across the
network, through CORBA objects.

2 ARCHITECTURAL MODEL

In the evolution of object-oriented distributed computing
systems, CORBA is a recent standard that provides a
mechanism for defining interfaces between distributed
components. Its most distinguished assets are platform
independence, in so far as the platform hosts a CORBA
Object Request Broker (ORB) implementation, and
language independence, as ensured through the use of the
Interface Definition Language (IDL). The latter feature
is of particular interest to SLS beam dynamics API
developers as it provides for the option between high-level
application languages. For instance, the client component
of the prototype closed orbit correction API has been
implemented in Tcl/Tk [3] using the BLT extension, a
package that is an appropriate match to the requirements
of this particular application. The server components, on
the other hand, have been implemented in C++ for high
performance and run on a dedicated server machine. It is
interesting to note that in this multi-language scenario,
the Tcl/Tk client program is comparatively short in length
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