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Abstract 
We report on a new numerical technique for the 

computation of the wakefields excited by ultra-short 
bunches in the structures with walls of finite conductivity. 
The developed 3D numerical method is fully time 
domain. It is based on special Staggered Finite Volume 
Time Domain (SFVTD) method and has no numerical 
dispersion in all three axial directions simultaneously. The 
resistive boundary model applies Surface Impedance 
Boundary Condition (SIBC) evaluation in time domain 
and covers boundary effects like frequency dependent 
conductivity, surface roughness and metal oxidation. A 
good agreement between numerical simulation and 
perturbation theory is obtained.  

INTRODUCTION 

Electromagnetic wakefields due to the finite 

conductivity of cavity walls are one of the main concerns 

in the design of electron accelerators. These so called 

resistive wall wakefields are the largest contributor to 

beam coupling impedances in the high energy sections of 

the accelerator where extremely short electron bunches 

are operated [1]. For an estimation of these contributions 

one relies (almost) exclusively on numerical simulations, 

since wakefield measurements within the high-vacuum 

accelerator chamber are very cumbersome. 

Conventional methods for the solution of Maxwell's 

equations in the time domain, however, will usually fail 

for this class of problems. This is primary due to the 

extremely high frequency of wakefields resulting in large 

numerical dispersion errors. These errors tend to 

accumulate in the course of the simulation as, e.g., short 

electron bunches of ȝm-length propagate over several 

meters within the accelerator. 

To cope with this problem, specialized low-dispersion 

techniques have been proposed [2]. The SFVTD method 

introduced in [3] is one of them. It represents a volume-

integral based formulation with very appealing numerical 

properties. The dispersion error of SFVTD is substantially 

smaller than that of the conventional FDTD technique. 

The crucial property, however, is that the method can be 

operated at a maximum stable time step corresponding to 

the 1D-CFL stability limit. Applying SFVTD at this so 

called 'magic' time step provides the exact, dispersion-free 

solution for all electromagnetic waves propagating along 

the three main axis directions (cf. [3]). 

In order to take into account resistive and/or rough wall 

wakefields in such simulations, however, an appropriate 

implementation of broadband SIBC for SFVTD is 

needed. In the following, this task is accomplished by 

combining the ADE technique with a particular time 

stepping scheme. This latter allows to maintain the 

numerical dispersion and stability properties of the 

original SFVTD which are necessary for this type of 

simulations.  

THE SFVTD METHOD 

The basic idea of the SFVTD discretization is depicted 
in Fig. 1. Fields and currents are allocated component-
wise on the faces of a Cartesian mesh. For each of these 
components a unique control volume enclosing the 
corresponding mesh face is introduced. Alternatively, one 
may think of three secondary, staggered meshes which are 
obtained by shifting the original mesh along the x-, y- and 
z-directions, respectively. 

 
Figure 1: Allocation of fields and currents on mesh cells 
(black) and corresponding control volumes (red) of 
SFVTD. 
 

A discretization of Maxwell's equations is obtained by 

applying the generalized Stokes' theorem for each of the 6 

field components on the corresponding control volumes. 

A detailed derivation of these equations is given in [3]. 

Here, we begin with the semi-discrete form of SFVTD: 
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In (1), (2), e, h and j represent volume averages over the 
control volumes of the electric, magnetic and current field 
components, respectively. The matrices, C, Mε and Mμ are 
the curl- and mass-operators of the method resulting from 
this particular choice of integration volumes on the mesh. 
The particular form of these matrices determines the 
numerical properties of the SFVTD method such as the 
low numerical dispersion and the large bound of stability. 
   In figure 2 are presented the numerical phase velocity 
behavior of the plane wave versus its propagation 
direction. Both, SFVTD and conventional FDTD methods 
are evaluated at their stability limits, i.e. FDTD -  �∆�ଶ� = ∆/√ʹ , �∆�ଷ� = ∆/√͵  , SFVTD - �∆�ଶ�,ଷ� = ∆. 
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Figure 2: The behavior of numerical phase velocity of 
FDTD (red) and SFVTD (blue) methods vs plane wave 
propagation direction. 
 

As can be seen the SFVTD method has no dispersion 
error along the coordinate axis while the Yee-FDTD 
scheme is dispersion free along the space diagonals. From 
other side, already with five discretization points per 
wavelength the SFVTD method has about 1.7 times better 
accuracy than conventional FDTD. 

TIME-DOMAIN MODEL OF SURFACE 
IMPEDANCE BOUNDARY CONDITION 

In the following, first order Leontovich type SIBC are 
considered )()()(  HnnEn  sZ , where n is 
the normal to the surface. The frequency dependent 
impedance function )(sZ  is represented by a general 
pole-residue expansion as 
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In (3), αi, βi, and L are real coefficients and Np is the order 
of the pole-residue model. Note that, the parameter L 
corresponds to the effective wall inductance which 
becomes particularly important for rough or oxidized 
surfaces at THz frequencies. In the numerical examples 
the surface impedance expansion order is taken Np=21. 
According expansion coefficients where obtained by well-
known vector fitting technique [4] in broad frequency 
range f=100MHz-50THz with sampling rate of 
Δf=50MHz. The fitting relative error below 1% was 
reached within the considered frequency range. 
   Following the procedure proposed in [5], the SIBC is 
written in the time domain as a set of ADEs, 
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where Gi are auxiliary fields resembling effective 
magnetic currents on SIBC surfaces. Imposing (4) on 
SIBC surfaces and applying SFVTD discretization leads 
to a modified semi-discrete Faraday’s law: 
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where gi are auxiliary degrees of freedom in the SFVTD 
sense, i.e. , corresponding to volume averages of the 
magnetic currents Gi on the face-staggered control 
volumes (cf. Fig. 1). The SIBC operator, As, in (6) turns 
out to be a diagonal matrix with diagonal entries given by 
the mesh face areas for faces lying on a SIBC surface and 
zero otherwise. 

TIME DISCRETIZATION 

For the solution of (2), (6) and (7) in the time domain, 

the following time stepping strategy is applied. The 

discrete Ampere's and Faraday's equations, (2) and (6), 

respectively, are time-updated as usual using a leap-frog 

scheme. To preserve the stability bound of the original 

method, a semi-implicit approach is applied for the lossy 

SIBC term α0 As h appearing in (6) (cf. [6]). Finally, the 

set of ADEs (7) is solved with a second order accurate 

exponential time integrator [7]. The latter approach is 

known to provide optimal stability for stiff equations as is 

the case for the broadband SIBC-ADEs. Then, the overall 

time stepping scheme reads,  
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where a modified magnetic mass matrix �̃� = �� +ሺ� + �0∆�/ʹሻ�� is introduced. Note that �̃� is diagonal, 
so that its inverse can be readily computed. 

NUMERICAL RESULTS  
As a first validation test for the method, a cubical 

copper resonator with side length l=0.1mm is considered. 

A TM211 -mode (Ȝ=81.65ȝm, skin depth of δ=34nm) with 

1J energy is initially excited in the resonator. These are 

typical values for the short range wakefields in electron 

accelerators. 

Since a closed form analytical solution is not known, 

the semi-analytical result [8] for the damping factor of 

lossy cavity modes is used as a reference for investigating 

the accuracy of the SIBC formulation. Figure 3 (top) 

shows the total electromagnetic energy decaying in the 

cavity as a function of time normalized to oscillation 

period T≈0.27ps. The numerical accuracy and 

convergence rate of the cavity filling time with respect to 

the mesh resolution Δ is shown in Fig. 3 (bottom). Second 

order convergence rate is observed.  
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Figure 3: EM field energy vs. normalized time (top). 

Numerical convergence with respect to mesh resolution 

(bottom). 

 

In next example the multimode excitation in a copper 

cubical resonator with side length l=1cm is considered. 

The resonant frequencies and according cavity filling 

times are presented in Table 1.  

Table 1: Resonant Modes of Cubical Copper Cavity         

Resonant 
Mode 

Frequency 
[GHz] 

Filling Time 
cτ [m] 

TM111 25.9628 1.1202 

TM211 36.7169 0.9420 

TM311 49.7150 0.8095 

TM411 63.5956 0.7157 

TM511 77.8884 0.6468 

 

 
Figure 4: Total EM field energy decay obtained 

numerically (blue) and by power loss method (red).  

 

Initially each of the modes are excited with 1J energy. 

Figure 4 shows the total electromagnetic field energy 

decay in the cavity as a function of time normalized to 

oscillation period of the first mode T≈38.5ps. As can be 

seen already with mesh resolution l/Δ=60 the numerical 

results are in good agreement with field energy decay 

obtained by power-loss method.   

In all simulations, the maximum possible time step 

matching exactly the 1D-CFL stability limit is used. 

CONCLUSION 

The developed method is fully time domain and is 
dispersion free at magic time step.  This results in large 
saving in computational time as well as improved 
accuracy. The resistive boundary model applies Surface 
Impedance Boundary Condition (SIBC) evaluation in 
time domain and covers boundary effects like frequency 
dependent conductivity, surface roughness and metal 
oxidation. The method was successfully tested and a good 
agreement between numerical simulation and perturbation 
theory is obtained. In addition the new method allows 
implementation of moving mesh approach that 
considerably reduces requirements on computational 
resources. The developed method will be implemented in 
PBCI code and will include moving mesh approach with 
parallel computation strategy. The code will be especially 
effective for short range wakefield calculations excited by 
ultra-short bunches in resistive structures.  
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