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Abstract

We present a self-consistent method to compute angularly
resolved far-field spectra for both coherent and incoherent
radiation which enables unprecedented quantitative predic-
tions by taking into account emissions from all ∼ 1010 elec-
trons simulated in PIC codes for hundreds to thousands of
directions and frequencies. This is applied to predicting the
radiation flux seen in plasma-based light sources or as syn-
thetic diagnostics in laser-driven accelerators. We present
simulated spectra from laser wakefield acceleration and ex-
amine the implementation and scalability of our many-GPU
simulation code.

INTRODUCTION

Computing the radiation emitted from accelerated elec-
trons in plasmas is of interest for both predicting angular
resolved intensities of plasma based light sources and as syn-
thetic diagnostics of the fs - nm scale electron dynamics in
the plasma, which are not directly accessible to observation
in experiments. Although the full electron and ion dynamics
in a plasma is simulated self-consistently using particle-in-
cell (PIC) codes [1, 2], deriving the spectrally and angularly
resolved far-field radiation from the particle trajectories pro-
vided by PIC codes is challenging because the number of
particles to track, as well as the number of directions and
frequencies to resolve is high. In order to avoid these is-
sues, some PIC simulations compute the emitted far-field
radiation without angular resolution and consider a limited
number of electrons Ne < 106 [3–6] or resolve the radiation
angularly with up to N~n ≤ 1000 observation angles for only
Ne < 102 particles [7, 8]. Currently, only PIConGPU is
capable of computing angularly resolved far-field radiation
spectra for all billions of particles simulated [9].

When both coherent and incoherent radiation are present
it is essential to take into account all particles. The emitted
intensity from coherently radiating electrons scales quadrat-
ically with the number of particles ∼ N2

e , while the inten-
sity of incoherently radiating electrons scales linearly ∼ Ne .
Thus for correct absolute emitted intensities, accurate ratios
between coherent and incoherent contributions and realistic
magnitudes of quasi-random noise, it is necessary to evalu-
ate the spectra from all particle trajectories in the simulation,
which ideally matches the real number of physical electrons.
On the inter-particle level this is done by computing the
relativistic time retardation of the radiation, i.e. the summed
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up relative phase with respect to a target wavelength and
observation direction, between all simulated particles. At
the level of each individual macro-particle the degree of
coherence of a given radiation wavelength is approximated
by assuming a form factor [9], while neglecting any macro-
particle substructures. Since such simulation results mimic
experimental measurements and are acquired online during
simulation, these are thus dubbed synthetic diagnostics.

ANGULARLY RESOLVED FAR-FIELD

RADIATION SPECTRA

Accelerated charged particles emit electromagnetic radi-
ation that can be detected far away from the particles. For
any observation direction, the spectrally resolved far-field
radiation can be calculated using Eq. 1, which is based on
Liénard-Wiechert potentials [10].

d2 I

dΩ dω
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1
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Here, we sum over all Ne particles simulated, with qk , ~rk ,
~βk , ~̇βk being the charge, location, velocity and acceleration
of particle k respectively as depicted in Fig. 1. The variables

xy
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Figure 1: Radiation of the k th electron at position ~rk , charge
qk and velocity ~βk emitted towards the direction ~n.

ε0, t and c represent vacuum permittivity, time and speed of
light. The spectrally and angularly resolved emitted intensity

d2
I

dΩ dω depends on the frequency ω and the observation di-
rection defined by the unit vector ~n. The complex amplitudes
~A, given in Eq. 2, correspond to a Fourier transform of the
particle trajectories over the retarded time tret = t − ~n~rk/c.
These vector amplitudes thus contain information on the
polarization and phase of the emitted radiation and can be
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used to reconstruct the complete dynamics of the particle
phase space.

Note, that equation 1 is valid if the radiation can be con-
sidered to be purely classical and the emitted energy of
a single particle is small compared to its kinetic energy
Erad ≪ Ekin = (γ − 1)mec2.

RADIATION FROM LASER WAKEFIELD

ACCELERATION

The brilliance of Laser-wakefield accelerator (LWFA)
light sources, such as synchrotron radiation in the X-ray
range from betatron oscillation, directly depends on the
phase space density of the radiating electrons within the
plasma wave. Our PIConGPU code can calculate both the
angularly resolved, absolute photon fluxes of these light
sources and the detailed radiation signatures arising from the
plasma dynamics, which determine electron beam formation
and hence the brilliance of the plasma-based light source. In
Laser-wakefield accelerators, the electron injection process
and the subsequent acceleration within the plasma cavity are
both critical for providing and maintaining high phase-space
densities in the resulting electron beams. The highly non-
linear nature of electron injection and acceleration makes it
thus vital to accurately measure and control the laser-plasma
dynamics in order to optimize the brilliance of LWFA light
sources. This connection between measured radiation sig-
natures, the associated plasma dynamics and the resulting
X-ray spectra is provided by our code.

Due to the (sub-)micrometer spatial scales of plasma struc-
tures and electron bunches in laser wakefield accelerator, the
emitted radiation exhibits a rich mixture of coherent and
incoherent radiation, so that a full treatment of coherence in
the emitted plasma radiation is necessary.

In order to demonstrate the capability of PIConGPU to
predict absolute intensity values in this partially-coherent
regime, we simulated a toy-model LWFA scenario (Fig. 2).
The emitted radiation is simulated for a 800 µm, Gaussian
laser pulse with pulse length τ = 10 fs and normalized laser
strength a0 = 2.0, which drives a bubble in a plasma with
an initial electron density of ne = 2.5 · 1018cm−3. The
intensity spectrum in Fig. 2 shows the total emitted radiation
spectrum of the laser-plasma interaction 290 fs after the laser
has entered the plasma.

Although the harmonics structure of the spectrum re-
sembles the general spectrum of a Thomson-scattered laser
within a plasma, the plasma dynamics of LWFA leads to in-
tensities and angular distributions that are distinctly different
from those predicted by analytical models [11], which do
not consider the LWFA plasma dynamics. These differences
are encoded in the harmonics width, the angular distribution,
as well as the harmonics relative peak intensity ratios or
intensity contrast with respect to the background. Since the
differences are based on the structure and dynamics of the
plasma, these become relevant for any attempt of deducing
the LWFA properties from experimentally obtained plasma

self-emission spectra, which are usually intensity spectra
without direct phase information.

Hence these radiation simulations make it now possible to
quantitatively examine experimental spectral data, which on
the one hand is easily available, but on the other hand hard
to analyze, since the complexity of laser-plasma interactions
makes it exceedingly difficult to connect spectral signatures
to plasma dynamics. Once the spectral features most sensi-
tive to the plasma structure and dynamics are identified, the
experimental spectra can be used to directly optimize and
control LWFA-based light sources, such as from betatron
oscillations, without referring to the simulation.

IMPLEMENTATION OF THE SYNTHETIC

RADIATION DIAGNOSTIC IN PICONGPU

Computing the far-field radiation using Eq. 1 is compu-
tationally challenging. Summing over Ne ∼ 1010 particles
for each time step Nt requires to access particle data of
∼ 100 TB. A high data transfer rate is therefore essential
when computing the spectra. Computing the complex am-
plitudes requires a total of Nt · Ne · Nω · N~n evaluations
of the summand in Eq. 2, with Nω being the number of
frequencies and N~n being the number of observation direc-
tions computed. Typical numbers for these quantities are
Ne ∼ 109, Nt ∼ 105, Nω ∼ 102 and N~n ∼ 102 which results
in ∼ 1018 evaluations in total. Thus, evaluating Eq. 1 re-
quires a large number of floating point operations (FLOPs).
As an example, for the simulation presented in [12] there
were 9 · 1018 evaluations of the summand. This is ∼ 108

times more than performed by the simulation mentioned in
the introduction [3], but was still completed in under one
day.

With PIConGPU [13, 14], computing the particle dynam-
ics and emitted radiation is done entirely on GPUs. This
allows to read particle trajectory data for evaluating Eq. 1
directly from the GPU memory, where data transfer rates
of 0.25 TB/s per GPU are available [15]. Compared to any
bandwidth accessible when storing and post-processing tra-
jectories on hard-drive, the memory bandwidth on GPUs
is orders of magnitude larger. Additionally, compute rates
of ∼ 1.3 TFLOPs per GPU are available if the evaluation of
Eq. 1 is distributed efficiently on the ∼ 2500 ALUs of each
GPU. This allows to perform the floating point operations re-
quired to solve Eq. 1 approximately one order of magnitude
faster compared to performing it on CPU. Without both the
high data transfer rates and the high compute rates available
on GPUs, computing angularly-resolved far-field emission
spectra would be impossible for all particles in a plasma
simulation.

PROOF OF CONCEPT: EXASCALE

RADIATION SIMULATION

PIConGPU is capable of computing the spectrally and
angularly resolved far-field radiation of large-scale laser-
plasma simulations as recently proven in performing a sim-
ilar sized simulation of an astrophysical jet in which we
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Figure 2: Left: The far-field observation angle θ shown in front of the density of the plasma drawn in red and the laser drawn
in green. The background plasma has an electron density of ne = 2.5 · 1018cm−3 and the gaussian laser pulse has an peak
intensity of a0 = 2.0. Right: The emitted energy per unit frequency and unit solid angle d2

I

dω dΩ is plotted over the emitted
frequency ω in units of the laser frequency ω0 and the observation angle θ (observation direction ~n = (sin θ,cos θ,0), with
x being the laser polarization direction and y the laser propagation direction). Ne = 75 · 106 macro-particles where analyzed
for Nt = 6000 time steps and the radiation was calculated for Nω = 512 frequencies and N~n = 64 directions to generate the
spectral plot.

computed the far-field radiation of the relativistic Kelvin-
Helmholtz instability [12, 14]. This simulation was at the
leading edge of what is possible with computer simulations
today.

The astrophysical simulation covered 75 billion macro
particles on 4.7 billion cells. The far-field radiation was
computed on a quadrant of the sky map with N~n = 481 ob-
servation directions and Nω = 512 frequency on a logarith-
mic scale using a non-equidistant discrete Fourier transform.
On 18.432 GPUs the code reached a peak performance of
7.176 PFLOPs (double precision). A total of 1.34 PByte of
particle data was read while evaluating the far-field radiation.
Even with this large-scale simulation, PIConGPU performed
with 96% weak efficiency. The total simulation time was
16 h for 2000 time steps.

Translating these performances to a LWFA simulation
with 2048× 512× 512 cells and Nt = 30,000 time steps and
computing the radiation for a similar quadrant of the spectral
sky map on 2000 GPUs would require 2.5 days of simulation
time. Compared to the simulation of the Kelvin-Helmholtz
instability, which ran on the world’s second largest clus-
ter, such a LWFA simulation can be performed on several
powerful GPU clusters available today.

CONCLUSIONS

We have shown that for Laser-wakefield accelerator
(LWFA) simulations our GPU-accelerated particle-in-cell
code PIConGPU provides angularly resolved spectra based
on all billions of particles during a PIC simulation including
coherence and polarization properties. This full-scale ap-

proach of quantitatively simulating the far-field radiation in
plasmas is unprecedented and enables a range of new opti-
mization strategies for all plasma-based light sources. First
results show that the product of frequencies and observation
directions calculated in LWFA simulations typically reaches
up to ∼ 106 using existing HPC GPU clusters. The achieved
performance makes it possible to extend our technique to
calculate spectral images based on a million observation
directions for a few selected wavelengths, as done in experi-
ment by spectrally filtered CCD imaging, hence revealing
the sources of plasma radiation.
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