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Abstract

GPU-based computing has gained popularity in recent
years due to its growing software support and greater pro-
cessing capabilities than its CPU counterpart. GPU com-
puting was recently added in the finite-difference time-
domain program VORPAL. In this paper we carry electro-
magnetic simulations through a slab-symmetric dielectric-
lined waveguide (DLW). We use this simulation model to
explore the scaling of the GPU version of VORPAL on a
new TOP1000-grade hybrid GPU/CPU computer cluster
available at Northern Illinois University (NIU).

INTRODUCTION

The development of computational power in the past
several decades has led to our capability to solve com-
plicated problems numerically, which would otherwise be
very difficult or impossible.
The rapid pace at which processor architecture evolves

must be matched with improvements in program/software
design to take advantage of the full capability of a process-
ing unit. The most recent development include the deploy-
ment of hardware with large numbers of Graphical Process-
ing Units (GPU). GPU’s and their highly parallel structure
makes them more effective than general-purpose Central
Processing Units (CPUs) for algorithms where processing
of large blocks of data is done in parallel.
Although a CPU is faster than a GPU on a per-core basis,

each GPU may contain several thounsand cores [1] while
each CPU is presently limited to 16 cores [2]. Moreover,
GPUs are capable of processing many parallel streams of
data simultaneously which makes them highly efficient for
parallel computation. Finally GPUs are capable of per-
forming vector operations and double-precision floating-
point numbers, which makes them useful in electromag-
netic simulations such as VORPAL [3].
VORPAL is a three-dimensional electromagnetic and

electrostatic PIC code. VORPAL uses a conformal fi-
nite difference-time domain (FDTD) method to solve
Maxwell’s equations and that includes an advanced tech-
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nique known as cut-cell boundaries to allow accurate rep-
resentation of curved geometries within a rectangular grid.
To test the scalability of VORPAL-GPU on a recently

acquired TOP1000-grade hybrid GPU/CPU, “GAEA,” we
use a familiar problem [4] on collinear beam driven wake-
field acceleration. The GAEA computing cluster at NIU in-
cludes 60 compute nodes with 3 additional nodes to handle
disk and terminal services. Each compute node contains 2
hex core CPUs (Intel Xeon X5650 opearting at 2.67 GHz),
72 GB of RAM, 2 TB of local storage and 2 GPU cards.
Each GPU card is an NVIDIA TESLA M2070 capable
of 515 Gigaflops of double precision floating point arith-
metic, 1030 Gigaflops of single precision floating point
arithemetic, each GPU card has 448 CUDA cores, with
access to 6 GB of GDDR5 memory, and 150 GB/s mem-
ory bandwidth. The cluster also possesses approximately
192 TB of disk storage accessible to all compute nodes.
Lastly, the compute nodes and storage nodes are intercon-
nected with a 40 Gb/s QDR INFINIBAND network.

PROBLEM SETUP

We explored the scaling of a dielectric wakefield acceler-
ator (DWFA) simulation using VORPAL-GPU. In DWFA’s
a drive bunch is used to excite an electromagnetic wake in
a dielectric-lined waveguide (DLW). The trailing wake can
be used to accelerate a properly timed witness bunch. We
focus on the slab-symmetric DLW based on [5]. The two
types of modes in this structure are longitudinal section
electric (LSE) and longitudinal section magnetic (LSM).
The latter, fundamental is the accelerating mode.
Currently VORPAL-GPU does not support particle-in-

cell functionalities, instead the electron bunch is modeled
by the time-dependent current density
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where the charge Q = 1 nC, the transverse sizes are σy =
σz = 30 μm, the longitudinal size is σx = 100 μm and c

is the speed of light.
The computational domain associated to the problem ap-

pears in Fig. 1. The current distribution enters the compu-
tation domain from (x, t) = (0, 0) and propagates through

TUPEA073 Proceedings of IPAC2013, Shanghai, China

ISBN 978-3-95450-122-9

1298C
op

yr
ig

ht
c ○

20
13

by
JA

C
oW

—
cc

C
re

at
iv

e
C

om
m

on
sA

tt
ri

bu
tio

n
3.

0
(C

C
-B

Y-
3.

0)

03 Particle Sources and Alternative Acceleration Techniques

A15 New Acceleration Techniques



the structure until it exits on the x > 0 side. We imple-
ment perfectly conducting boundaries (PCB) on the y and z

sides to mimic the conducting plates surrounding the DLW.
In addition, perfectly matched layers (PMLs) are used on
both ends (x) of the structure to mimic an open boundary
and avoid spurious reflection of the electromagnetic field
generated by the current distribution.

Figure 1: A diagram of the slab seen from the y-transverse
direction (a) and the from the x-longitdinal direction (b).
The slab is composed of a dielectric coating with dielec-
tric permitivity εr surrounded by a PCB. PMLs are imple-
mented at x = 0 and x = 2 cm prevent any reflections in
the dlw.

In this problem, Maxwell’s equation were solved using
VORPAL’s FieldCombo algorithm and because of the di-
electric medium the updated included the construction and
update of the ε permitivity matrix necessary to define and
update the �D electric-displacement field components.

SCALING STUDIES

In high-performance computing, there are generally two
figure of merits used to describe scaling performance: the
strong and weak scalings. Strong scaling refers to how
the solution time changes for a parallel computation with
a fixed computational volume. Weak scaling refers to how
the solution time changes for a fixed parallel computa-
tion with different computational volumes. With respect to
VORPAL-GPU, we are interested in knowing the cost of the
solution time per processor(s) for an increase in resolution
(finer grid).
A larger number of processors will not necessarily de-

crease the solution time; instead this relationship depends
on many factors and is problem specific. Examples of such
factors include, e.g., (i) increase in time to split the jobs to
more cores (ii) increase in time to send information to more
cores (iii) increase in time to allocate less memory to more
cores (iv) and the finite bandwidth available to communi-
cate between the cores.
In VORPAL-GPU we use a cartesian grid (NX , NY , NZ)

to describe number of cells in x̂, ŷ, ẑ directions (see Tab. 1).
To improve the scaling capability, it was important to
choose the decomposition of the grid wisely.
The simulation was designed such that the electron

bunch propagation direction was in the long, longitudinal
direction of the simulation (x̂). This was a convenient
choice which enabled several clear benefits. First it allows

for a simple one dimensional decomposition of the gridded
field quantities. This leads to a simple messaging pattern
of the quantities in the halo–that is each GPU sends and re-
ceives data only from the other GPUs on each side of the
decomposition This choice leads to a minimization of the
messaging costs leading to optimal efficiency. Moreover,
VORPAL-GPU is designed such that the x-dimension rep-
resents the slowest dimension in the memory layout of the
field quantities while the z-dimension is the fastest. This is
a very important choice which enables contiguous chunks
of memory in the planes perpendicular to the x-axis (i.e. the
halo guard cell planes) to be transferred back to the host in
a single memory transfer across the PCI Express bus. This
yields the optimal performance as it enables one to effec-
tively overlap communication costs with the update of the
main ”body” region on each GPU.
However, one must also be careful to choose the di-

mensions of the simulation domain carefully. Even a sim-
ple one-dimensional domain decomposition can perform
poorly if the ratio of the cells needing to be messaged to
the cells needing to be updated in the body region is too
large.
Because we decompose in the x̂ direction, our message

volume will be 2NY NZ . For a problem involvingN GPUs,
our update volume will be NXNY NZ

N . When 2NY NZ

(NXNY NZ)/N

becomes large (i.e. greater than .02 we expect the per-
formance to degrade substantially. In these situations, the
amount of work in the body update region will be too small
to effectively hide the communication costs. In particular,
the body update region kernels will simply run too fast to
hide these costs.

Table 1: Cartesian Grid Dimensions and Volumes used in
this Scaling Study

Size NX NY NZ Volume

S 602 128 128 9863168
M 1552 256 256 101711872
L 7752 256 256 508035072
XL 3852 512 512 1009778688
XXL 7702 512 512 2019033088
XXXL 5002 768 768 2950299648

We investigated the scaling over 1, 2, 4, 8, 10, 20, 30, 40,
50, 60, 70, 80, 90, 100, 110, 120 GPUs. However, because
of the limited memory on each GPU, larger problems can-
not run on a smaller number of GPUs. The results are pre-
sented in Fig. 2. In each case, several hundred steps were
taken and we use the minimum time per step; an alterna-
tive method would be to take the average time per step over
the run sample, however the loading and dumping time of
the larger volumes skews this data significantly. In this fig-
ure, the volume curves represent the strong scaling, while
the weak scaling is presented by the different volume sizes
for a fixed number of GPUs (i.e. vertical points). We see
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Figure 2: Strong and weak scaling of VORPAL-GPU on
GAEA. The horizontal axis shows the number of GPUs
used for a given simulation (see Tab. 1). The vertical axis
shows the inverse of the time per step.

linear scaling up to certain numbers of GPUs for each vol-
ume, afterwhich it falls off. The fall off comes from the
aforementioned changing update and communication vol-
ume ratios.

COMPARISON AND CONCLUSION

For comparison we benchmarked VORPAL-GPU with an
analytical model based on [6]. We see very good agreement
and notice convergence of better resolution toward the an-
alytical model (see Fig. 3. We also confirmed good consis-
tency between both gpu, and cpu versions of VORPAL.

Figure 3: Comparison plot between VORPAL-GPU and an
analytical code. The small and medium volume sizes cor-
respond to the S and M volumes. The structure has dimen-
sions a = 100μ m with b = 120 μm with ε = 5.7.

Some of the transverse and longitudinal characteristics
of the wakefields produced in these simulations are nearly
impossible to see at low resolution, therefore the powerful

capability of VORPAL on GAEA, allows us to potentially do
optimization studies due to the small runtimes needed for
large scale problems (see Fig. 4).

Figure 4: A contour plot of the simulation carried out with
VORPAL-GPU shown from a slice in z=0 plane on a L grid
volume for the longitudinal Ex field. A gaussian bunch (1
nC, σx = 100 μm passes through a dielectric structure ex-
citing a wake. The transverse-extended shape corresponds
to the combination of the LSE and LSM modes. The peak
accelerating field (blue) corresponds to 150 MV/m. The
structure has dimensions a = 100 μm with b = 120 μm

with ε = 5.7.

The next decades in computational development, both
in hardware and software will lead to faster, more power-
ful computation capabilities; which, will make possible the
optimization of large scale problems and large data analy-
sis.

We are thankful to Dr. Clyde Kimbal for his support and
Dave Ulrick for his help with the GAEA cluster.
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