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INTRODUCTION
The Particle-In-Cell (PIC) Framework Warp [1] was

originally developed to simulate space-charge-dominated
beam dynamics in induction accelerators for heavy-ion fu-
sion (HIF). It is currently being developed primarily by
the Heavy Ion Fusion Science Virtual National Laboratory
(HIFS-VNL) collaboration, to guide the development of
accelerators that can deliver beams suitable for high en-
ergy density experiments [2] and implosion of inertial fu-
sion capsules [3]. In recent years, the physics models in
the code have been generalized, so that Warp can model
beam injection, complicated boundary conditions, denser
plasmas, a wide variety of accelerator lattice components,
the non-ideal physics of beams interacting with walls and
plasmas, as well as laser-plasma interactions.

The user interface of Warp is Python, a high level, ob-
ject oriented, interactive and scripting language designed
for ease of use and flexibility. The interface between
the Fortran and Python is created by the Forthon package
[4]. This code architecture enables rapid prototyping and
great versatility, and allows users to write their own ex-
tensions. Warp has recently been augmented with various
novel methods including PIC with adaptive mesh refine-
ment [5], a large-timestep mover for particles of arbitrary
magnetized species [6, 7], a new relativistic Lorentz in-
variant leapfrog particle pusher [8], simulations in Lorentz
boosted frames [9, 10], an electromagnetic solver with tun-
able numerical dispersion and efficient stride-based digital
filtering [11]. With its new capabilities and thanks to a de-
sign that allows for a high degree of versatility, the range of
application of Warp has considerably widened far beyond
the initial application to the Heavy Ion Fusion Science pro-
gram.

The code now has an international user base and is be-
ing applied to projects both within and far removed from
the HIF community. Ongoing or recent examples of appli-
cations outside HIF include the modeling of plasma traps
for the production of anti-Hydrogen [12], Paul traps [13,
14], non-conventional Penning-Malmberg micro-trap [15],
transport of electron beams in the UMER ring [16], ECR
ion sources [17], capture and control of laser-accelerated
proton beams [18], and fundamental studies of multipact-
ing [19]. It is also applied to the study and design of
existing and next generation high-energy accelerators in-
cluding the study of electron cloud effects [20], coherent
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synchrotron radiation [21] and laser wakefield acceleration
[10].

We concentrate below on the description of new diag-
nostics for computing the local energy spread (and tem-
perature) that properly accounts for linear correlations that
arise from the discrete binning along each physical dimen-
sion. The new diagnostic is an extension of the one devel-
oped in the code BPIC [22] and described in [23] (a related
procedure is also described in [24]). We also describe fur-
ther extension.

CALCULATION OF THE TEMPERATURE
AND ENERGY SPREAD IN WARP

Assuming a distribution of particles f(X,V ) of posi-
tions X = {x, y, z} and velocities V = {vx, vy, vz}, the
temperature kTu along the direction u = x, y or z and the
kinetic energy spread δK at X0 = {x0, y0, z0} are defined
as being directly related respectively to the variance of the
velocity components and the standard deviation of the ki-
netic energy as:

kTu =
1

2
m(vu − vu)

2
, (1)

=
1

2
m

∫∞
−∞ f (X0, vu) (vu − vu)

2 · dvu∫∞
−∞ f (X0, vu) · dvu

, (2)

δK =

√(
K −K

)2
, (3)

=
1

2
m

√√√√∫∞0 f (X0, V )
(
K −K

)2 · dK∫∞
0
f (X0, V ) · dK

, (4)

where m, v =
√
v2x + v2y + v2z and K = 1

2mv
2 are respec-

tively the mass, velocity and kinetic energy of the particles.
The mean values of the velocity components and kinetic
energy are given by

vu =

∫∞
−∞ f (X0, vu) vu · dvu∫∞
−∞ f (X0, vu) · dvu

, (5)

K =

∫∞
0
f (X0, V )K · dK∫∞

0
f (X0, V ) · dK

. (6)

The above definitions apply to infinitesimal volumes and
continuous density functions f and can be interpreted as the
mathematical limit of discretized equivalent definitions for
a finite size sample of N particles and finite volumes δΩ
when N → ∞ and δΩ → 0. At these limits, correlations
between velocity (or kinetic energy) with position vanish
and do not need to appear explicitly in the calculation of
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temperature or energy spread. In practice, however, both
N and δΩ are finite, and correlations need eventually to be
accounted for.

(a) (b)

(c) (d)

Figure 1: Longitudinal z− vz phase-space projection from
a simulation of NDCX-I for (a) 0 < z < 1 m, (b) a 1
mm long sample between 6.4 mm< r < 7.7 mm and 5
cm< z < 5.1 cm, (c) same sample as (b) with averages
removed along z and vz , (d) same sample as (c) with linear
correlation between vz and z removed.

As an example, we consider a snapshot from a simula-
tion of NDCX-I [25]. The longitudinal phase space z − vz
is plotted in Fig. 1-(a) for 0 < z < 1m, while a 1 mm long
sample for 5 cm< z < 5.1 cm and 6.4 mm< r < 7.7 mm
is shown in Fig. 1-(b), and with averages removed in Fig.
1-(c). A linear correlation is clearly visible, which would
give rise to an overestimate of the local temperature if not
removed. The sample with linear correlation removed is
shown in Fig. 1-(d). Note the change of scales.

Removing the linear correlations necessitates the knowl-
edge of the correlation coefficients for each spatial direc-
tion, which are computed as follows.

Let us assume that at X0 = {x0, y0, z0}, the kinetic en-
ergy K1 = K −K has a linear correlation with the sample
positions x, y and z, such thatK1 = K2+a1X+b1Y +c1Z
whereX = x−x, Y = y−y, Z = z−z, XK2 = Y K2 =
ZK2 = 0, and a1, b1 and c1 are scalars giving the ”slopes”
of the coupling in each spatial direction. From the defini-
tions given above, one can write

XK2 = X (K1 − a1X − b1Y − c1Z) = 0 , (7)
Y K2 = Y (K1 − a1X − b1Y − c1Z) = 0 (8)
ZK2 = Z (K1 − a1X − b1Y − c1Z) = 0 (9)

such that a1, b1 and c1 are the solutions of the linear system
X2a1 + XY b1 + XZc1 − XK1 = 0

Y Xa1 + Y 2b1 + Y Zc1 − Y K1 = 0

ZXa1 + ZY b1 + Z2c1 − ZK1 = 0

.

(10)
The system is solved explicitly in Warp. The same pro-

cedure is used to remove linear correlations between vx, vy
and vz for the temperature calculations.

The new diagnostic has been applied to the analysis of
the evolution of velocity spread and longitudinal cooling in
the NDCX-I accelerator (see [26], Fig. 3), establishing that
there is no significant broadening of the energy distribution
due to intrinsic mechanisms such as translaminar effects or
transverse-longitudinal anisotropy instability.

Although not present (or discernable) in the 1 mm
sample that was shown, higher order correlations can be
present, as shown in Fig. 2 for a 4 mm long sample, and
should ideally be removed. In the present version of the
Warp diagnostic, only the linear correlation is removed,
as a compromise between accuracy and speed. In the fu-
ture, the subroutine could be modified to recursively re-
move spatial correlations up-to an arbitrary order, as de-
scribed below.

More generally, one can write the kinetic energy distri-
bution as the weighted sum of powers of X , Y and Z up to
order n

K = Kn+1 +

n∑
i=0

(
aiX

i + biY
i + ciZ

i + di
)

(11)

while imposing XnKn+1 = XnKn+1 = XnKn+1 = 0
and Kn = 0. The distribution Kn+1 can be computed re-
cursively using

Kn+1 = Kn − anXn − bnY n − cnZn − dn (12)

and solving for

X2nan + XnY nbn

+ XnZncn + Xndn = XnKn

Y nXnan + Y 2nbn

+ Y nZncn + Y ndn = Y nKn

ZnXnan + ZnY nbn

+ Z2ncn + Zndn = ZnKn

Xnan + Y nbn

+ Zncn + dn = 0

.

(13)
We note that for n odd, then Xn = Y n = Zn = 0,

giving dn = 0 and the system to solve simplifies to
X2nan + XnY nbn + XnZncn = XnKn

Y nXnan + Y 2nbn + Y nZncn = Y nKn

ZnXnan + ZnY nbn + Z2ncn = ZnKn

(14)

THPPP096 Proceedings of IPAC2012, New Orleans, Louisiana, USA

ISBN 978-3-95450-115-1

3958C
op

yr
ig

ht
c ○

20
12

by
IE

E
E

–
cc

C
re

at
iv

e
C

om
m

on
sA

tt
ri

bu
tio

n
3.

0
(C

C
B

Y
3.

0)
—

cc
C

re
at

iv
e

C
om

m
on

sA
tt

ri
bu

tio
n

3.
0

(C
C

B
Y

3.
0)

04 Hadron Accelerators

A17 High Intensity Accelerators



(a) (b)

(c) (d)

Figure 2: Longitudinal z− vz phase-space projection from
a simulation of NDCX-I for (a) a 4 mm long sample be-
tween 6.4 mm< r < 7.7 mm and 5 cm< z < 5.4 cm,
(b) same sample as (a) with averages removed along z and
vz , (c) same sample as (b) with linear correlation between
vz and z removed (d) same sample as (c) with quadratic
correlation between vz and z removed.

The recursive procedure that was just described has been
applied successfully to the sample case shown in Fig. 2, for
removing the quadratic correlation between vz and z that
is visible in Fig. 2-(c), giving the uncorrelated distribu-
tion plotted in Fig. 2-(d). Comparing Fig. 1-(d) and 2-(d)
shows that removing higher order correlations allows for
larger samples, reducing the size of the diagnostic arrays
and improving the statistics per cell. This procedure will
be implemented in the future, adding the option of either
setting a maximum level of recursion level (or equivalently
highest order of correlation to be removed) or setting a tol-
erance for stopping the recursion on the difference between
the temperature (or energy spread) value at two consecutive
recursion levels. Sorting the macroparticle data spatially by
grid cells beforehand would allow for each cell to reach in-
dependent levels of recursion.
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