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Abstract

A new software platform is described for the multi-

objective global optimization of accelerator design. While

local optimization is relatively simple, global optimization

of accelerators remains a challenging task. The user often

must write many lines of code to combine the output of a

large variety of simulation engines. The optimization code

also requires significant revision when applied to a differ-

ent design. The TRIUMF optimization platform, based on

the genetic algorithm, uses a flexible XML input format,

in which users can easily combine multiple physics simu-

lation engines in the same optimization problem. The plat-

form is also parallel capable, designed to take advantage of

high performance computation clusters. Capabilities of the

platform are detailed and results of test problems and of the

TRIUMF e-linac injector are shown.

INTRODUCTION

Simulation programs are indispensable for the design of

modern accelerators. The many variables of an accelerator

design can rarely be encompassed by a single simulation

program. Often the design depends on results extracted

from different programs. Another common scenario is to

use the output of one code as the input of another [1], such

as using GPT [2] to generate a beam from a gun and prop-

agating the beam through Astra [3]. Global optimization is

difficult due to the coupling between simulation programs.

Much intermediate code is necessary to propagate variables

between different programs and convert different input for-

mats. In addition, the code is often written ad-hoc without

serious attention paid to good software design and reusabil-

ity. Testing and maintaining the intermediate code hinders

the already complex task of creating a physically realis-

tic simulation. The TRIUMF optimization platform is de-

signed to mitigate these limitations.

DESIGN CRITERIA AND

IMPLEMENTATION DETAILS

The principle goal of the platform is the global opti-

mization of an accelerator design that requires the use of

multiple simulation programs for each instance of the de-

sign. The platform mediates all interactions between the

programs, including propagation of variables and extrac-

tion of constraint and objective values. The platform has

the flexibility to support a topology composed of an arbi-

trary number of different simulation codes arranged in se-

quential and/or parallel order. While the primary purpose
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is the eventual global optimization of the TRIUMF e-linac

[4], the software design is generic and can handle simula-

tion programs of any nature.

The software is based on A Platform and Program-

ming Language Independent Interface for Search Algo-

rithms (PISA) [5] and Alternative Platform and Program-

ming Language Independent Interface for Search Algo-

rithms (APISA) [6], which use genetic optimization [7].

The scope of the platform is ambitious, thus has been sub-

jected to rigorous software engineering methods in an ef-

fort for it to be maintainable and extensible. The platform is

designed and written in full object-oriented C++ for Linux

systems, with a focus on documentation and good coding

convention.

One primary design goal of the optimization engine is

to take advantage of parallel computing. The engine is de-

signed and tested to work with WestGrid [8], a high perfor-

mance computing network for Canadian institutions.

No restrictions are made on the type of decision vari-

ables, constraints, or objectives allowed, thus they can be

any arbitrary numerical properties of the system. The plat-

form allows the user to provide custom Python code to

parse the simulation output and extract parameters of inter-

est. Some common functionalities are provided in libraries,

e.g., extracting beam emittance from Astra.

XML was chosen as the input file format for its standard-

ization, flexibility, and extensibility. An input file consists

of XML blocks that define the optimization settings, vari-

ables, constraints, and objectives. A topology block de-

fines the simulation programs used and their dependencies,

with each entry in the topology referred to as a vertex. An

Astra vertex that depends on a GPT vertex runs in serial,

while two vertices that are independent can run in paral-

lel. A units block can also be defined to ease the transition

between programs that have different unit conventions.

The platform features a sophisticated error handling

scheme and gracefully works around any exceptions

thrown by a simulation program (e.g., program hangs) or

the operating system (e.g., fork() error), to prevent a single

exception from destroying the entire run.

TESTING AND VALIDATION

The problem ZDT6 [9] was used to test the platform’s

capability in handling multi-vertex topologies (Fig. 1).

ZDT6 is defined as
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minimize f1(x) = 1− e−4x1 · sin6(6πx1)

minimize f2(x) = 1−

(

f1(x)

g(x)

)2

g(x) = 1 + 9 ·

(

1

9

10
∑

i=2

xi

)0.25

subject to 0≤xi≤1, i = 1, ..., 10.

Figure 1: The ZDT6 test problem is modeled as three ver-

tices: G, F1, and F2. G and F1 can be executed in paral-

lel. F2 executes in serial with respect to G andF1, because

F2 depends on the output of the other two. The parameter

f1 is used as both an input for F2 and also as an objective

variable.

Figure 2: The pareto front shows the trade-off between the

ZDT6 objective functions, f1 and f2.

ZDT6 has a non-convex solution space. Each vertex was

written as a separate program, emulating a multi-engine

simulation. For each individual, random numbers between

0 and 1 are assigned for each of the ten decision variables

xi, i = 1, ..., 10. x1 is used as the input for the vertex F1,

and the others for G. Non-decision variables f1 and g are

extracted from F1 and G, respectively, and are then used

as inputs for vertex F2, which outputs variable f2. The

objectives are minimizing f1 and f2. The resulting pareto

front (Fig. 2) matches the results obtained by [10].

Figure 3: E-linac injector. Variables include B-fields for the

solenoids and phases and E-fields for the cavities (buncher,

two capture cavities, and 9-cell). Figure courtesy of [11].

The optimization platform was applied to an Astra model

of the TRIUMF e-linac injector (Fig. 3), in which an ini-

tial 100 keV bunch is accelerated to 10 MeV. The simula-

tion topology only consists of a single Astra vertex, but is a

good test to determine whether the platform produces phys-

ically realistic results. The decision variables include the

solenoid fields, the buncher and capture cavity fields and

phases, and the 9-cell phase. Fig. 4 shows a pareto front

that demonstrates a trade-off between transverse and longi-

tudinal emittances. The results (Fig. 4, 5) are reasonable

within the requirements of the e-linac and gives confidence

to the optimization platform.

CONCLUSION AND FUTURE

APPLICATIONS

The optimization platform has been implemented and

shows good handling of arbitrary problem topologies in

a parallel-capable environment. The platform is currently

being used to study injector dynamics, and other near fu-

ture applications are envisioned for TRIUMF. Ultimately

the goal of the platform is the global optimization of the e-

linac, a 50 MeV, 0.5 MW machine for photo-fission. Space

is reserved for the future upgrade to an energy recovery

linac, making possible simultaneous dual beam operation,

with one beam used for rare isotope production and the

other for FEL operation. The flexibility and scalability of

the optimization platform is designed to prepare for such a

complex task (Fig. 6).
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Figure 4: Optimization of the e-linac injector using Astra.
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Figure 6: The many variables involved in the e-linac cannot be modeled by a single simulation program. The optimization

framework is designed to handle the optimization of such systems.
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