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- This computation usually is done by solving Poisson's equation

$$
-\Delta u(x)=f(x), \quad \forall x \in \Omega
$$

subject to some boundary conditions:

$$
\begin{aligned}
\mathrm{u}(x) & =g_{D}(x), & & \forall x \in \partial \Omega_{D}, \\
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\end{aligned}
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## Raviart-Thomas Ansatz-Space - <br> Constant Function
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$$
\left(\begin{array}{ll}
\mathbf{B}^{T} \mathbf{A}^{-1} \mathbf{B} & \mathbf{B}^{T} \mathbf{A}^{-1} \mathbf{C} \\
\mathbf{C}^{\top} \mathbf{A}^{-1} \mathbf{B} & \mathbf{C}^{T} \mathbf{A}^{-1} \mathbf{C}
\end{array}\right)\binom{u_{h}}{\lambda_{h}}=\binom{-f_{h}}{0}
$$

This method is called static condensation.

- Eliminating the $u_{h}$ using a Schur complement we would arrive at a variant of the Crouzeix-Raviart Finite Element Method $\Rightarrow$ which can also be derived directly.
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- These finite Elements have their degrees of freedom allocated to the barycenters of their Edges/Faces, rather than their Vertices.
- The function space $P_{1}^{N C}$ actually contains the space $P_{1}$ of linear functions.
- So $\mathbf{P}_{1}^{N C}$ can at least represent the continuous solutions from nodal $\mathbf{P}_{1}$-FEM.
- As the Ansatz space is larger there is room for additional contraints
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## The Crouzeix-Raviart Finite Element Method - Examples \#1



Figure: The ansatz-functions are only continuous at the midpoints of interfaces

## The Crouzeix-Raviart Finite Element <br> Method - Examples \#2



Figure: The space $\mathbf{P}_{1}$ of piecewise linear and continuous functions is contained in $\mathbf{P}_{1}^{N C}$.

## The Crouzeix-Raviart Finite Element Method - Examples \#3



Figure: The space $\mathbf{P}_{1}^{\mathrm{NC}}$ also contains discontinuous functions.

## The Crouzeix-Raviart Finite Element Method \#3

- Another (more straightforward) way to arrive at the Crouzeix-Raviart FEM is to apply the Galerkin approach to the nonconforming Ansatz space $\mathbf{P}_{1}^{\text {NC }}$ directly:

$$
\sum_{T_{k} \in \mathbf{T}} \int_{T_{k}} \varepsilon \operatorname{grad} u_{h} \cdot \operatorname{grad} v=\int_{\Omega} f_{h} v \quad \forall v \in \mathbf{P}_{1}^{N C}
$$

- With decreasing mesh-size the num. solution $u_{h}$ converges to $u$ with $O\left(h^{2}\right)$.
- More interestingly using a special post-processing we can recover a flux $\boldsymbol{\Psi}_{h}$ of second order accuracy $O\left(h^{2}\right)$ using:
$\Psi_{h}(\mathrm{x})=\varepsilon \operatorname{grad} \mathrm{u}_{h}-\frac{T_{k}}{n}\left(\mathrm{x}-\mathrm{x}_{T_{k}}\right), \quad \mathrm{x} \in T_{k}, \mathrm{x}_{T_{k}}$ barycenter of $T_{k}$
- The normal component of $\Psi_{h}$ is continuous at inter-element interfaces.
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Figure: The Displacement is only continuous at the Midpoints of the Edges

# The Crouzeix-Raviart Finite Element Method - Numerical Displacement $u_{h}$ 



Figure: The Displacement is only continuous at the Midpoints of the Edges

## The Crouzeix-Raviart Finite Element Method - Numerical Flux $\boldsymbol{\Psi}_{h}$

Figure: Plot of vector field at element interfaces and barycenters
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Figure: Plot of vector field at element interfaces and barycenters

## Results - Problem setting

- For convergence studies we implemented the Crouzeix-Raviart Finite Element Method in MATLAB [6] for two and three dimensional simplical meshes.
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- The analytic solutions for the scalar potential u is given by:



## Results - Problem setting

- For convergence studies we implemented the Crouzeix-Raviart Finite Element Method in MATLAB [6] for two and three dimensional simplical meshes.
- For benchmarking the robustness and the efficiency of this approach we used:

$$
\begin{aligned}
-\Delta \mathrm{u}(x) & =3 \pi^{2} \sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right) \sin \left(\pi x_{3}\right) \text { in } 3 \mathrm{D}, \\
-\Delta \mathrm{u}(x) & =2 \pi^{2} \sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right) \text { in } 2 \mathrm{D} .
\end{aligned}
$$

- The analytic solutions for the scalar potential $u$ is given by:



## Results - Problem setting

- For convergence studies we implemented the Crouzeix-Raviart Finite Element Method in MATLAB [6] for two and three dimensional simplical meshes.
- For benchmarking the robustness and the efficiency of this approach we used:

$$
\begin{aligned}
-\Delta \mathrm{u}(x) & =3 \pi^{2} \sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right) \sin \left(\pi x_{3}\right) \text { in } 3 \mathrm{D}, \\
-\Delta \mathrm{u}(x) & =2 \pi^{2} \sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right) \text { in } 2 \mathrm{D} .
\end{aligned}
$$

- The analytic solutions for the scalar potential u is given by:

$$
\begin{aligned}
& \mathrm{u}(x)=\sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right) \sin \left(\pi x_{3}\right) \quad \text { in 3D } \\
& \mathrm{u}(x)=\sin \left(\pi x_{1}\right) \sin \left(\pi x_{2}\right) \quad \text { in 2D respectively. }
\end{aligned}
$$
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## Results - Convergence 2D

| $K$ | $\mathrm{t}(\mathrm{sec})$ | $\left\\|e_{\mathrm{u}_{h}}\right\\|_{2}$ | $\left\\|e_{\mathrm{u}_{h}}\right\\|_{\infty}$ | $\left\\|e_{\boldsymbol{\psi}_{h}}\right\\|_{\infty}$ |
| ---: | :---: | :---: | :---: | :---: |
| 40 | 0.002 | $6.20 \mathrm{e}-2$ | $1.20 \mathrm{e}-1$ | $2.85 \mathrm{e}+0$ |
| 176 | 0.004 | $1.49 \mathrm{e}-2$ | $3.69 \mathrm{e}-2$ | $1.28 \mathrm{e}+0$ |
| 736 | 0.009 | $3.70 \mathrm{e}-3$ | $9.59 \mathrm{e}-3$ | $3.65 \mathrm{e}-1$ |
| 3008 | 0.035 | $9.24 \mathrm{e}-4$ | $2.40 \mathrm{e}-3$ | $9.47 \mathrm{e}-2$ |
| 12160 | 0.204 | $2.31 \mathrm{e}-4$ | $6.01 \mathrm{e}-4$ | $2.39 \mathrm{e}-2$ |
| 48896 | 1.433 | $5.77 \mathrm{e}-5$ | $1.50 \mathrm{e}-4$ | $5.97 \mathrm{e}-3$ |

Table: Convergence of successive refinements of the square $[0,1] \times[0,1]$; $\left\|e_{u_{h}}\right\|_{2}$ and $\left\|e_{u_{h}}\right\|_{\infty}$ are the $L_{2}$ and the maximum error of the potential $u_{h}$, while $\left\|e_{\psi_{h}}\right\|_{\infty}$ indicates the maximum error of the approximated gradient $\boldsymbol{\Psi}_{h}$ at interface midpoints.

## Results - Convergence 3D

| $K$ | $\mathrm{t}(\mathrm{sec})$ | $\left\\|e_{\mathrm{u}_{h}}\right\\|_{2}$ | $\left\\|e_{\mathrm{u}_{h}}\right\\|_{\infty}$ | $\left\\|e_{\boldsymbol{\psi}_{h}}\right\\|_{\infty}$ |
| ---: | :---: | :---: | :---: | :---: |
| 6 | 0.002 | $1.42 \mathrm{e}+0$ | $9.74 \mathrm{e}-1$ | $1.44 \mathrm{e}+1$ |
| 72 | 0.002 | $7.14 \mathrm{e}-1$ | $9.20 \mathrm{e}-1$ | $1.32 \mathrm{e}+1$ |
| 672 | 0.006 | $1.49 \mathrm{e}-1$ | $3.20 \mathrm{e}-1$ | $6.87 \mathrm{e}+0$ |
| 5760 | 0.044 | $4.02 \mathrm{e}-2$ | $1.13 \mathrm{e}-1$ | $2.93 \mathrm{e}+0$ |
| 47616 | 0.597 | $1.07 \mathrm{e}-2$ | $3.21 \mathrm{e}-2$ | $8.63 \mathrm{e}-1$ |
| 387072 | 9.373 | $2.74 \mathrm{e}-3$ | $8.58 \mathrm{e}-3$ | $2.23 \mathrm{e}-1$ |

Table: Convergence of successive refinements of the cube $[0,1] \times[0,1] \times[0,1] ;\left\|e_{\mathrm{u}_{\mathrm{h}}}\right\|_{2}$ and $\left\|e_{u_{h}}\right\|_{\infty}$ are the $L_{2}$ and the maximum error of the potential $u_{h}$, while $\left\|e_{w_{h}}\right\|_{\infty}$ indicates the maximum error of the approximated gradient $\boldsymbol{\Psi}_{h}$ at interface midpoints.


Figure: Plot of vector field at element interfaces and barycenters

## Results - Convergence at Domain Boundaries



Figure: Convergence is not optimal at the corners of the domain
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## Multigrid for Crouzeix Raviart FEM Prolongation to Fine Grid



Figure: Continuous coarse-grid function is contained in fine grid
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## Multigrid for Crouzeix Raviart FEM Prolongation to Fine Grid \#2




Figure: Discontinuous coarse-grid function is not contained in fine grid
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