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Abstract

PyECLOUD is a newly developed code for the simu-
lation of the electron cloud (EC) build-up in particle ac-
celerators. Almost entirely written in Python, it is mostly
based on the physical models already used in the ECLOUD
code but, thanks to the implementation of new optimized
algorithms, it exhibits a significantly improved perfor-
mance in accuracy, speed, reliability and flexibility. PyE-
CLOUD simulations have been already broadly employed
for benchmarking the EC observations in the Large Hadron
Collider (LHC). Thanks to the new feature of running EC
simulations with bunch-by-bunch length and intensity data
from machine measurements, the scrubbing process of the
LHC beam pipes could be reconstructed from heat load
measurements in the cryogenic dipoles. In addition, PyE-
CLOUD simulations also provide the estimation of the
bunch-by-bunch energy loss, which can be compared with
the measurements of the stable phase shift.

INTRODUCTION

The Electron Cloud (EC) has been recognized as a pos-
sible limitation to the performances of the Large Hadron
Collider (LHC). [1] In 2011, a one week scrubbing run was
enough to lower the Secondary Electron Yield (SEY) of the
LHC beam screens to values which allow an almost EC free
operation with 50ns bunch spacing.

On the other hand Machine Development (MD) sessions
with 25ns beams showed that a severe EC is still develop-
ing with this bunch spacing, the main observables being
the heat load on the cryo-magnets, the dynamic pressure
rise as well as detrimental effects on the beam, namely fast
EC induced instabilities, which could be avoided with high
chromaticity settings, and slower incoherent effects as par-
ticle losses, emittance growth and energy losses, especially
on the last bunches of the injected trains.[2]

Analysis and predictions on the EC formation rely most
entirely on numerical simulations. CERN has a long ex-
perience in the EC build-up simulation, mostly carried
out with the ECLOUD code, developed and maintained at
CERN since 1997. [3]

Unfortunately this code, written in FORTRAN 77, re-
sulted not very suitable to be adapted to the length and the
irregular structure of the beams employed in the MD ses-
sions.

Therefore we have decided to write a fully reorganized
code, in a newer and more powerful language, consider-
ing that the initial effort would be compensated by a sig-
nificantly increased efficiency in future developments and
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debugging.

The new code has been called PYECLOUD, since it is
almost entirely written in Python and is largely based on
the physical models of the ECLOUD code. On the other
hand, several features have been modified, and in some
cases completely redesigned, with respect to ECLOUD,
with substantial improvements in terms of reliability, ac-
curacy, speed and usage flexibility. [4]

PyECLOUD

As ECLOUD, PyECLOUD is a 2D macroparticle (MP)
code, where the electrons are grouped in MPs in order to
reduce the computational burden.

The dynamics of the MP system is simulated following
the stages sketched in Fig. 1.
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Figure 1: Flowchart representing PYECLOUD main loop.

At each time step At, seed electrons, due to residual gas
ionization and/or to synchrotron radiation induced photoe-
mission from the walls, are generated with the same time
evolution of the beam and with transverse position and mo-
mentum determined by theoretical or empirical models.

Then the electric field acting on each MP is evaluated:
the field of the beam is precomputed on a suitable rectan-
gular grid, loaded from file and obtained at each MP loca-
tion by a linear (4 points) interpolation; the space charge
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Figure 2: Top: evolution of the number of electrons in the beam pipe for a 25ns LHC beam in the SPS (2 trains of 72
bunches); middle: evolution of the reference MP size; bottom: evolution of the number of MPs, the regeneration threshold

is highlighted in red.

contribution of the electron system itself is calculated by a
classical Particle in Cell (PIC) algorithm, where the finite
difference method is employed to solve the electrostatics
equation with perfectly conducting boundary conditions.

Once the total electric field at each MP location is
known, MP positions and momenta are updated by inte-
grating the dynamics equation; at this stage the presence
of an externally applied dipolar magnetic field can also be
taken into account.

At each time step, a certain number of MPs can hit the
wall. In these cases a proper model of the secondary emis-
sion process is employed to generate charge, energy and
angle of the emitted electrons. According to the size of
the emitted charge, a rescaling of the impinging MP can be
performed or new MPs can be emitted.

MP Size Management

One of the peculiarities of the EC build-up process is the
fact that, due to the multipacting effect, the electron number
can spread several orders of magnitude (see Fig. 2 - top).
As a consequence, it is impossible to choose a MP size
which is suitable for the entire simulation, allowing both a
satisfactory description of the phenomena and a computa-
tionally affordable number of MPs. The MP size manage-
ment in PYECLOUD has been significantly improved with
respect to ECLOUD and will be briefly described in this
subsection.
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MP sizes are not rigidly imposed but are determined by
“decisions” taken during the execution. For this purpose
a reference MP size N,.r, adaptively changed during the
simulation, is employed to control the number of electrons
per MP. In particular:

o The size of MPs generated by seed mechanisms is ex-
actly Nyef;

e When a MP hits the wall, it is simply rescaled ac-
cording to the SEY if the emitted charge is less than
1.5N,, otherwise “true” secondary MPs are gener-
ated so that the resulting MP size is as close as possi-
ble to N, r;

e Once per bunch passage, a cleaning procedure is per-
formed, which deletes the MPs with charge smaller
than 10’4Nref.

Ny is changed whenever the total number of MPs be-
comes larger than a certain threshold (typical value ~ 10),
which means that the computational burden is becoming
too high. When this happens, a regeneration of the set of
MPs is performed, by the following procedure (see Fig. 2):

e Each MP is assigned to a cell of a uniform grid in
the 5-D space (z,y, vz, vy, v.) Obtaining an approxi-
mation of the phase space distribution of the electron
gas;
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Figure 3: Beam intensity and heat load in the eight arcs of the LHC during the MD sessions with 25ns beams. The vertical
bars represent the measurement points used to compare heat load with electron cloud simulations. The red vertical bars
correspond to the measurement points in which only (or mainly) beam 2 was in the machine.

e The new N,y is chosen in order to get a target num-
ber of MPs (typically 5-10 times smaller than the re-
generation threshold), which still allows an accurate
simulation but with a more reasonable computational
effort;

e A new set of MPs, having the new reference size, is
generated according to the computed distribution.

Several numerical test have shown that the errors on the
total charge and the total energy which are introduced by
this procedure, are never larger than 1-2%.

SIMULATIONS FOR THE LHC ARCS

PyECLOUD simulations have been extensively used
to benchmark and analyze EC observations in the LHC.
[4, 5, 6] In particular they have been employed for the esti-
mation of the SEY of the copper coated beam screen of the
cryogenic arcs.

The cryogenic system, provides data on the total power
dissipated (in W/half-cell) on the beam screens of both
beams 1 and 2. The heat load evolution during the MD
sessions with 25ns in 2011 are shown in Fig. 3.

We know that the EC in the beam chamber at a certain
time, and consequently also its effects, strongly depends
on the beam structure at the same time. Therefore, in order
to compare the heat load data with the simulation results,
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we have taken several cuts in time (marked as vertical lines
in Fig. 3) and carried out EC simulations using the correct
beam structures (measured bunch lengths and bunch inten-
sities) at those times for both beam 1 and beam 2. This is
crucial for a reliable estimation of the SEY, since, due to
EC effects on the beam, both bunch intensities and bunch
lengths are different along the train and strongly changing
with time.

PyECLOUD simulations were run scanning the max-
imum of the SEY function (§,.x), SO that the curves
of the simulated heat loads AW (0max) and

bl—sim
AWé;)_sim(émax) , could be produced for each i-th mea-
surement point. The electron reflectivity at zero energy was
fixed to the value of 0.7 for all simulated cases. The solu-
tion 6;1(;3( for the i-th heat load measurement considered is
then found from the equation:

AW i Bmax) + AW (Bma) = AW (D)

This procedure allows to draw the evolution of dy,ax Of
the beam screens reported in Fig. 4. From this curve we can
see that ., was about 2.28 at the beginning of the scrub-
bing run, then it had already decreased to 2.1 by the time
the first 25ns beams were first injected into the LHC, and to
1.52 thanks to the scrubbing tests with 25ns beams. Com-
paring these values with the EC threshold evaluated from
simulations (red line in Fig. 4) it is possible to identify the
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Figure 4: Estimated evolution of d,,,x on the inner surface of the beam screen in the dipole chambers. The first two points
correspond to the measurements done with the 50ns beams during and after the scrubbing run, while the other points

corresponding to the vertical bars of Fig. 3.

further amount of scrubbing that is necessary to mitigate
the EC effects at the injection energy.

The three points marked with red vertical bars in Fig. 3
and red triangles in Fig. 4 correspond to situations in which
the total heat load could be only (or mainly) attributed to
beam 2, allowing a separated estimation of . for the
beam screen of beam 2. They show that, while it seems
plausible that at the beginning of the 25ns MDs the beam
screen of beam 2 was more quickly scrubbed than that of
beam 1, the conditioning status of the two screens has be-
come later equalized, the last two points for beam 2 being
hardly distinguished from the values obtained from the to-
tal heat load.

PyECLOUD also provides the calculation of the bunch-
by-bunch energy loss per turn. This is based on a simple
balance on the energy of the electron cloud. The differ-
ence between the total energy of the electrons (electrostatic
and kinetic) before and after the bunch passage plus the en-
ergy lost in electron-wall collisions during the bunch pas-
sage represents the net energy transfered from the bunch
to the electrons — and therefore, lost by the bunch. The
bunch-by-bunch energy loss per turn thus calculated can be
directly compared with the one estimated from stable phase
shift measurements from the RF system [7].

The data acquired at the time of the last measurement
from Fig. 3 have been plotted in Fig. 5 together with the
simulated energy loss, as resulting from the PYECLOUD
simulation. The best fit for the measured data has been
found with d,,x = 1.5 (very close to the value estimated
from the heat load) and a 10% uncaptured beam present in
the gaps between trains and also in the abort gap.

The absolute values, as well as both the intra-batch and
batch-to-batch trend, seem to be very well caught by the
simulation. Furthermore, when zooming on single batches
(Fig. 6), we can see that the simulations can successfully
reproduce the measurements down to a surprisingly high
level of detail.

The EC distribution calculated by PyECLOUD simula-
tions (with d,,., estimated from heat load measurements)
has been also employed for beam dynamics simulations
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with the HEADTAIL code in order to benchmark fast in-
stabilities observed on 25ns beams in the LHC with low
chromaticity settings. Details on the simulation method
and results can be found in [6]. The good agreement ob-
tained on the onset of the instability along the batch gives a
further indication that our model and simulation code pro-
vide a good description of the EC formation in the LHC.

CONCLUSIONS

PyECLOUD is a new EC build-up simulation code,
which has been developed for reliable and efficient bench-
marking and analysis of the EC observations in LHC. The
consistence of simulation results with heat load, stable
phase-shift and instability observations in the machine pro-
vide strong indications on the reliability of the employed
models and numerical solutions.
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Figure 6: Close up on a selected batch in Fig. 5.
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